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Abstract By making use of Merle’s general shooting method we investigate Dirac equations of the form
o+ 27“ = o(F(o? —u?) — (M — w)),
o' = u(F@? —u?) — (M +w)).

Here it is possible that F(0) = —oo and that F(s) defined on (0,+o0) is not monotonously non-

decreasing. Our results cover some known ones as a special case.
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1. Introduction

We investigate the existence of stationary states for nonlinear Dirac equations of the
form

3
1Y A0 — M+ F(ihp)ip = 0 (1.1)
pn=0

where ¢: R* — C*, 9, = 0/0z,, M is a positive constant, 1) = (v°9,v), (-,-) is the
usual scalar product in C* and y* are complex-valued 4 x 4 matrices given by

I 0 0 o
0= = for p=1,2,3
N () B RS P
g0 1 g2 [0 - (10
-1 0/’ i 0)’ 0 -1)°

Solution % of the form (t,z) = e “!p(x) will be called a stationary state of (1.1),
where g = t, © = (21,%2,23) and w > 0 is a constant. This kind of solution was first

and
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investigated by Soler [11]. The equation for p: R? — C* is

3
i) "0 — Mo +wy’0 + F(pp)e =0 (1.2)
pn=0

As in [11,12] we seek solutions that are separable in spherical coordinates of the form

v(r) (?)

o) = . (1.3)
fu(r) cos
sin fe'?

Here r = |z| and (6, ¢) are the angular parameters. Equation (1.2) then becomes a

non-autonomous planar dynamical system in the r variable, which is

2

u —|—7u =v(F(v? —u?) — (M —w)), (1.4)
v = u(F(v? —u?) — (M +w)). (1.5)

In the following we assume that 0 < M < w. We investigate the so-called admissible
positive solutions defined first by Balabane et al. in [2] as follows.

Definition 1.1. (u,v) is an admissible positive solution of system (1.4), (1.5) if there
exists a real positive number R such that the following hold:

(i) u,v € CY([0, R));
0 < u(r )<v( ) for all r € (0, R);
u(0) =

v(r )—>0asr—>R

(i

(iii
(iv
(v

It is easy to see that the number R is unique and it is called the radius of the solution
(u,v). Let

i)
)
)
) (u,v) solves system (1.4), (1.5) on (0, R).

2

1 VT —Uu
H(u,v) = 2(/ F(o)do — M(v? —u?) +w(vz+u2))
0
and let I be the connected component of {(u,v) | H(u,v) = 0, v > 0} containing (0, 0).
The main result of this paper is the following theorem.
Theorem 1.2. Assume that

(F1) F: (0,+00) = (—00,0) is differentiable, and F is less than M —w and is integrable
near the origin 0,

(F2) I'° is bounded,
(F3) if (0,v) € I'°, then F(v?) # M — w.
Then system (1.4), (1.5) has an admissible solution.
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By verifying these assumptions one by one we have the following corollaries.
Corollary 1.3. Assume (F1) and (F3) hold. And instead of (F2) we assume that
(F2") H(0,v) >0 if v > vy for some vy € (0, +00).
Then (1.4), (1.5) has an admissible solution.

Corollary 1.4 (Balabane et al. [2, Theorem 1.2]). Assume that F: (0,00) —
(—00,0) is differentiable and F' is integrable near the origin; also assume that F' is non-
decreasing and F(a?) — (M — w) = 0, F'(a®) > 0 for some a € (0, +0).

Then (1.4), (1.5) has an admissible positive solution.

Equations (1.1) and (1.2), or system (1.4), (1.5), make sense in physics (see [1-3,9]
and the references therein). The papers [3,9] were concerned with the case F(0) = 0,
M — w > 0. Precisely, Cazenave and Vazquez [3] assumed further that F € C'(R,R) is
increasing, F(z) > M +w for large z and F'(a) > 0 if F(a*) = M —w and a > 0. And by
making use of shooting methods they showed that the system (1.4), (1.5) has a solution
(u,v) on [0, +00) satisfying

u(0) =0, v(0) > 0, u(r) <o(r) < Ce ", re0,+00),

where ¢ and § are positive constants. Merle [9] improved this result. He assumed further
that F' is bounded either from above or from below, and F also satisfies (F2) and (F3)
as in Theorem 1.2. By making use of a more general shooting method he obtained a
solution similar to the one in [3]. In [2], Balabane et al. investigated a different case:
F(0) = —oco, M —w < 0. They proved Corollary 1.4. Our Theorem 1.2 improves this
result. In the proof we will use a general shooting method introduced by Merle in [9] as
well as some results in [2]. In particular, we will use some properties of solutions of the
following Hamiltonian system:

u =v(F(v? —u?) — (M —w)), (1.6)
v = u(F(v? —u?) — (M +w)). (1.7)
In particular, we use the property that the energy of its solution does not change. It
was pointed out in [3] that seeking solutions of (1.1) other than of the form (1.3) by
variational methods is interesting. Such work has been done by Esteban and Séré and
others [5,6,10]. A good survey for recent results concerning Dirac equation has been
given in [4,7].

In the next section we will do some preparation and in the last section we will prove
Theorem 1.2.

2. Preliminary results

In this section we prepare for the proof of Theorem 1.2.
As in [2,9], let FO = {(u,v); VH(u,v) = 0}, where

VH(u,v) = (aauﬂ(u,m ;}H(u,v))
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expresses the gradient of H, H,(u,v) = H(u,v) —v?/7 and G is the connected compo-
nent of {(u,v) | Hy(u,v) =0, v > 0} containing (0, 0). For every a > 0, we denote by I')
the connected component of {(u,v) | H(u,v) = H(0,a)} N {(u,v) | v > |u|} containing
(0,a).

Lemma 2.1.

(i) I'°n{u = 0} = {(0,0),(0,a9)} for some ag > 0. I'Y divides R? into two con-
nected components. Let Int(I'%) and Ext(I"°) denote the bounded and unbounded
components, respectively. Then, for any (u,v) € Int(I'°), H(u,v) < 0.

(ii) (u,v) € FY if and only if u =0 and F(v?) = M — w.
(iii) If (F3) is assumed, then F(a3) > M — w and dist(I"°, F°) > 0.

(iv) Assume a > ag and, for every z € lag,a|, F(2*) — (M — w) > 0. Then, for every
(u,v) € I'%, we have |u| < v,v € (H(0,a)/w)'/?,a] and (u,v) € Out(I"?).

a’

(v) For 1/w < 7 < 2/(w —m), G, is unbounded. And Int(I'°) C {(u,v) | G,(u,v) <
0} C {(u,v) |v > |u|}.

Proof. (i) By definition, for every small v > 0,

’U2
H(0,v) = %/ (F(0) — (M — w))do < 0.
0

Because I'¥ is bounded, there exists v € (0,+00) such that H(0,v) = 0. Then ag :=
inf{v > 0] H(0,v) = 0} is a positive real number. For every v € (0, ao), by definition we
have that H(0,v) < 0, that H(v,v) = wv? > 0 and that H (u,v) is increasing with respect
to u?; also, there exists uniquely u(v) € (0,v) such that H(u(v),v) = 0. By symmetry
of H, H(—u(v),v) = 0 for every v € (0,a9). Define u(0) = 0 = wu(ag). Then I'° =
{(Fu(v),v) | v € [0,a0]} is bounded. And Int(I'°) = {(u,v) | u € (—u(v), +u(v)),v €
(0,a0)}. By definition of u(v), for every (u,v) € Int(I"), H(u,v) < 0.

(ii) This can be calculated directly.
(iii) By definition, G(0,v) < 0 for every v € (0, ap), and G(0,ag) = 0. So

d
ao(F(ad) — (M —w)) = aG(O,v) > 0.
v=ago
Then F(a2) > M — w follows from (F3). Moreover, both I'° and F° are compact. This
and the fact that I'° N FO is empty means dist(1"°, F°) > 0.

(iv) A simple calculation shows that

%H(o,u) — F(?) — (M —w) >0

for v € [ag,a] and H(v,v) = v?w. So H(0,v) < H(0,a) for v € [0,a) and H(0,v) <
H(0,a) < H(v,v) for v € ((H(0,a)/w)'/?, a). Because H(u,v) is increasing with
respect to u?, again there exists uniquely u(v) satisfying H(uj(v),v) = H(0,a). If
ap < (H(0,a)/w)'/2, we have (+u;(v),v) € Ext(Ip). If ag > (H(0,a)/w)'/?, then we
have u1(v) > u(v), (£u1(v),v) € Ext(I}) for v € ((H(0,a)/w)'/?, ap).
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(v) For any prescribed v satisfying 1/w < 7 < 2/(w — m), G-(0,v) < 0, G-(v,v) > 0
if v > 0. For every v > 0 fixed, by the fact that
%GT(U,U) = %G(u,v) >0 when u >0,
there exists a unique u = wu3(v) € (0,v) such that G (v,u1(v)) =
{(v,£u1(v)) | v € [0,+00)} with supplementary definition u;(0) = 0 i
And compared with u(v) defined in (i), this u;(v) obviously satisfies u; (v

0. So G, =
s unbounded.

)()D

Lemma 2.2. Assume (u’,v°) € Int({(u,v) | v > |u|}) and let v = (u,v) be the
solution of (1.6), (1.7) with the initial data (u°,v"), defined on maximum interval of
existence (R_,Ry). Let [y] :={~(t) | t € (R_,R4)}.

(i) If (u®,0%) € I'°, then (u(R_),v(R_)) = (u(R4),v(Ry)) = (0,0).

(ii) If (u®,0%) € I, where a1 > ag and, for every a € |ag, a1], F(a?) — (M — w) # 0,
then (u(R-),v(R-)) and (u(Ry),v(R4)) are different and are in the set {(u,v) €

R x (0, +00) | v = [u]}.

Proof. We prove only (i). Because the system (1.6), (1.7) is a Hamiltonian one, the
energy of a solution does not change: H(u(t),v(t)) = H(u(0),v(0)) = H(u",v°). That
is, (u(t),v(t)) € I'\ {(0,0)} for every t € (R_,Ry). If u® > 0, from (1.6) we have
v'(t) < 0 and (u(t),v(t)) goes around I'° anticlockwise towards (0,0) as t — R.. So
(u(R4),v(R4)) does exist and is the unique w-limit point of (u(t), v(t)). O

Remark 2.3. From our definitions and Lemma 2.2 (i) we have [y] = I'0, if (u?,v%) €

ro and 12 =ro.

For every x > 0 there exists a unique solution (us,v,) of (1.4), (1.5) satisfying
(uz(0),v,(0)) = (0,2). Let R, > 0 be such that [0, R,) is the largest existence inter-
val. Then this solution belongs to C1([0, R,),R?) and vZ(r) — u2(r) > 0 for r € [0, R,.).
By standard arguments, as in [8], we have the following lemma.

Lemma 2.4.

(i) For any x > 0 we have either R, = oo or R, < oo, and when r — R, either
2(r) —u2(r) — 0 or v (r)| + |ug(r)] — oo.

U

(ii) Let x, > 0, x > 0, &, — x. Then for every r € (0,R;) we have R, > r forn
large, and (u, , vz, ) — (g, v,) in CH([0, 7], R?).

Lemma 2.5. Let (u°,0°) € R? and let (u2,v) and r,, be such that (u?, 2) — (u%,0)
and 1, — +o00. We denote the solution of (1.6), (1.7) with initial data (u°,v°) by (u,v)
and the solution of

, 2un,
u,, +
Tn +T

vl = up(F(v2 —u?) — (M +w)),

n

(1 (0), v (0)) = (uy, vy)

= vn(F(v; —upy) — (M — w)),

by (tn, vp)-
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Let (Sp, Ry,) and (S, R) be maximal existence intervals of (u,,v,) and (u,v), respec-
tively. Then for every compact interval of (S, R):

(i) (Sn,Rn) covers this interval when n is large enough;

(i) (up,vn) converges to (u,v) uniformly on this interval.

Proof. This is similar to [3, Lemma 2.5]. |
Lemma 2.6. For every x > 0, for all € (0, R,) we have

L H (e (r),v2(r) = 202 () (F(20) — 20) — (m+-)) < 0.

3. Proof of the main result
In this section we prove Theorem 1.2. For every z > 0, let
ph =sup{p > 0] uy(r) >0 for r € (0,p)}.

Recall that I'° divides R? into two connected components and Int(I™) and Ext(I™°)
denote the bounded and unbounded components respectively. Define

I={z>ag|3ps €(0,0,): Vr € (pa, ), (ta(r), va(r)) € Int(I)}. (3.1)
Note that from Lemmas 2.1 (i) and 2.6, we can define I equivalently by
I'={z>a0|3p: €(0,0}): (talps),valps)) € Int(I°)}.
Lemma 3.1.

(i) Let § € (0,%(m +w)) be such that

{4w}< 5) 0
a:=expy ——=,(1+—) ——>0.
w—20 w w

Then for every x > 0, r € [0, min(p,, 1/(w — 9))),

vg(r) — ui(r) > ax?.

(ii) For every x € I, if pf, > 1/(w — 0), then Hi;(y_5)(us(r),vz(r)) < O for every
re (1/((4) - 6)7plz)
Proof. (i) This can be seen directly from [2, Proposition 2.7] and its proof.

(ii) For r € (1/(w — 4), p,), from Lemma 2.1 (i) and wu, () — v, (r) < 0, we have

Uy (T)

— (w—=0)vy(r) <O0.
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So

i15(1/@—5)(1!95(7’)» vz (1))

dr
= 20 (FE0) = 20) = o +-0) () = 0= 0y (r))
> 0.

Then Hj /(y—s)(uz(7),v2(r)) is increasing with respect to ¢t € (1/(w — 9), p},). Therefore,
the result follows from the fact that (u,(r),v,(r)) € Int(I'?) and hence

Hy (w5 (e (1), 02(r)) < H(ug(r), v2(r)) <0
when 7 € (pg, pl;) in view of Lemma 2.1 (i) and the definitions of I and H,. O
Let
A = {(u,v) € [0,400) x [0,400) | Hy(—s)(u,v) <0 or v* —u® > aag}. (3.2)

It is easy to check that (A —(0,0)) C {(u,v) € R? | |u| < v}. Moreover, from Lemma 3.1,
(ugp(r),vy(r)) € A for every x € I, 1 € |
of Theorem 1.2.

, p%). This will play a crucial role in the proof

Lemma 3.2. [ is not empty. And I is open.

Proof. First, we prove that there exists ¢ > 0 such that (ag,ap +€) C I. In
fact, from (1.4) we have 3u} (0) = ao(F(af) — (M —w)) > 0, and hence uq,(r) > 0
for small » > 0. Then, from Lemma 2.6, H(uq,(7),vq,(r)) < H(0,a9) = 0 and
(tao (7), Va0 (r)) € Int(I°) for small r and hence for all r € (0,p),). Fix some point
ro € (0, pi,, ). From Lemma 2.4 (i), as 2 — ag we have p, > r¢ and (uz(r0),v,(r0)) —
(thag (T0); Vay (10) ). Because Int(I'°) is open and (ug, (7o), va, (10)) is its element, there
exists € > 0 such that, for every = € (ag, ag + €), (uz(r0),v2(r0)) € Int(I'°). Again from
Lemma 2.6, H(uz(r),v.(r)) < H(uz(ro),vz(r0)) < 0 and (uy(r),v.(r)) € Int(I'°) for
every r € (ro, pl). This means that z € I.

Second we prove I is open. Suppose a € I. Then there exists rg € (0, p,,) such that
(ua(ro),vz(r0)) € Int(I'°). As above, when z is near a, (u,(ro),vz(r0)) € Int(I'°) and
xz el |

Lemma 3.3. Assume that F(v?) — (M —w) > 0 for every v > ag. Then I is bounded.

Proof. We argue by contradiction. Assume that there exists a sequence z,, € I and
xn — +oo. Here and in what follows we denote ug, , vy, by un, vn, respectively. By
definition there exist some a > ag and a — ag small enough such that (u,, (1), va, (Tn)) €
9N A for some 7, € (0, py, ), and 0 < H(0,a) < H(ug, (1), vy, (1)) for every r € [0,7,).

Because I'? is bounded, (uy, (), vz, (rn)) is also bounded. But, from Lemma 3.1,
ui (r)+vi (r) = ax, — +00 as n — oo for every r € [0,1/(w — §)). This means that

Tn

rn > 1/(w — §). We divide the following proof into two steps.
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Step 1. We claim that r, — 400 as n — 4o0. In fact, for r € (1/(w—9),r,), we have

Uy, (1) + %uxn (r) = v, (M) (F (03, (r) = uz, (1)) = (M = w)), (3-3)
vy, (1) = e, (N (F (03 (r) —u3, (1) — (M +w)). (3-4)

Note that, for every (u,v) € AN {(u,v) | H(u,v) > H(0,a)}, we have v> —u?® > ¢ > 0
for some constant c¢. Thus, for every r € (1/(w —8),ry), 1/r and F(v2 (r) —u2 (r)) are
bounded. From (3.3), (3.4), there exists k > 0 such that (uy, (r) + vy, (7)) + k(ug, (r) +

Vg, (1)) = 0. We then have

(s, (Tn) + Vg, (7))e"" ™ > (Ua:n (wl—6> + Uz, (wl—6>) exp {wk—é}

Thus, r, — +00 as n — +o0.

Step 2. We now obtain a contradiction by using the conservative system and the fact
that "0 is a connected component of an equipotential contour and that some parts of it
are not in A.

Since I'? N A is compact and (uy, (rn), vz, (rn)) are in this set, we assume (u?,0%) €
I'Y N A is its limit. Let (u,v) be the unique solution with (u(0),v(0)) = (u°, v°). Then
(u(t),v(t)) covers the whole I'?. So there exists ty < 0 such that (u(to),v(to)) is not in
A. From Lemma 2.5, for large n, (us, (rn + to), vz, (rn + to0)) is not in A either. This is
a contradiction. ]

Lemma 3.4. Assume that F° N Ext(I'°) is not empty. Let b be the infimum of that
set. Then there exists € > 0 such that (b —€,b) NI is empty.

Proof. Assume that z,, € I, x,, < b and z,, — b. Then for the ¢ > 0 as in the proof
of Lemma 3.2, there exist r, € (0,p, ) such that (u,(rn),vn(rn)) € Ft(z)o+(e/2) NA. So
dist((un(rn), vn(ry)), (0,b)) > 2e. From Lemma 2.4 (ii) it follows that 7, — +0co. Assume
(Un (), vn (1)) — (u®,2°) and let (u(t),v(t)) be the solution of (1.6) again with initial

value (u®,v%). This will lead to a contradiction in a way similar to Lemma 3.3. g

Proof of Theorem 1.2. Let ¢ = sup [ if F N Ext(I°) is empty, and let ¢ = sup I N
(ag,b) if FO N Ext(I'°) is not empty and b is defined as in Lemma 3.4. We prove that
(te, ve) is an admissible solution of (1.4), (1.5).

Because of the openness of I and the fact that ¢ belongs to the boundary of I, we
have that u.(r) > 0 for r € (0, R.). To finish the proof of Theorem 1.2, we need to prove
only that (u.(r),v.(r)) — (0,0) as r — R.. From (1.5) v.(r) is decreasing on (0, R.).
Because we also have 0 < wu.(r) < v.(r) for r € [0, R.), it is sufficient to prove that
dist([v¢], (0,0)) = 0, where v = (uc, v¢).

Suppose that dist((uc(r),v.(r)),(0,0)) = a1 > 0 for every r € (0,R.). Then from
Lemma 2.4 (i) we have R, = +o00, and there exists r, — 400 such that (u.(ry), ve(rn)) —
(u®,v%). Here (u° %) is also an element of A and dist((u®v°),(0,0)) > a3 > 0.
From Lemma 2.6, 0 < H(uc(t),v.(r)) < H(0,¢) for every r € (0,R.). So we have
0 < H(u",v°%) < H(0,c). This means (u°,v°) € I'? for some a € (ag,c) or (u’,v°) € I'°.
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By definition, there exists a sequence z, — ¢ as n — +oo with z, € [ and
(un(rn), vn(rn)) = (u%v°). We have, for all r € (0,r,),

upn (r) +vp(r) > of, (3.5)

(un(r),vn(r)) € A.

Let (u,v) be the solution of (1.6), (1.7) with initial value (u°,v°). There are two cases,
both of which lead to contradictions.

Case 1 ((u°,v°) € I'°). From Lemma 2.2 (i), (u(R-),v(R-)) = (0,0). So there
exists some to < 0 such that u?(rg) + v%(rg) < a?. From Lemma 2.5, for large n,

U2 (rp 4 10) + 02 (rp +10) < af.
This contradicts (3.5).

Case 2 ((u®,v°) € Ext(I'°)). From Lemma 2.2 (ii), |[u(R_)| = v(R_) # 0. So there
exists some to < 0 such that (u(rg),v(ro)) is not in A. From Lemma 2.5 again, for large
N, (Un (1n +70), Un(rn+70)) is not in A either. This contradicts (3.6). The proof is finally
complete. O
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