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Abstract. We consider local escape rates and hitting time statistics for unimodal interval
maps of Misiurewicz—Thurston type. We prove that for any point z in the interval, there is a
local escape rate and hitting time statistics that is one of three types. While it is key that we
cover all points z, the particular interest here is when z is periodic and in the postcritical
orbit that yields the third part of the trichotomy. We also prove generalized asymptotic
escape rates of the form first shown by Bruin, Demers and Todd.
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1. Introduction and main result

Much attention has been paid recently to the connection between hitting times on the one
hand [AHV, FFT2, GKV] and escape rates on the other [DT2, KL.2, PU]. Given a map
f of the interval preserving a probability measure u, the principal connection is that, in
many situations, the extremal index, defined by

— lim log pu({x : FI) ¢ Be(@), j=0,1,..., [nBe(2)7 1D,

where B;(z) denotes the ball of radius ¢ centred at z, yields the same limit [BDT] as the
local (or asymptotic) escape rate given by

Jim - lim m% log n({x : f/(x) ¢ Be(2), j =0,1,...,n}).

The limit typically obeys a dichotomy: if z is not periodic, the limit is 1; if z is periodic with
prime period p, then the limitis 1 — 1/|Df?(z)| if u is an absolutely continuous invariant
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FIGURE 1. Examples of our class of maps in the quadratic family x > A/4 — A(x — 1/2)%: (a) A = 4 giving
the full quadratic map x — 1 —4(x — 1/2)2, where kg = 2 and p = 1;(b) A &~ 3.93344 - - ., where ko = 3 and
p=>5.

probability (acip). More generally, when p is an equilibrium state for a Holder continuous
potential ¢, the limit in the periodic case is 1 — e57¢@, where S,¢(z) = f:ol d(f ().

Such dichotomies for asymptotic escape rates have been proved for all z in some
uniformly hyperbolic contexts [BY, FP, HY, KL2]. In the non-uniformly hyperbolic
setting, the asymptotic escape rate has been achieved for large sets of z in e.g. [BDT,
DT1, DT2, PU].

In this paper, we expand this dichotomy to a trichotomy by establishing conditions in
which a third limit is possible. We do this principally by considering unimodal maps whose
postcritical orbit is eventually periodic and centring holes at such periodic points z. We
show that in this case, the asymptotic escape rate is a function of both | Df?(z)| as well as
the order of the spike in the invariant density at z.

Before stating our main result, we precisely define the class of maps to which our results
will apply.

We consider S-unimodal maps f : [0, 1] — [0, 1] in the sense of [NS]. That is:

e fis C? with one critical point c;
e in a neighbourhood of ¢, f(x) = f(c) — A(x — c)‘Z for{ > 1and A > 0;
|Df|~1/% is convex on each of [0, c] and [c, 1].

We assume that the map is Misiurewicz—Thurston: there is a minimal ko > 2 such
that f*(c) is periodic, that is, there is a minimal p > 1 such that fP(fk(c)) =
f*o(c) (see Figure 1 for some simple examples). Moreover, this is a repelling periodic
point: |DfP(f ko(¢))| > 1. This implies that the postcritical orbit of ¢, orb(f(c)) =
{£(©), f3(c), ..., fftP=1(c)}, is finite and that there is an absolutely continuous f-acip
w. Then, the density of u has a spike at each point of orb(f(c)) of type x!/¢~1. We let
I:=[f 2(¢), f(c)] denote the dynamical core: all points except O and 1 eventually map
into 7 and remain there, so u is supported in 1.

Define a hole centred at z by H.(z) = (z — &, z + ¢). The escape rate of the open system
with hole H,(z) with respect to the measure p is defined by

¢(He(2)) = — lim % logpu(x € I: f1(x) ¢ He(2), j=0,...,n—1}), (LD
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when the limit exists. Define the local (asymptotic) escape rate at z by

L e(H))
esc(z) := lim —————.
e—>0 p(He(2))
If z is a periodic point with prime period p, we write A, := |Df?(z)|.
Our main result is the following trichotomy regarding possible values of the local escape
rate. The only model where such a result has appeared previously is in [DT2, Remark 3.11],

which is a very special case (the full quadratic map).
THEOREM 1.1. Let f be as defined above. For any z € I,

1 if z is not periodic,

esc(z) = 1-— )»_z if z is periodic and not in orb(f (c)),

1 if z is periodic and in orb( f (c)).

The cases when z is outside the postcritical orbit orb( f (¢)) follow from [DT2, Theorem
3.7], so our focus here is on the case when z € orb(f(c)): when z € orb(f(c)) is
preperiodic (which falls into the first case in the above theorem) and when z € orb(f(c))
is periodic. The techniques to show the former are essentially a subset of the latter. Our
proofs exploit the fact that the finite postcritical orbit allows us to define a finite Markov
partition for the map (albeit with unbounded distortion), which we then use to define a first
return map to a conveniently chosen set.

1.1. Hitting time statistics. Setting ra(x) :=inf{lk > 1: fk (x) € A}, the first hitting
time to A, the hitting time statistics (HTS) at z is given by

t
T.(t) = li g ——
(1) = i u (”’“ u(Hs(z»)

for + > 0, provided this limit exists. A generalization of this limit is formulated in [BDTT],
where the link between HTS and asymptotic escape rates was explored by scaling the
hitting time asymptotic as ¢ (H,(z))~* for some o > 0. Accordingly, define for ¢, o« > 0,

-1 !
L = lim ————— 1 Z —
ot C = I T He e (r”g(“ M<He<z)>°‘)

Note that 7, (¢) corresponds to = 1. Using Theorem 1.1, we prove the following in §6.
THEOREM 1.2. Foranyz € I andall a,t > 0, Ly (2) exists and equals

1 if z is not periodic,

1
Las(z) = 1-— )‘_z if z is periodic and not in orb( f (c)),

1 if z is periodic and in orb( f (c)).

W
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As with Theorem 1.1, the main focus here is on the case when z € orb(f(c)); the other
cases follow from adaptations of [BDT], as we describe in §6.4.

We note that a full description of 7,(¢) in uniformly hyperbolic cases can be seen in
[AFV, FFT1]. In the non-uniformly hyperbolic case, the only full dichotomy (i.e. the
result applies to all z with no excluded values), and only for 7;(¢) rather than L ,(2)
as above, has been demonstrated for Manneville—Pomeau maps in [FFTV]; see also the
recent preprint [BFT].

Remark 1.3. Our techniques actually deal with holes of the form (z — ¢, z 4+ €g), where
e1./¢er is uniformly bounded away from 0 and oo, so we are able to handle non-symmetric
holes in both Theorems 1.1 and 1.2.

1.2. Structure of the paper. 1In §2, we assume that we are in the z € orb(f(c)) periodic
case and define a domain Y and a first return map F to Y so that the hole at z is outside Y:
(Y, F) has exponential return times and a Markov structure. We outline how domains of F’
can map into the hole and then modify F' to F, by introducing extra cuts at the boundary
of the hole. In §3, again we initially assume z € orb(f(c)) is periodic and show how the
density spike at z affects the scaling of the hole and its preimages. These scalings lead to
the three quantities seen in Theorems 1.1 and 1.2. The section ends in §3.4, where the case
where z € orb(f(c)) is preperiodic is dealt with.

Section 4 sets up the functional framework for F, and its punctured counterpart Fy.
In particular, a spectral gap is proved along with the relevant perturbation theory for
the transfer operator corresponding to F, for & small and for certain nice ‘B-allowable’
holes. The convergence of the relevant spectral properties is proved, which prove a version
of Theorem 1.1, see equations (4.16) and (4.17) for these specific holes. Section 5 then
proves Theorem 1.1 for general holes and in all cases of z € orb(f(c)). In §6, we prove
Theorem 1.2. The strategy is to use the induced map to construct a non-Markovian Young
Tower and prove a spectral gap for the associated transfer operator in a space of weighted
bounded variation.

Notation: we use gi(g) 2 g2(¢) to mean gi(e)/g2(e) = h(e), where h(e) — 1 as
& — 0. Similarly, g;(¢) < g2(e) means g1(¢)/g2(¢) < h(e), where h(e) - 1 as ¢ - 0
and g1(e) ~ g2(e) if g1(¢)/g2(e) — lase — 0.

2. First return map structure

Recall that ko > 2 denotes the minimal integer such that f¥0(c) is periodic with prime
period p. From here until the end of §3.3, we will focus on the case that z € orb(f(c)) is
periodic; for the preperiodic case, we make minor adjustments in §3.4. Suppose that for
ki > ko, f¥1(¢) = z. Then necessarily, f7(z) = z with prime period p.

PROPOSITION 2.1.
(1) There exists Aper > 1 such that if x is periodic of period n, then |Df" (x)| > A7

cr*

(2)  For each neighbourhood U of c, there are Ky > 0 and Ay > 1 such that if Jp is an
interval with U N (U?:_Ol Fi(D)) =0, theninf,cy |Df"(x)| > KyAy,.

(3) There is a unique acip [, this is supported on a finite union of intervals, which
contain c in the interior.
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The first item here is in, for example, [NS, Theorem A], while the second is more
generally known as Maii¢’s lemma (e.g. [MS, Theorem II1.5.1]). The third item can be
found, for example, as part of [MS, Theorem V.1.3].

Recall that we call a hyperbolic periodic point x of (prime) period n, orientation
preserving/reversing if f" preserves/reverses orientation in small neighbourhoods of x
(thatis, Df"(x) > O/Df™(x) < 0).

Denote the orbit of the critical point by ¢; = f(c). Then, by the definition of ko and
p above, orb(c) = {cp, ..., cpyrp—1}. Let A:={Ay,..., Ay} for M =ko+ p —1 be
the set of ordered open intervals in [f 2(c), f(c)] with boundary points from orb(c).
This forms a Markov partition for f on [f 2(¢), f(c)]. (Distortion is unbounded.) The
partition induces a dynamical coding on I’ :=[f2(c), f(c)]\ Un>0 f"(orb(c)): to

each x € I, there is a sequence (xg, x1,...) € {l,..., M}NO with fi(x) €A, Let
¥ C {1,..., M}No be the corresponding subshift of finite type. For each n € N, we refer
to [x0, ..., Xn—1]:={(o, Y1, -..) €E X Y0 = X0, ..., Yn—1 = Xp—1} as an n-cylinder,

or cylinder of depth n. There will be a unique topologically transitive component: we then
remove any component which does not intersect this. The shift is also locally eventually
onto and thus topologically mixing.

We will abuse notation, and refer to cylinders in X and the intervals in [ they

represent by w = [xo, . .., x,]. We will write the word w € J,>1 Uyreqr.. ppn @'
and the corresponding cylinder [w] as just w. Given cylinders wi = [xo, .. ., x,] and
w2 = [yo, - - ., ym], the concatenation [wjw>] is the cylinder [xq, . . ., X4, Y05 - - - » Y]

When needed, we denote by 7 the projection from X to I.

2.1. The inducing scheme. For N € N to be chosen below, we will take a collection
of cylinders wy, ..., wxg €{l,..., M }N containing z and consider the first return map
F=0"t0 X\ {wy,...,wg}, where T is the first return time. We consider the domains
of this map to be cylinders w € Un>1 Uw’e{l,...,M}" w’, rather than unions of these. Let
¥ n,k denote the set of 1-cylinders for F.

LEMMA 2.2. Given K € N, for any n > O, there exists N = N(n, K) € N such that for
alln e N, #{w € Zy g : t(w) =n} = O(e™).

Proof. If w € Xy g has t(w) = n, then w is an n-cylinder for o and so must have the
form [xow;, wi, - - - wi;x,—1], where j < n/N. So we can estimate the number of such
cylinders by K”/¥ (note that this estimate comes from considering (X, o) to be the full
shift, which is a substantial over-estimate here). So the lemma is complete if we choose N
large enough that (1/N) log K < 1. O

We will use the above partly to ensure our inducing scheme has exponential tails (see
Proposition 2.5). We will also choose the scheme to be compatible with the periodic
structure at z, see Remark 2.8.

LEMMA 2.3. For any &g, n > 0, there exist K, N € N such that Y = n(Xy ) has the
following properties:
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@ SOV NY = 0; in particular, 2 ¢ Y
(b) if xeI\Y and i > 1 is minimal such that f'(x) € Y, then fi(x) € (z — ¢o,

z+€0);

(© f¥)ov;

(d) let F =0o" denote the first return map to X k; then #w € Ty g : t(w) =n} =
O(gnn);

(e) F :Xnk Oistopologically mixing.

Proof. Fix g9, n > 0. For N eN , we will choose a pair of N -cylinders wy, wg which are
adjacent to z (to the left and right of this point, respectively) and, observe that for N large,

fi(wy), fi(wg) are (N — i)-cylindersfori =1,..., p—1.Ifi € {1,..., p}is minimal
with z = f"+~’<0(c), then define w) = fP~ (wy), wy = fP " (wg) and set wj 1, w; g
to be the (N — p+ i+ j)-cylinders along the orbit segment {f(c), ..., ff~1(c)}
mapping to w}, wy by fl for j=0,...,ko— 1. Then, define Z3 := {wjr,wjr:
j=0,...,ko—1}U{fi(wr), fi(wg) :i =0,..., p—1} to be the sets we remove

from X. The deepest cylinders here are either: (i) wg,—1,1, Wr,—1,R; Or (il) wr, wg. In case
(1), these are N-cylinders, where N = N — p + i+ ko — 1. Since, for example, wy,—1—; 1
consists of at most M’ N-cylinders (a significant over-estimate), we have removed at most
K = 2(M%+P=1 _1)/(M — 1) N-cylinders. So for > 0, let No = N(n, K) € N be as
in Lemma 2.2. Set ¥’ = %'(Np) := ¥ \ Z, (here, No = No+ p +i — ko + 1) and let
F = o7 be the first return map to ’. (Observe that we are removing a neighbourhood of
the orbit of the critical value: the critical point is not removed.) Lemma 2.2 implies that
the number of n-cylinders with first return time n is O (e"). Case (ii) follows similarly.
Define Y = 7 (X’). Property (a) of the lemma is obvious. The choice of Ny above
guarantees property (d). The definition of Z N, guarantees that returns to ¥ must occur

in a neighbourhood of z and that f(Y) D Y, and choosing N sufficiently large forces
this neighbourhood to intersect (z — &g, Z + €0), so properties (b) and (c) hold. Finally,
property (e) follows from the mixing of o. O

We will make our final choice of Y once we choose ¢ before Remark 2.8. We will abuse
notation and let F = f7 denote the first return map to ¥ as well.

Let {I;}; be the domains (intervals) of monotonicity of the first return map and, for
brevity, write 7; = t|;,. Note that each /; is associated to a cylinder as in the symbolic
model.

LEMMA 2.4. There exists P € Ny such that I; contains a periodic point of prime period
T +kwithk < P.

Proof. Since I; corresponds to some n-cylinder [xow;, w;, - - - u),-jx,,_l], the lemma is
saying that there is a chain of allowable transitions x,_1 > y; — Yx—1 > Xxp, fork < P,
which follows since the shift is a subshift of finite type (SFT). O

PROPOSITION 2.5. The inducing scheme ({I1;};, F = f7) satisfies the following properties:

(@)  F has finitely many images, that is, { F (1;)}; is a finite set;

(b) (bounded distortion) there exists Cy > 0 such that if x,y belong to the same
n-cylinder for F, then
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‘DF”(x)

DFG) " 1‘ < Cy|F"(x) — F"(y)|;

(¢) |t =n}| = 0(e7 "0 %er=) \where | - | denotes the Lebesgue measure of the set.

Proof. Property (a) follows from the SFT structure and property (b) follows from the
Koebe lemma added to the fact that we removed a neighbourhood of the orbit of the
critical value to create Y.

To prove property (c), by Lemma 2.4, given I;, there is a periodic point x € I; of period
7; + k for 0 < k < P. Thus, by Proposition 2.1(1),

A P 5
i i+k —k per i — i
IDfT (0] > A5 DI > (lDﬂw) AL, = K, @1
Since we also have bounded distortion, we see that |/;| = O(Age?) and hence applying
Lemma 2.2, |{t = n}| = O (e (102 4per=1)) "a5 required. O

In the light of this result, we will assume 7 € (0, % log Aper) from here on (we make a
final choice for n before Remark 2.8).

Remark 2.6. The cylinder structure here means that (|J k>1 FE@Y)) N dnt(Ye) \
orb(f(c))) = @. In particular, supposing that /; has fk (I;) = (x, y) in a neighbourhood
of z and y < z, then there will be a set of domains adjacent to /; such that the closure of
the union of their f¥ iterates covers (x, z). (Similarly if FRI;) lies to the right of z.)

Recall that p is the unique acip for f according to Proposition 2.1. Define uy :=
iy /u(Y), which by Kac’s lemma is an F-invariant probability measure. We can recover
u from py by the well-known formula,

Ti—1
wA) =) Y > uydin f(A) forAcl. 22)
i j=0

Note that f*! in a neighbourhood of ¢ is a 2-to-1 map composed with a diffeomorphism.
The Hartman—Grobman theorem implies that f7 restricted to any small enough neighbour-
hood of z, the linearization domain, is conjugated to the transformation x — X,x and is
indeed asymptotic to this for x close to z. Let &9 > 0 be such that this theorem holds in
(z — &0, 2+ €0).

For ¢ < gg, let § = &(¢) be such that fk1 [(c=5,c+8) 15 2-to-1 onto either (z — ¢, z] or
[z, 24 €). Set As 1= A(c—s(eg),c+5(e0)) aNd Ks := K(c—5(ep),c+5(sp)) from Proposition 2.1.
Then choose 1 > 0 such that n < min{% log Aper, log As}. Now with gy and n fixed, we
choose N1 > N(n, K) so that the cylinders making up Z M from the proof of Lemma 2.3
are contained in Ule fi(z — €0, z + €0) and adjust our inducing domainto ¥’ = X/(Ny),
thus also adjusting Y.

Definition 2.7. With gg, n and N fixed as above, we make our final choice of Y, which
will remain fixed from here on.

With Y fixed, we choose &1 € (0, &] so that Y N (Uf’=1 fiz—e1,z+¢€1) =0.
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Remark 2.8.

(1) Our choice of cylinders around orb(z) means that any domains of the first return
map to Y can enter (z — €1, z + €1) at most once, since the linear structure of the
dynamics in this region means that any domain that does so must be ‘spat out’ into
Y, and thus have made a return, before it can escape the linearization domain.

(2)  Moreover, due to the periodic way our cylinders Z i were chosen, if f k (I;) fork < 7;
is in the neighbourhood of z, then it cannot return to Y in less than p steps. Indeed,
T; — k is a multiple of p.

It will be convenient to treat the left and right neighbourhoods of z separately. For this
purpose, we introduce the following notation for asymmetric holes. Given e, eg > 0, we
write € = {¢1, eg} and define the corresponding hole at z by He(z) = (z — €L, Z + €R).
We will abuse notation in the following ways: we write € = 0 to mean ¢; = ¢g = 0, and
we write € < ¢ (alsoe € (0,¢))tomean g7, eg < € (and g7, eg € (0, €)). We extend the
definition of §(¢) to (e) in the natural way, noting that, for example, in the orientation
preserving case, (¢) will only depend on one of ¢; and gg.

For notation, we will denote by (z — &7);, (z + €g); the local inverse of fi7 applied to
Z— €L, 2t ER.

For a hole H.(z), we denote by H, the set of intervals J in Y such that f*(J) C H,
for s < t|;. Thus, H/ represents the ‘induced hole’ for the first return map F. In fact, due
to the construction here, each such J will be one of the domains /;. The main expression
we must estimate is ;(H/) /i (H,) for appropriately chosen ¢, eg: we will show how this
allows us to estimate w(H,)/u(H,) for all sufficiently small ¢ > 0 in §5.

2.2. Chain structure. Let the interval of I \ Y containing z be denoted by [a, b]. Now
suppose /; is a domain of ¥ with f*(I;) C [a, b] with 1 < s < t;. Since there is an interval
U closer to z than f*(I;) with fP(U) = f°(1;), then by the first return structure, there
must be some I; with f¥(I;;) = U. Iterating this, we call the resulting domains a chain.
We consider I; here to have some depth k and the I;; above to have depth k + 1, and
write these as Iik and Iik+1, respectively. For each chain, there is an ‘outermost’ interval
which we consider to have depth 1: this is the interval I;» = Iil, a domain in Y where
fSIi») C [a, b], but f5TP(I;») not contained in [a, b]. Thus, chains are denoted {Iik},f":1
and fs+kp(1ik) — fS(Iil).
Note that the cylinder structure implies f?(a), f?(b) ¢ (a, b).

LEMMA 2.9.

(1) If fP is orientation preserving around z then two elements Iik and Il-k/ of a chain
have depths differing by 1 if and only if they are adjacent to each other. Here,
f”P(IikH) = f5(IF) for s as above.

(2) If f? is orientation reversing around z, then a chain {Il.k}k has a neighbouring chain
{Ijlf}k so that two elements Iik and 1 j].‘/ have depths differing by 1 if and only if

, Ij/§+1’ Iik+2

they are adjacent to each other. Here, the Iik are adjacent intervals and,

moreover, le’(lik+2) = Il.k.

See Figure 2 for a sketch of case (1) of the lemma.
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1P 1P 1P 1P 1P
Y a z—e,  (z—eLh (z—cL)2 z
- - - k ) V4 | Y4 | Y4 [N | -
7 < ¢ T—C | 4 T
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FIGURE 2. The chain structure mapped near z. We are assuming that f7 is locally orientation preserving and
focussing attention on the left-hand side of z. We sketch some intervals of the images (by f*) of the chain
{Iik}k21. Note that here, 7|« = s + k.

Proof. We first assume that {/ k}k is a chain and that f? is locally orientation preserving
around z. Suppose that I k'is adjacent to I;. !, Suppose for some ¢ > 1, we have f'~ 1(I )N
Y =4, but f’ (Ii )CY. As in Remark 2.8, according to our choice of Zg, in the proof
of Lemma 2.3, f! (Iil) can only re-enter Y in an gy-neighbourhood of z. Note that f* (Iil)
must contain either a or b in its boundary: we assume this is a. We observe that a is also a
boundary point of f’(I]'-‘) and f’(I]’?) N Y = ¢. However, then we must have f’“(ljl.‘) cY
and, moreover, this domain must contain a in its boundary. Indeed, by the first return
structure, it must coincide with f7 (Il.l). However, this implies that actually, 1 jk =1 [.2. This
means that the left boundary point of f'~! (Il.l) must map by f? to the other boundary
point a. In the same way, we see that all the domains { Iik}k are adjacent to each other and
have f? mapping adjacent f*-images of the chain to each other.

In the orientation-reversing case, suppose that Ii1 is adjacent to 1 jk . Then f5tP (Iil) cY.
The Markov structure implies that f5+7 (1 ;‘) C la, b] and that these intervals both contain
either a or b in their boundary, which means that f$27(J ]'.‘) C Y and so k = 2. By the
linear structure of f2” in this region, if Ié‘ is adjacent to 17, then f”z!’(lé‘) = fS(Il.l), o)
1 ,f = Il.3. To prove this starting with Il.k with k > 1, we iterate the argument by f*~D? The
mapping of the f°-images to each other by f2” follows as in the orientation-preserving
case. O

In case (2) above, we call {Il.k}k and {IJ’?}k alternating chains. We also call any {Iik}k>j,
for some j > 1, a subchain.

Adding the result of this lemma to the first return structure, we see that the images
in [a, b] of any chain must be of the same fixed form, that is, if {Il.k}k, {I]]?}k are two
chains which map by f* and f' respectively into [a, b], then assuming f* (Iik) and f'(1 ]].‘),
for some depth k > 1, are on the same side of z, then these images coincide. Moreover,
Uk f (I ) will be either [a, z] or [z, b] if f? is orientation preserving around z, and

U e f? (]l.k ul ;‘ ) = [a, b] if f7 is orientation reversing around z, and the alternating chains
are as in the statement of the lemma.

2.3. Extra cuts for a ‘Markovian’ property. Suppose that f7 is orientation preserving
around z. Let ag = a and then, inductively, let f?(a;+1) = a;, so that q; — z as i — oo.
We similarly define (b;); to the right of z, accumulating on z. Observe that domains /; k of
F which map into [a, b] by some f* with 1 < s < 7; must map onto some (ax_1, ak) or
(b, br—1).
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In the orientation-reversing case, we define ap = a and a; such that f7(b) = aj, and
inductively define a; by f 2p (ai+2) = a;. Similarly, we define (b;);. Here, if fs(Iik) C
[a, b] for 1 < s < 7, then f5(IF) € {(ak—1. ax), (bk, bx—1)}.

Note that by bounded distortion, the ratios (z — a;)/(b; — z) will be comparable to
(z—a)/(b—2).

The above implies that if we were to take our holes around z as, say (a;, b;), these would
be Markov holes in the sense that either an interval of the inducing scheme enters the hole
before returning to Y, or it never intersects it. Note that by topological transitivity, the only
way z cannot be accumulated by domains on both the left and the right as above is if z is
a boundary point of the dynamical core [ f2(c), f(c)], a simpler case which needs only
obvious modifications.

For generic ¢7,, eg € (0, 1), the corresponding hole will not have this Markov property,
so we make an extra cut here, namely, if z — e € f*(I;) (in the sketch in Figure 2,
I = Il.k_z), then we split /; into two so that one of the resulting intervals maps by f* into
the hole and one maps outside, and similarly for z + eg, thus defining F, from F = Fy.
For this map, in the generic case, the chains no longer have common boundary points, but
now, in the orientation-preserving case, they come in pairs {Il.k ks {IAl.k }, where Il.k+] L_ink is
a domain of F and U denotes the union of the open intervals along with their common
boundary point.

In the case where f7 is orientation reversing around z, we may need to cut a domain of
F twice to produce F. For simplicity, we will not address this case here, but all the ideas
below go through similarly. From now on, unless indicated otherwise, when we discuss
our induced map, we mean Fj.

Remark that due to the extra cuts, although the domains of F, have the property that
each one either maps into H(z) or never intersects it, for generic holes, this does not
define a countable Markov partition for F,. This is because F,(I;) may not be a union of
1-cylinders if a boundary point of /; is created by one of the extra cuts.

We next observe that in the orientation-preserving case, there is a unique pair of
subchains we denote {I]Z}k>kL,e’ {ff}@ku C (c — 4(e), c) and a unique pair of sub-
chains {Illg}@km, {fﬁ}@kh C (c,c+8(e)). We call these the principal subchains.
Note, Uk}kw (If U ffL) U (U,@kh Illg U ffR) = [c — &(&), ¢ + 6(¢)]. We can naturally
extend this idea to the orientation-reversing case. In either case, §(e) is determined by
only one of e or g, depending on whether fki(c—68(e), c+8(e)) = (z—er, z] or
fki(c —8(e), c + 8(e)) = [z, z + €R). Let us call &, this value in {7, £}

3. Measuring the holes
The aim of this section is to estimate u(H), u(H,) and thus w(H})/u(He).

3.1. The contribution from principal subchains. ~To estimate w(H,) and p(H,), we first
estimate the contribution from the principal subchains.

LEMMA 3.1. For x close to c,

< | (x) — 2| )W
x—c|~ [ —22——) .
AIDfR=1(f(c))]
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Proof. By the mean value theorem, there exists 8 € (f(x), f(c)) such that |f ki(x) —
@l = Df71O) 1 f(x) — f(c)]. Then,
1A = @l _ 1@ = FOIA W = el _ Al —elf
lx —cl lx —cl |f(x) = f(o)l lx — |

where A is from §1. The result follows using IDFF=1@)| ~ |IDFO=1(f(c))] by bounded
distortion. O]

DAY,

We can see from Lemma 3.1 that |Uk>km(1k U Ik)| ~ Cp(e)V/*, where C, :=1/
(A|IDfF=1(F(e)DE, that is, 5(e) ~ C,,(e*)l/z. Since ¢ is bounded away from the
critical orbit, as in [M, Theorem 6.1] (see also [N, Theorem A]), the invariant density
is continuous at ¢ and defining p := du/dm(c), the py-measure of the set can be
estimated by

N Cyp
D wrfulp ~ %(s*)”ﬁ. 3.1
K>k e H

Similarly for Zk;km /Ly(I,]g U IAIIE,). As in equation (2.2), the sum of these two
quantities scaled by u(Y) is the relevant contribution to u(H}).

Now, for the contribution to w(Hy), let us suppose that f7 is locally orientation pre-
serving at z and f ki—1 i5 also orientation preserving at f(c) (which implies that ¢, = &),
the other cases follow similarly. Denote J* =(Jy; I KOIK. Then, f*i(Jkethy =
((z — eL)k—1, 2), so using Lemma 3.1 again, we have

e ,OCp)rk/e e _ pCp —k/e 1/t

pC
Jhetky ~ TP (7 — e ) — 2 25 e

() p(Y) LT

Then, using equation (2.2), we estimate the (scaled) contribution to w(H,) from the left

my (

of ¢ by
Y. kuyUfUIp = 37 Y wyUf VI = Y ur(H
k>kpe k>kpe K>k k>kpe
1/¢
pC —k PCpésx
~ DL SN ”—W (3.2)
r¥) = n(Y)(1 )

An identical estimate follows for the domains {/ 1’?, I ﬁ/}k?k from the right of c.

3.2. The contribution from non-principal subchains. Now, for the subchains that are
not in (¢ — &(&), ¢ + 6(&)), but which map into H, before returning to ¥, we will use a
different, rougher, type of estimate. First notice that such subchains cannot be contained in
(c — 8(gp), ¢ + 8(&g)) sinceif I; C (¢ — 8(ep), ¢ +8(gp)) \ (c — 8(¢€), ¢ + §(¢)), then the
repelling structure of our map around z means that /; will return to ¥ before mapping into
H. With this in mind, recall As := Ac—s(eg),c+5(s0)) aNd K 1= K(c—s(eg),c+5(eo)) defined
after Remark 2.6 when we fixed the definition of Y.

We will deal with the orientation-preserving case here, the orientation-reversing case
is similar. Suppose that {Il.k}@ki, {fi" }k>k; is a pair of non-principal subchains such that
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fe (Iik U fik) C H, for any k > k; (so this is the first time that any element of the subchain
enters H¢). For x € Iik, by the mean value theorem, there is x € Iik such that

11i] = IDf )T U< Ky g s 12U

by Proposition 2.1. So since fS(Uk)k,- (Iik U IAl.k)) covers either (z — €7, z) or (z, z + €R),
we thus obtain an analogue of equation (3.1): for ¢’ = max{er, eg},

p(¥) o uy(FUTH < Kjlage.
k>ki

We know that there are O(e®”) domains /; which have f*(I;) = fi(I), so, also
accounting for the intervals which map to the other side of z, the total measure of
non-principal chains contributing to u(H/) can be estimated by

> Z K(;les(n—log e = 0(1)e, (3.3)
s>1

and recall we have chosen 1 € (0, log As): in our definition of Y. Similarly to equation
(3.2), we can obtain an analogous estimate, also O (1)&’, for the contribution to w(Hp).

3.3. The limiting ratio in the periodic postcritical case. We will assume that g7 /g is
uniformly bounded away from O and infinity (so in particular, €7, eg = O(gy)), so that
the density spike dominates the measure of our holes. Now recalling equations (2.2), (3.1)
together with equation (3.3) imply

p(Hy) ~2Cpp(e0)' " + 0 (e
while equation (3.2) and the analogue of equation (3.3) imply
ple)'/
W(He) ~ ZCPW + O(Dey,

Z

so the two principal chains dominate this estimate and the limiting ratio is

H _
im M) e (3.4)
e—0 w(He)

3.4. The preperiodic postcritical case.  For the case where z = f¥1(c) for 1 < ki < ko,
we choose the inducing scheme Y via a minor adaptation of the method described
in the proof of Lemma 2.3: properties (a) and (d) of that lemma will follow here
along with the condition (b’): if x € I\ Y and i is minimal such that f i(x) € Y, then
Fix) e (frotr=l(c) — g, fRotrP=1(c) 4 go) for some small gy > 0. In the notation of
the proof of that lemma, we choose w; and wg adjacent to z (or just one of these if
z € {f(c), f3(c)} is one of the endpoints of /) and then choose the rest of the cylin-
ders around orb(f(c)), Zg :={wjr,wjr:j=0,....ki —1}U{f (wr), fi(wg):
i=0,...,ko+ p— ki — 1} to be the sets we remove from X, where f"'_-"(wj,L) = wy,
and f ki=i(w j,R) = wg. If wy and wg are chosen small enough then properties (a), (¢)
and (d) of Lemma 2.3 hold, as does Proposition 2.5.
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This construction also guarantees, for small enough & > 0, each I; passes at most once
through (z — €, z + &g) before returning to Y, ensuring that u(H,) = u(H.). Moreover,
note that an I; which does pass through (z — &y, z 4 eg) must also pass through a
neighbourhood of { fX1+1(¢), ..., fR+P=1(¢)} before returning to Y.

4. Functional framework for B-allowable holes
Our goal in this section is to formalise a functional framework for the transfer operator
corresponding to the induced map F, and its punctured counterpart Fy. To do this, we
will work with a fixed higher iterate n¢ of the induced map and formulate a classification
of holes depending on the minimal length of images of no-cylinders under F (see the
definition of B-allowable in Definition 4.2). Using this control, we prove the punctured
transfer operator enjoys a spectral gap in a space of functions of bounded variation
(Theorem 4.7) and use it to prove a local escape rate for F. (Lemma 4.9). We then use
this to prove the local escape rate for f needed for Theorem 1.1 via equation (4.16) by
computing the limits in equation (4.17).

We begin by formally defining the induced open system.

Recall that given a hole He(z) = (z — €1, z + €g), the induced hole H/ for Ij} is the
collection of intervals that enter H¢(z) before returning to Y. Define the open system for
n > 1by

n—1
Fl = Fllyy where V) := ) F,/(Y \ H)), 4.1
i=0
that is, the open system at time » is the induced map restricted to the set of points that have
not entered H_ before time n. Note that Y0 = Y and ¥} = Y \ H_.
We first prove the following fact about the map Fp.

LEMMA 4.1. Foralln > 0, |DF}(x)| > I?)L;Zr(x) > k)\.ger, where K > 0 is from equation
(2.1).

Proof. This follows as in the proof of Proposition 2.5, using Lemma 2.4 to find a point of
the right period. O

Using Lemma 4.1, we choose ng > 1 so that
inf IDF°(x)| > 3. 4.2)
X

Next, we define a parameter to keep track of the minimum size of images of ng-cylinders
under the punctured map Fo.

Definition 4.2. Let € (0,1/2) and let {J;}; denote the set of I-cylinders for Fg°
(no-cylinders for Fg).
e For an interval J = (x,y), we say that t € J is B-deep in J if t € [x 4+ B|J],

y = BUII
e For our holes, we say that Hg(z) is B-left-allowable if there is a domain J; of F2°
with f9(J;) C (z — €1, z) with 1 <5 < 7; and z — g, B-deep in f¥(J;). We similarly
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define B-right-allowable with respect to (z, z + €1). In the case where H,(z) satisfies
both of these conditions, we call it 8-allowable.

The property of -allowable is important for the following reason.

LEMMA 4.3. (Large images depending on B) Let ng be chosen as in equation (4.2).
For each B € (0,1/2), there exists Cg >0 such that if He is B-allowable, then
|FL(J), |ERO(Ji)| = Cg for all no-cylinders J;.

Proof. The property follows immediately from the Markov structure of F° together with
the assumption of B-allowable. Note that without extra cuts due to the boundary of the
hole, the minimum length of the image of any 1-cylinder for F(;’ % is bounded below away
from 0 by a number depending only on X'(Np). Next, by definition of Fg°, the intervals
that are cut by the boundary of the hole are such that z — ey and z + eg are B-deep, by
assumption. Thus, the length of the image under F,° is determined by the parameter S,
together with the distortion constant for F,. Given our choice of cuts depending on the
boundary of the hole, the set of images for s simply a subset of the set of images for
FJ°, so the property holds equally for £2°. 0O

4.1. A uniform spectral gap for B-allowable holes. 1In this section, we show that for
each fixed B > 0 and in any set of ¢, eg > 0 such that H, are B-allowable, the transfer
operators associated to F and its punctured counterpart have a spectral gap that is uniform
in B when acting on functions of bounded variation (BV) in Y.

Given a measurable function ¢ : ¥ — R, define the variation of ¢ on an interval
J C Y (or a finite collection of intervals J C Y) by

N
Vo= s Y 1w — vl (4.3)
J

XQ<X] < <XN T

where {xk}/]cvzo is the set of endpoints of a partition of J into N intervals, and the supremum
ranges over all finite partitions of J. Define the BV norm of i by

IWlsy =\ ¥+ WL
Y

where m denotes Lebesgue measure on Y. Let BV (Y) denote the set of functions
{¢ € L'(m) : |¥|lpy < oo}. (By the variation of ¥ € L'(m), we mean the essential
variation, that is \/y ¥ = inf, \/, g, where the infimum ranges over all functions g in
the equivalence class of 1.)

We shall study the action of the transfer operators associated with F, and F. acting on
BV (Y).For ¢ € L'(m), define

Y (y) 3
Lefr(x) = ——"— andforeachn >0, Ll = LE(1pn)).
a FZ IDFe(y)] oV = eV
YELe X

‘We do not claim, or need, that lffg € BV (Y).
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Remark 4.4. Note that for each x € Y, Fg(x) = Fy(x). This is easy to see since F simply
introduces extra cuts at the boundary of H.(z), but does not change the orbit of x, while
Fp introduces no extra cuts apart from those introduced in the original definition of Y.
Thus, the 1-cylinders for F, and Fy differ slightly (those for F, can only be smaller), but
pointwise, the definition of the maps is the same.

Our first result proves a uniform set of Lasota—Yorke inequalities for £, depending
only on B.

Let fs denote the (countable) collection of 1-cylinders for F,fl 9, and let js denote the
finite set of images of elements of L.

PROPOSITION 4.5. For any > 0 and any B-allowable hole H¢(z), for all v € BV (Y)
and all k > 0,

. 2\F Kl
\/£’é"°w<<§> \Y/w+<1+cd)(cd+2cﬂl)zo<§) /W_,.) ¥l dm,
j= e
“4.4)
f|£°’;w|dm</ | dm. 4.5)
Y VS

Proof. The second inequality follows immediately from the definition of Le, so we will
prove the first. In fact, we will prove the inequality for £ = 1, which can then be iterated
trivially to produce equation (4.4).

For » € BV (Y), letting {u;, v;}; denote the endpoints of elements of je and {u;, v;};i
denote the endpoints of elements of fe, we estimate

\ Loy < Y\ Loy + Lo () + L2 ()

Y Jiede Ji
v [V ()| 1Y (vi)]
< + + . (4.6)
Z \1/ |DFe"| Z IDF ()| |DFE(v)]
Liely 1i I;€Z,

For the first term above, given a finite partition {xk},ivzo of I;, we split the relevant
expression into two terms.

Z‘ AC I AC7S))
—~ | IDF* ()| IDF (k1)

1
=D |

1 1
< - _
~3 \/WZk |1//(Xk)|‘|DF:O(xk)| IDF°

where we have used equation (4.2) in the first term. For the second term, we use bounded
distortion, Proposition 2.5(b), to estimate

1
IDF}°(xi)|  |DF{®

| Fe (xi) — Fe (1)
|DFe° (xi0)|

1
' < Cy < A+ Ca)Cylxg — xp—1l,
(k1)
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where we have applied the mean value theorem to F2° on [xi—1, xx]. Putting these
estimates together yields

Z‘|DF(Xk) L \/¢+Cd(1+cd)z 1Y (i) | (X — Xk—1)

Gl IDFP o)l | =

< §Vw+cd(1+cd)/l W]+ kn (),
I; i

where we have recognized the second term as a Riemann sum, and the error term
kny(y) — 0 as N — oo. Since the variation is attained in the limit of partitions as
N — oo, we have the following bound on the first term from equation (4.6):

\/ |DFno| \/W+Cd(1+Cd)f [v| dm. 4.7

Next, for the second term in equation (4.6), we use the bound,
. 2
Wl + | <2inf [yl +\/ ¥ < mf wi+\/ v. (458)
i I; i I; I;

Then, using again bounded distortion together with Lemma 4.3, we have

il inf [DF0] > (1+ Co) " F ()] > (1 + Ca) ™' Cp. 4.9)

Putting these estimates together with equation (4.7) into equation (4.6), and using again
equation (4.2), we conclude

o 2 2
V £ <3 SV v+ @ +Co+2+Cocsh [ wi<3 Vv
[ i Y

Y
s+ copcaracyh [
7.0
which is the required inequality for k = 1. O

Next, to show that £ has a uniform spectral gap (depending on S and for e sufficiently
small), we will apply the perturbative framework of Keller and Liverani [KL1]. To this
end, define the norm of an operator P : BV (Y) — L!(m) by

P = sup{Pé | 1gmy : 1¥lBy < 1} (4.10)

Our next lemma is standard: ||| Lo — Eos || is small as a function of m(H,).

LEMMA 4.6. Forany e > 0and &' € [0, &), |[|Ler — Lelll < m(H, \ H.). This holds in
particular for €' = 0, in which case, Lo = Lo is the unpunctured operator.

Proof. Letyr € BV (Y). Then,

[ 1 = Lopram < [ 1wt am < 1lavm . O
Y Y €
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THEOREM 4.7. For any B > 0, there exists eg > 0 such that for any B-allowable hole
Hg(z) withe < gg, Eos is a continuous perturbation of Ly. Indeed, it is Holder continuous
in m(H)).

As a consequence, Eoe has a spectral gap on BV (Y). In particular, there exist
ng, Bg > 0, such that for all € < &g, the spectral radius of Le is Ag < 1 and there exist
operators Tlg, Re : BV (Y) O satisfying Hg =g, [IeRe = Relle =0 and Rl gy <
Bg A%Le 8" such that

Lo = AeTle¥ + Rep. 4.11)

Moreover, Tly = é. ® 8o for some é. € BV(Y)* and g. € BV (Y) satisfying éegwe =
Aege with [, ge dm = 1.

Lastly, the spectra and spectral projectors vary (Holder) continuously as functions of &
in the ||| - |||-norm, that is, as operators from BV (Y) to LY (m).

Proof. The Lasota—Yorke inequalities of Proposition 4.5 apply also to the unpunctured
operator L, = Lo with Ye" replaced by Y. Thus, Ego is quasi-compact on BV (Y), and
since Ly is also bounded as an operator on BV (Y) (although we do not obtain the same
contraction for one iterate of Lo, the norm estimate as in the proof of Proposition 4.5 is
finite), then L is also quasi-compact on BV (Y). Since Fy is mixing by Lemma 2.3(e)
and has finite images by Proposition 2.5(a), then Fj is covering in the sense of [LSV]. It
follows that L has a spectral gap. Then, so does ﬁgo. Moreover, if go is the unique element
of BV (Y) such that Logo = go and fy go dm = 1, then [LSV, Theorem 3.1] implies

Cg 1= igf go > 0. 4.12)

Next, due to the uniform Lasota—Yorke inequalities (for fixed 8 > 0) of Proposition
4.5 together with Lemma 4.6 for ¢ = 0, [KL1, Corollary 1] implies that the spectra
and spectral projectors of £2° outside the disk of radius 2/3 vary continuously in &
for e sufficiently small (depending on B). The spectral gap and the rest of the spectral
decomposition for L then follow from the analogous decomposition for L.

Lastly, fixing &€ < ¢g and using Lemma 4.6, we apply again [KL1, Corollary 1] to fjs
to conclude that the spectra and spectral projectors of Lo vary Holder continuously as
functions of |¢’ — e| whenever &’ < ¢g. O

The above theorem implies in particular that the size of the spectral gap is at least ng
for all B-allowable holes H,(z) with & < gg.

4.2. Local escape rate. 1In this section, we will set up the estimates necessary to prove
Theorem 1.1 via the induced map F,. The strategy is essentially the same as that carried
out in [DT2, §7], but of course now we are interested in the case in which z lies in the
critical orbit, which was not allowed for geometric potentials in [DT2].

We fix 8 > 0 and consider the zero-hole limit as ¢ — 0 for S-allowable holes only. As
a first step, we use the spectral gap for Lo given by Theorem 4.7 to construct an invariant
measure v for the induced open map F, supported on the survivor set f/soo =0,
Ve =M Fom ().
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Define for v € BV (Y),
ve(¥) := lim A" / Y 8e dm. 4.13)
n—o0 Y"'g

LEMMA 4.8. Fix B > 0 and let € < eg be such that Hg is B-allowable. The limit in
equation (4.13) exists and defines a Borel probability measure, supported on Y€°° and
invariant for Fe. Moreover, ve varies continuously as a function of € (for fixed B) and

—log Ae = (/ T dv€>e(H€(z)), (4.14)

where t is the inducing time for Fg¢ and ¢(Hg(2)) is the escape rate for f from equation
(1.1). (Indeed, we show that v, (t) is continuous in € although t ¢ BV (Y).)

Proof. The limit in equation (4.13) exists due to the spectral decomposition from Theorem
4.7 and the conformality of m:

lim A" / ¥ $e dm = lim / AL (Y ge) dm = ée (Y de)

n—od Y€n n—odo Y
for any € BV (Y) since if ¢ € BV (Y), then also g, € BV (Y). From equation (4.13),
[ve (V)] < ve(1)|¥|s0, SO that v, extends to a bounded linear functional on CO(Y), that
is, ve is a Borel measure, clearly supported on 10/50. Since ve(1) = 1, v, is a probability
measure.

Next, we prove that v, is continuous as an element of BV (Y)*. Remark that by the above
calculation, ve (V) = é.(g.¥) for v € BV (Y), and when ¢ =0, uy(¥) = eg(go¥) =
f goV¥ dm, since m is conformal for Ly. Indeed, é. defines a conformal measure m, for
Le, so that e (Y) = fy ¥ die and dve = §¢ dme. Thus, fory € BV (Y) and e, &’ < ¢,

|Vs(w) - Vs/(l/f)| < |ée(§€w - ée”//” + |és(§e/l//) - 65/(§e/l/f)|
< ‘ / (86 — )V diive| + ‘ / (Mo (Ze¥) — M (Ber)) dm

< Wloolge — &erl 1y + 1Te — T[] 8 ¥l BY - (4.15)

Both differences go to 0 as &’ — & by Theorem 4.7, while ||,/ || gy is uniformly bounded
in & by Proposition 4.5. We conclude that v, is continuous in € for fixed 8 when acting on
BYV functions.

It remains to prove equation (4.14). Unfortunately, T ¢ BV (Y), so first we must show
that v (7) is well defined. Indeed, it is easy to check that Eaet € BV . This holds since 7 is
constant on each 1-cylinder Y; ¢ for Fe. Thus, Eost has discontinuities only at the endpoints
of {ﬁe (Yi.e)}i, which is a finite collection of intervals.

It follows also that Eoe (t8e) € BV (Y). Thus, using equation (4.11),

lim A" / e dm = lim A" f L3N (Le(tge)) dm
n—o00 Y;‘ Y

n—0oQ

= A / Me(Le(te)) dm + lim / A"RET (Le(tie)) dm,
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and the second term converges to 0 by Theorem 4.7. Thus, the limit defining v (7) exists
and is uniformly bounded in & for fixed 8. More than this, the above calculation can be
improved to show that t is uniformly (in &) integrable with respect to v,, as follows. For
each N > 0, we use the above to estimate

Ve(lesy - 7) = lim AZ"/zg_l(ﬁoe(lr>N-T§s)) dm < AZ'Le(leoy - Tde)loo.

Then, using bounded distortion as in equation (4.19), one has forx € Y,

(I +C)lgeloo

1Le(lean - Tde) ()] < D tImYie(y)

C
P yelf'e’lx
T(y)>N
< C Z k m(‘c = k) < C/ Z kefk(l()g }\per*ﬂ)’
k>N k>N

where we have used Proposition 2.5(c).
It follows that for each k > 0, there exists N > 0 such that SUPec[0,e5) ve(lesy - T} <k,

where the sup is restricted to values of e such that H, is p-allowable. Let ¢V =
min{z, N} and note that t™) € BV (Y). Then, taking a limit along &’ corresponding to
B-allowable H, yields

lim |ve(7) — v (0)] < lim [ve(z™)) — v (z ™))
e'—e e'—e
+ ve(lesn - D)+ ver(lesy - T)] < 2k,

since we have shown that ves — v, as elements of BV (Y)*. Since « > 0 was arbitrary,
this proves that vg (7) varies continuously in €.

Recall that {Y;}; denotes the set of 1-cylinders for Fy and let Jy = {Fo(Y;)}; denote
the finite set of images. The covering property of f implies that the set of preimages of
endpoints of elements of Jy is dense in 1. Thus, there is a dense set of € < &g such that
Fe admits a countable Markov partition with finite images. For such &, [DT1, §6.4.1]
implies that v, is an equilibrium state for the potential —E; - log(D F,) — log A, where
Ee(x) =1ifx € Y\ H, and E, = o0 if x € H. Similarly, [BDM, Lemma 5.3] implies
that v, is a Gibbs measure for the potential —E, - log(D F,) — te(H(z)) with pressure
equal to 0. Putting these together yields equation (4.14) for such ‘Markov holes’.

Finally, we extend the relation to all & via the continuity of A, and v¢(7). Since
¢(Hg(z)) is monotonic in € and equals — log A¢/ve(7) on a dense set of &, it must also be
continuous in €. Thus, the relation in equation (4.14) holds for all & < g4 for which H, is
B-allowable. O

With Lemma 4.8 in hand, we see that the limit we would like to compute to prove
Theorem 1.1 can be expressed as follows:

e(He() _ —logAe [tduy _p(HY
w(He(@)  wy(HY)  [tdve p(He(z)’

(4.16)
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where, as before, uy = uly/u(¥), and 1/u(Y) = fY T dpy by Kac’s lemma since F; is
a first return map to Y. Theorem 1.1 will follow once we show that as & — 0,
—log A d H/ _
Og/s_) ’ f‘[ MY_) ’ wu(Hy) _)1_)\11/5‘ 4.17)
wy (H}) J T dve w(He (2))

The third limit above is precisely equation (3.4) when z € orb(f(c)) is periodic (and
is simply 1 by §3.4 when z € orb(f(c)) is preperiodic), so we proceed to prove the first
two. We first prove these limits for S-allowable holes with a fixed 8 > 0 in Lemmas 4.9
and 4.10. Then, in §5, we show how to obtain the general limit as ¢ — 0.

LEMMA 4.9. For fixed B > 0 and any sequence of B-allowable holes H¢(z),

—log A¢
im ————— =
=0 puy (HJ)
Proof. The lemma could follow using the results of [KL2], yet since z ¢ Y in our setting,
it is not clear how to verify the aperiodicity of H, without imposing an additional condition
on the reentry of points to ¥ which have spent some time in a neighbourhood of z. To avoid
this, we will argue directly, as in [DT2, Proof of Theorem 7.2], yet our argument is simpler
since our operators Le approach a fixed operator £y via Lemma 4.6 in contrast to the
situation in [DT2].
We assume that € < g so that we are in the setting of Theorem 4.7. Then, since
go € BV (Y), iterating equation (4.11) yields for any n > 1,
(A;"L2go — A" REgo)-

&€

£lg0 = A'és(80)8e + Reg0 = Se = <
es(gO)

Using this relation and Lemma 4.6 yields

1_As:/éedm_/Eegsdmzf(ﬁo_zs)éedm:/ gsdm
H

1 o _
=3 w0 S (A;"Lhgo — A;"R.go) dm
e ;
= (g0)</H go dm — ; (1= A;"Le)go dm —/ A;"Rgo dm>.
e : : :

(4.18)

By Theorem 4.7, the third term on the right-hand side of equation (4.18) is bounded by
/ A;"Regodm < Bﬂefn”"llgollz;vc;l/ go dm,
H, H,

where ¢, = infy go > 0 according to equation (4.12).
Next, the second term on the right side of equation (4.18) can be expressed as

(= A Lgodm = (1= AT fH godm+ A" /H (Lh — L£3)go dm,
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using the fact that Logo = go. We claim that (£ — ig)go can be made small in L*°(Y).
To see this, choose n = kng and write forx € Y,

n Sn . gO(y)ly\f};l ) _ k=l gO(y)ll;sjﬂo\{,;jH)no )
(£0 —,Ce)go(x) - Z |DF61(y)| - ' Z IDF(;’(y)I

yeF,"x J=0 yeF "x

5

where we have used the fact that when n = kng, ¥ \ Y = Ul;;g)(f/sj 1o\ YUty and
the union is disjoint. Next, if ¥; ;. (y) is the jno-cylinder for Féj "0 containing y, then by
bounded distortion and Lemma 4.3,

m(FI"(Y; j(y) < Cg
(1 + Cam(Yje(») ~ (1 + Cam(Yje(y))
Then, applying also equation (4.2), we have

IDFI™(y)| > (4.19)

(1+ Ca)lgoloo

5 o 7 o (741 .

(65— Lgoe) < —— 27 Y IO\ FIE 3T = (e,
and note that p,(e) — 0 as & — 0 for fixed n = kng. Thus, the second term on the
right-hand side of equation (4.18) is estimated by

1= A" Le)godm < (1= A"+ cg ' A" pu (&) y (HY).

Putting these estimates into equation (4.18) yields

1—A¢ 1 _ _ _
= 1+ (1 =AY+ A o .
wy (HY) 5s(80)( Ot ( e e Pn(€))

Fixing « > 0, first choose n = kng so that e~"" < k. Next, choose & so small that by the
continuity of the spectral data from the proof of Theorem 4.7, |1 — A]"| <k, A;" <2,
on(€) <k and |é¢(go) — 1| < k. This last bound is possible since ey(go) = f godm = 1.
Thus, the relevant expression is 1 + O(k) for & sufficiently small and H, B-allowable.
Since « is arbitrary, the lemma is proved. U

Recall that the inducing time 7 for F, does not depend on &.
LEMMA 4.10. For fixed B > 0 and any sequence of B-allowable holes He(z),

d
lim 79

=1
e—0 f‘l,'dve

Proof. As above, we assume € < £g. Recall that vp = puy and eg(Y) = f Y dm, since m
is conformal for L. Thus, the estimates in equation (4.15) and following in the proof of
Lemma 4.8 hold equally well with &’ = 0 throughout. Thus, the continuity of v, (t) extends
to & = 0. This, plus the fact that ve(7) > 1 since T > 1 implies the required limit. O

5. Completion of the proof of Theorem 1.1 via approximation

Putting together §3.3 and Lemmas 4.9 and 4.10, we have proved Theorem 1.1 for each
B > 0 along sequences (&,),, where each H,, is f-allowable. It remains to consider
the alternative case where we have to approximate a given sequence Hg, by f-allowable
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H,; . We will focus our estimates on approximating on the left, with the right-hand side
following similarly. We also start by assuming z € orb(f(c)) is periodic.

We remark that if H, is B-allowable, then it is also B’-allowable for any 8’ < 8, so we
will take our approximating sequence with 8 tending to 0. Without loss of generality and
for convenience, we assume 8 < (2A Z)_l.

Recall the notation (a;);, (b;); from §2.3, that is, (a;, a;+1) are the f°-images of
subchains of intervals accumulating on z from the left, while (b;11, b;) accumulate on z
from the right. Recall that (z — a;)/(b; — z) are uniformly bounded away from 0 and oco.
As in Lemma 2.9, we have f?(a;,a;y+1) = (ai—1,a;) if fP is orientation preserving
at z, and f2p(a,~, ai+1) = (aj—2,aij—1) if fP is orientation reversing. We will assume
the orientation-preserving case in the following, the orientation-reversing case being
similar.

Each interval (a;, a;41) is f*(I;) for some 1-cylinder /; for F,. Each I; in turn is
subdivided into a countable union of ng-cylinders for F, and so (a;, a;+1) is subdivided
into a countable union of f° images of these ng-cylinders. Indeed, given the chain
structure, the arrangement of f* images of the ng-cylinders in (a;, a;4+1) maps precisely
under f” onto the f* images of the ng-cylinders in (a;—1, a;).

We describe this structure as follows: each (a;, a;4+1) is subdivided into finitely many
intervals (depending on ng), which we index by j, j = 1, ..., J;. The end points of these
intervals are preimages of the boundaries of 1-cylinders in Y, some of which may map
onto ¢ before ng iterates of F,, in which case they are in fact accumulation points of
preimages of the chains recalled above. We label these chains of intervals (c; j«, ¢i,jx+1)
which accumulate on the jth point in (a;, a;+1) from the left, and similarly (d; j k+1, di,j k)
accumulate from the right.

Set v; jk = Cijx+1 — Ci,jk- According to our definition, if H, is B-left-allowable,
then

z—e€ALpg = U[Ci,j,k + B, ¢ijk+1 — Buil.
i,j.k

So if H is not B-left-allowable, then z — ¢ € (¢ jx+1 — BVi jk» Ci,jk+1 + Bvijx) for
some i, j, k. Remark that if there is no accumulation of chains at the jth point, then the
index k is redundant. Also, there is some duplication since ¢; o = a;, while ¢; j, = a; 41, yet
for uniformity of notation, we denote each range of non-g-left-allowable values of z — ¢
as above.

We approximate ¢ from above by 85 =2 — (¢i,jk+1 — Bvi ji) and from below by

&y =2 — (Ci,jk+1 + Bui jx). Both H, and H,. are B-left-allowable and ¢ € (e, &)

Thus,
L L L L
£ € £ e
u u [ [
L S S S oL’
gl £ £ el

so we focus on estimating the outer two quantities. Notice also that the above implies
ek /eR gL /&R are uniformly bounded away from 0 and co, due to the uniform bound on

(z —aj)/(b; — z), so we may apply equation (3.4).
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Now,

&

er 2= (cijrrt +BuiK) 2Bvijk
eL
o

Z— (Ci,jk+1 — Buijk) z—(cijk — Buijk)

Note that z — (Ci,jh+1 — Buijk) 2 2 — ait1, while Vi jk <€ :=aj+1 — a;. However,
due to the chain structure around z, we have z — a;+1 > e€j+1 ~ Az_lei, so that

L

2 .
Ssi- Pei 51 _opa.. (5.1)
&, €i+1

In the same way, e& /el < 1 +281,. The right-hand side estimates for the analogous &
and 85 are similar.
To complete the proof of Theorem 1.1, we must evaluate the following limit as ¢ — 0,

m%logu({x el: fix)¢(z—e z+e),i=1,....n). (52)
We estimate this from below by
mwz—ek z+ed 1 -1
wiz—ez+e) ue—ek,z+el) n
xlogu(xel: fl(x) ¢ (z—ek z4+eb), i=1,...,n).

By the above estimates, ((z — S,f, Z+ 85)//L(z —&z+e)~1- Zﬁkz)l/e, so taking
the limit as ¢ — 0 yields a lower bound of

(A —=281)"0 (1 =275,

where the second factor comes from the application of Theorem 1.1 to S-allowable
holes via equation (4.17). Similarly, one obtains an upper bound for equation (5.2) of
(1+2B8x)1¢ . (1 — 27"/%). Since these bounds hold for all sufficiently small B, we take
B — 0 to obtain the required limit for Theorem 1.1 along an arbitrary sequence (g,), in
the case where z € orb(f(c)) is periodic.

Finally, notice that if z € orb(f(c)) is preperiodic, then the above calculations all go
through similarly: from the construction of (Y, F) in §3.4, the periodic structure of the
postcritical orbit can be pulled back to z to generate the (a;);, (b;); required, but our
bounds are of the form (1 & 281), where A = |DfP(fX0(z))|. These tend to 1 as g — 0,

yielding the required limit in the case where z is preperiodic, but not periodic.

6. Proof of Theorem 1.2
In this section, we prove the cases of Theorem 1.2 in several steps. First, we address the
case where z € orb(f(c)). As in the proof of Theorem 1.1, we first fix 8 > 0 and consider
sequences of holes H, that are §-allowable. Leveraging the existence of the induced map
Fy and the local escape rate proved in Theorem 1.1, we prove Theorem 1.2 for sequences
of such holes in §6.2. Then, in §6.3, we will let 8 — 0 to prove the required hitting time
statistics for all sequences ¢ — 0.

Finally, in §6.4, we show how to adapt the results of [BDT] to prove the hitting time
statistics when z ¢ orb(f(c)).
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6.1. A non-Markovian tower with a hole. Throughout §§6.1-6.3, we will assume
z € orb(f(¢c)).

Recall the induced map F, "0 where ng is chosen so that equation (4.2) holds. Indeed,
by the proof of Proposition 2.5 (see also Lemma 4.1), there exists y > 0 such that

inf [DfT°® (x)] e 7TO® > 25, 6.1)
xeY

where 0 = ZZ‘):f)l To Ff.
Using F,°, we define an extended system that resembles a Young tower as follows.
Define

A={(y,k)eY xN:k<t" -1}

We refer to the kth level of the tower as Ay = {(y, n) € A : n = k}. Sometimes, we refer
to (x, k) € Ay as x if k is clear from context.

The dynamics on the tower is defined by fa(y,k) = (y,k+ 1) if k < "0 —1 and
faly, T()—1) = (F(';O(y), 0). There is a natural projection wa : A — I which sat-
isfies f omwa = ma o fa. Clearly, ma(Ap) = Y. Remark that Fy, fao and A depend on z,
but not on &.

It follows from Lemma 2.3(c) and the fact that f is locally eventually onto that fa
is mixing. Indeed, f(¥) D Y and the chain structure around z implies f%+7(Y) > I.
Then, since f is locally eventually onto, for any interval A C Y, there exists ng € N
such that f4(A) D Y, and again by Lemma 2.3(c), fratk(A) > ¥ forall k > 0. Setting
Ag = (nA|A0)’1(A), this implies ZA+k(Ao) ) Ul;zo Aj for each k > 0. Thus, fa is
topological mixing. (Indeed, the above argument also implies that there exist x, y € Ag
such that t"0(x) =n4 and t"°(y) =n4 + 1 so the greatest common divisor g.c.d.
(") =1, yet this is not a sufficient condition for fa to be mixing since our tower has
multiple bases.)

We lift Lebesgue measure to A simply by defining ma|a, = mly and mala, =
(fg)*(mMAo). Note that by Proposition 2.5, ma(t™ > n) < Ce %", where ¢ =
log Aper — 1 > 0 and 7 is chosen before Remark 2.6. Thus, our tower has exponential
tails.

Now recall a € (0, o0) from the statement of Theorem 1.2. This will determine the
scaling at which we consider the hitting time to He(z). We reduce y > 0 in equation (6.1)
if necessary so that

y<¢ and y/¢ <a. (6.2)

Note that the second condition is relevant only if we consider « < 1.
Given a hole He(z), define Ha, (&) = (mala,) "' (He(z)) and Ha(e) = Uk>1 Hp,.
The corresponding punctured tower is defined analogously to equation (4.1) forn > 1,

n—1
f}e = falgn where Al = m FA (AN Ha(e)).
i=0
The main difference between fa : A O and the usual notion of a Young tower is that

we do not define a Markov structure on A. Yet as demonstrated above, the tower has the
following key properties:
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exponential tails: ma (0 > n) < Ce™%";
fa is topologically mixing;
large images at returns to Ag: if H(z) is B-allowable, then Cg > 0 from Lemma 4.3
provides a lower bound on the length of images in returns to A under both fA and
fc Ae-
We will use these properties to prove the existence of a uniform spectral gap for the
punctured transfer operators on the tower acting on a space of functions of weighted
bounded variation, as follows.

The inducing domain Y comprises finitely many maximal connected components that
are intervals in /. Let 50 denote this collection of intervals. Similarly, for each k > 1,
FEY N{z" >k + 1}) can be decomposed into a set of maximal connected components.
We further subdivide these intervals at the first time j < k that they contain a point in
orb(f(c)), z — e or z 4+ eg. These are the cuts introduced in the definition of F, in §2.3.
Let 5k denote this collection of intervals and define the collection of lifts by

Dy ={J =la)” ' (J): J €Dy} forallk > 0.

For an interval J € Dy and a measurable function ¥ : A — R, define \/, ¥, the
variation of ¢ on J as in equation (4.3). On each level Ay, k > 1, define

IWlay=e7 > \/v+e7* sup [/

JeDy J

Finally, define the weighted variation norm on A by

W lwy =D 1 llag-

k>0

If [¢llwy < oo, then [Yr[11(,,) < 00 since y < ¢ by equation (6.2). So we denote by
WV (A) the set of functions ¥ € LY(mA) such that [ lwy < oo. Since we consider
WV(A) as a subset of L!(ma), we define the variation norm of the equivalence class
to be the infimum of variation norms of functions in the equivalence class.

We define the transfer operator £ corresponding to fa acting on L' (m ) in the natural
way,

f»

vefrt

where J fa is the Jacobian of fa with respect to ma. Then, the transfer operator for the
punctured tower is defined for each n > 1 by

¥ = LA ).

Our goal is to prove the following proposition, which is the analogue of Theorem 4.7,
but for the tower map rather than the induced map.

PROPOSITION 6.1. For any B > 0, there exists eg(A) such that for any B-allowable hole
He(z) with & < eg(A), both LA and £°A,€ have a spectral gap on WV (A).
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Specifically, there exist og, Ag > 0 such that for all B-allowable holes H. with
€ < gg(A), the spectral radius ofﬁoA,e is Aae < 1 and there exist operators TIa ¢, Rag :
WV(A) O satisfying T3, =Tae, TaeRae=Raellae=0 and R} llwy <
ApMp g™ P" such that

Lael =Anellaet +Rae¥ forally € WV(A).

Indeed, TIne = épe @ gne for some éne € WV (A)* and gare € WV (A) satisfying
Laegne =Aaeéne and fA gnedmp = 1.

The proof of this proposition is based on the following sequence of lemmas, which prove
the compactness of WV (A) in LY (m ), uniform Lasota—Yorke inequalities for L Ae and
the smallness of the perturbation when viewing £ — L A as an operator from WV (A)
to L' (ma).

LEMMA 6.2. The unit ball of WV (A) is compactly embedded in L' (m ).

Proof. If |¥|lwv < 1, then restricted to each J € D, the variation of v is at most e?¥
and |V |/ |oo < €¥X. Thus, if By is the ball of radius 1 in WV (A), then By|y is compactly
embedded in L' (ma ).

Taking a sequence (), C By, we first enumerate the elements of _J k>0 Dy and then
use compactness on each J and a diagonalization procedure to extract a subsequence
(¥, )k which converges on every J € Uk>0 Dy to a function . Here, i necessarily
belongs to L' (m ) due to dominated convergence since |/, | Aploo < e?’* and the function
which is equal to e”¥ on Ay, for each k is integrable since y < ¢. [

LEMMA 6.3. Assume Hc(z) is B-allowable. Let C = (1 4+ C4)(Cyq + ZCEI). Fork>1
and all y € WV (Y),

1Lac¥lia, <e " ¥lla, (6.3)
o 4
V Laey < Slvllwy +C[ | dma (6.4)
Ao A
o 2 —1
Laetlimn < I lwy +C5'a +cd>fAI vl 6.5)
/ 1L oWl dma </ﬂ \W|dmpa foralln > 1. (6.6)
A Az

The same estimates hold for £ with &2 replaced by A.

Proof. Note that Jfa(x,k) =1 if k < t"(x) — 1. Thus, if £k > 1 and x € Ay, then
Las¥() =490 fr' ().

Moreover, for J € Dy and k > 1, we have f, l(J ) C J' € Dy_1 and by definition of
Dy—1, J' is either disjoint from Ha or contained in it. Thus, 1 A1 1s either identically O or
1 on J’ and so does not affect the variation. With these points nz)ted, equation (6.3) holds
trivially. Similarly, equation (6.6) follows immediately from the definition of L Ae-
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We proceed to prove equation (6.4). The proof follows closely the proof of
Proposition 4.5. As in §4.1, denote by J. the finite set of intervals in Y that are the
images of the 1-cylinders for Fz°. Since we identify Ao with ¥, we will abuse notation
and again denote the finite set of images (7 | AO)_I (Je) in Ag by simply J.

Let 7, denote the countable collection of intervals in f, ! (Ap) so that for each I; € Z,,
fall;) = J for some J € J.. We use the notation I; = (u;, v;) and I;; denotes the
intervals in Z that lie in Ag. Remark that each I; x C J’ € Dy so that [;  is either in Ha
or is disjoint from it. (Indeed, since a neighbourhood of z cannot enter Y in one step, every
I; € I, is disjoint from H, in this particular tower.) Also, for (x, k) € I; x, by definition,
"0 (A (x, 0)) = k, so that

Jfa(x, k) = [DF™(ma(x, 0)| = [DfT "W (x)| = Df*(x)], (6.7)

where for brevity, we denote a (x, 0) = x.
Now for v € WV (A), following equation (4.6), we obtain

I// [ (u;)| [ (v;)]
\/L‘Asw Z \/ ;E Jfaui) * Jfa(i) ©63)

liele I;

For I; = I; x C Ay, using equations (6.1) and (6.7), we estimate the first term above as in
equation (4.7),

v _
\/ =< —\/w Ercut+co | vl
Lik IIa li
We estimate the second term in equation (6.8) using equation (4.8) and the large images
property as in equation (4.9),
V@)l | 1Y)l
Jfa(ui) — Jfa(vi)

1
<53 >/¢e +2C5 ' (1+ Ca) /I | dma (6.9)
ik

Putting these estimates together in equation (6.8) completes the proof of equation (6.4),

Visew <52 ¥ Y e\ u+a+caca+2c;h [ v
Ag

k>l I k I k lik
< —||¢||wv+(1+Cd><cd+zc;1)/: vl
5 Aé

Finally, equation (6.5) follows immediately from equation (6.9) since for x € Ay,

T D D BAVA R en (1+cd)/ Wl dm s

IIEIS,}'EI[ JfA (y) 1 k Il k l
2 _
< Sy + G5+ Co) [ 1w, o
5 Aé
LEMMA 6.4. The operator L has a spectral gap on WV (A).

Proof. Lemma 6.3 applied to £ implies that as an operator on WV (A), L has spectral
radius at most 1 and essential spectral radius at most max{e~", 4/5}. Since L3 ma = ma,
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1 is in the spectrum of L so that LA is quasi-compact. Indeed, equation (4.5) implies
that the peripheral spectrum has no Jordan blocks. Thus, by [Ka, 111.6.5], LA admits
the following representation: there exist finitely many eigenvalues ¢!, j =1, ..., N and
finite-dimensional eigenprojectors I1; corresponding to 6; such that

N
La=) €M, +R, (6.10)

j=1
where R has spectral radius strictly less than 1 and IT;ITy = IT; R = RII; = 0 for all

j#Fk
Note that if g € WV (A) satisfies Log = g,then gg := g o (nA|A0)*1 isin BV (Y) and
Logo = go- Since Lo has a spectral gap (see the proof of Theorem 4.7), this implies that
there can be at most one (normalized) fixed point for £ . Thus, the eigenvalue 1 is simple.
Conversely, if gy denotes the unique element of BV (Y) with | go dm = 1 such that
Logo = go, then we may define ga such that Loga = ga by

ga(x, k) = cogooma(x,0) foreach (x,k) € Ay andk > 0,
where cq is chosen so that f A 80 dma = 1. In particular, for each (x, k) and k > 0,
cocg < ga(x, k) = ga(x, 0) < coCy, (6.11)

where Cy = [g0loo and ¢ > 0 is from equation (4.12). We will use this fact to eliminate
the possibility of other eigenvalues of modulus 1.
It is convenient to first establish the following claim.

CLAIM. The peripheral spectrum of L on WV (A) is cyclic: if € is an eigenvalue, then
so is €' for each n € N.

Proof of Claim. Since L, is a positive operator and L’Zm A = mp, it follows from Rota’s
theorem [BG, Theorem 2.2.9] (see also [S, Theorem 1]) that the peripheral spectrum of
La on L'(mp) is cyclic. It remains to show that this property holds as well in WV (A).
We follow the strategy in [K, Proof of Theorem 6.1]. For 6 € [0, 27), define

S 1 —~ibk pk
no = ; kZ:(:) e A-
It follows from equation (6.10) that lim, .o Spp =1II; if 6 =6; and lim, .
Sn0 = 0 otherwise. Indeed, the convergence in both cases is pointwise uniform since
limy, 0 (1/n) {25 €/@—0% = 0 whenever 6 # 0. Then, \/ ¢y = |¢| \/ ¢ for any
constant ¢ implies the sequence converges in || - ||wy .

Since L4 is an L!(ma) contraction (that is, [ [La¥|dma < [ || dma), then so is
S0, and since WV (A) is dense in L! (ma), lim,—o0 Sy extends to a bounded linear
operator on LY(mp), with convergence in || - [lz1,,)- Taking 6 =6;, we may view
I : LYma) — I;(WV(A)).

Now, if 0 # f € L' (mn) satisfies La f = € f, then 0 # f = lim,_, oo Sy f, which
implies that & = 6; for some j and f € I1;(WV (A)) is an element of WV (A). Thus, the
peripheral spectra of £, on WV (A) and L'(A) coincide. O
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Returning to the proof of the lemma, suppose for the sake of contradiction that 1 is not
the only eigenvalue of modulus 1. Then according to the claim, there exists & € WY (A)
and p, g € N\ {0} such that Loh = ¢/™P/9h. It follows that & is complex-valued and that
S Re(h) dmp = [, Im(h) dma = 0.

Since Eth = h, h takes on all its possible values in the first g levels, UZ;& Ar. In
particular, sup, |Re(h)| = SuPUZ:(]) Ac |Re(h)|, and similarly for Im(%). Thus, by equation
(6.11), we may choose k > 0 such that

Y = kRe(h) + ga satisfies iilf ¥ > 0.

Note [, ¥ dma = 1. Next, for s € R, define
Ys =s¢ + (1 —s)ga = skRe(h) + ga. (6.12)

Note that ¥, also takes on all its possible values in UZ;& Ay and E(Z Yy = Y.

Let S ={s € R:essinfp ¥y > 0}. By construction of y and the compactness of

Z;é Ak, S contains [0, 1] and is open.

We will show that S contains R™. Suppose not. Let # > 1 be an endpoint of S that is not
in S. Then, ess infa ¥ = ess inf| e Y, = 0. Without loss of generality, we may work
with a representative of v, that is lower semicontinuous. (We use here that any function
of bounded variation can be written as the difference of two monotonic functions so that
one-sided limits exist at each point [R, Theorem 5, §5.2].) Since f A Yrdma =1, there
must exist (y, j) € UZ;& Ay such that ¥;(y) > 0. By lower semicontinuity, there exists
an interval A C Aj such thatinfy ¢; :=a > 0.

Since fa is topologically mixing, we can find N € N such that g *(A) D UZ;& Ay
fori =0,...,q — 1. One of these iterates must equal ng for some n € N. Thus, for any
x e Ul Ax,

Vi (x) = L (x) >

s

>
supy |Df"4 o |

since sup |Df| < oo and n is fixed. This proves that t € S so, in fact, RT C S. By
equation (6.12), this implies that Re(4) > 0, but since f A Re(h) dma = 0, it must be that
Re(h) = 0. A similar argument forces Im(#) = 0, providing the needed contradiction. [

As in equation (4.10), denote by ||| - ||| the norm which views £ as an operator from
WV(A) to L (ma).

LEMMA 6.5. There exists C >0 such that for any € >0, |||La —EOA,€||| <Cu
(He(2))! 7778

Proof. Lety € WV (A). Then,

/ (Lo — Lae)¥ldma < / [Wldma < [¥llwy Y e ma(Ha N Ap).
A Hp

k>1

https://doi.org/10.1017/etds.2025.10201 Published online by Cambridge University Press


https://doi.org/10.1017/etds.2025.10201

3692 M. Demers and M. Todd

This expression can be made small in (£ (H(z)) as follows. Let dua = gadma. Then,
(TA)« A = I, so that using equation (6.11),

> e ma(Ha N Ay)

1
—¢7" log u(He (2))
= Z eykmA(HA N Ag) + Z eykmA(HA N Ag)
k=1 k>—z=1log u(He(z))
—¢7! log u(He (2))
< U(He(2) 774 (cocg) ™! Z ua(HaANAg) + Z Cer =0k
k=1 k2—¢=! log i(He(2))
< Cu(He(2))' 775, H

With these elements in place, we are ready to prove Proposition 6.1.

Proof of Proposition 6.1. For fixed 8 > 0, the Lasota—Yorke inequalities in Lemma 6.3
have uniform constants. Thus, the spectral radius of ﬁOA,s has essential spectral radius at
most max{e~ 7, %‘} for all B-allowable holes.

This, together with Lemma 6.5, implies by [KL1, Corollary 1] that the spectra
and spectral projectors of EOA,S outside the disk of radius max{e™7, %} vary Holder
continuously in u(H, (z)). Thus, there exists g(A) > 0 such that for all 8-allowable holes
with &€ < gg(A), the operators L A.e enjoy a uniform spectral gap and can be decomposed
as in the statement of the proposition. O

Our final lemma of this section demonstrates that the spectral radius of L A.e yields the
escape rate from both A and I.

LEMMA 6.6. Under the hypotheses of Proposition 6.1, —1og Aa e = ¢(Hg(2)), where
¢(H¢(2)) is from equation (1.1).

Proof. Using Proposition 6.1, we compute

n—1

—e(He(2)) = lim — log u( N fi(I\Hs)> — lim ~ log ua(Al)
n—oo n ' n—oon

i=0
1 .
= lim —log/ LA ¢(ga) dma
A

n—oo n

.1 .
lim — log (knA,s(EA,e(gA)+/ RAe(8a) dmA)
A

n—oo n

=log Ape,

since éa ¢(ga) > 0 due to equation (6.11). O
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6.2. Hitting time statistics for B-allowable holes. To prove Theorem 1.2, we will
compute the following limit for fixed @ > 0 and ¢ > 0,

— t
lim ————— log y,(rHs > —)
e 172(He (1))@ © 7 (He ()"

Recall that @ > 0 was fixed at the beginning of §6.1 and affected the chosen value of y via
equation (6.2).

Since ma o fa = foma, TA(HA) = He(2), then ra :=rp, ;) o ma defines the first
hitting time to Ha. Then, since (7a)«ta = W, it is equivalent to estimate

—1 t
lim —— 1o ,uA(rA > —)
0 tpa(Hpa)l @ 0 Jia (Ha)®

Setting ne = [tua(Ha) %] = [t (He(2))~% ], we estimate as in [BDT, §2.5],
ma(ra > ne) = fﬁns gandmp = /A ﬁzs,:lgA dma
= )"K,:l fA )‘Zes_l[ik,:l(gA —8&ne) dmp + )nrzjl /A ganedmp,
where g ¢ is from Proposition 6.1. Thus,
log palra > ne) = (ng + Dine + log (1 + /A e e (ga — 8ae) dmA).

Dividing by —tua(Ha)'™%, we see that the first term becomes simply —log Aae/
mwa(Hp). Since — log Aa e = ¢(H:(z)) by Lemma 6.6, the first term yields esc(z), which
iseither 1 or 1 — Az_l/ as needed, as ¢ — 0 according to Theorem 1.1. It remains to show
that the second term tends to 0 as € — O.

Using the spectral decomposition in Proposition 6.1, we define ¢, = éa ¢(ga) and write

—ne—1 Ang+1 o o —ne—1lone+1
)\Al;- ‘CZ,: (8a —8ne) = (ce — 1)gae + )&Afle RZ,: 8A
Integrating this equation, we see that we must estimate
—ne—1 Ang+1 o —neg—1 etl
log (1 +/AAA7€ L7 (g — 8ne) dmA> = log (cg +/Afo’s Re ga dmA>.
(6.13)

Again using Proposition 6.1, we bound the integral by

< Ape et D g n ||y < CemopHH@™

—ne—1lpyne+1
[ )»A; 'RA"J ga dma
A

and this quantity is super-exponentially small in p©(Hg(z)). By Lemma 6.5 and [KLI1,
Corollary 1],

lce — 1] = |éae(gn) —ealga)| < Cl(He(2))' 77/ log n(He(2)) ™"
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Putting these estimates together in equation (6.13) and dividing by #u(H, @), we
obtain

o’ —_ _ 1-y/¢
eh—%m(He(z))l—“ log(1 + O(—u(He(2)) log 1(He(2)))

1
= lim ;0(—M(He<z>>“‘”f log 1(He(2)))s

which tends to 0 since o > y /¢ by equation (6.2). The above limit & — 0 is understood to
be taken along sequences of B-allowable holes.

6.3. Proof of Theorem 1.2 via approximation when z € orb(f(c)). Section 6.2 proves
Theorem 1.2 when z € orb(f(c)) for each « > 0 and 8 > 0 along sequences (¢,),, where
each H,, is B-allowable. It remains to consider the alternative case when o > 01is still fixed
and we have to approximate a given sequence He, by B-allowable He/ . The approximation
follows closely the strategy in §5. As in that section, we first present the argument in the
case where z € orb(f(c)) is periodic.

Recall that if H, is B-allowable, then it is also B’-allowable for any 8’ < 8, so as
in §5, we take our approximating sequence with 8 tending to 0. As before, we assume
B < (@2xr,)" L

Using precisely the same discussion and notation as in §5, we suppose that each ¢ that
corresponds to a non-B-left-allowable hole satisfies z — & € (¢ jk+1 — BVi jk» Ci jk+1 +
Bv; j k) for some i, j, k. We approximate ¢ from above by 8(1)‘ =27 — (Ci,jk+1 — Buijk)
and from below by e,f =2 — (¢i,jk+1 + Bviji). Both Hgg and Hgle are f3-left-allowable
and ¢ € (¢L, e1). Applying equation (5.1), we have

8L 81‘
Z>1-28x, and -2 <1428
&f &

The right-hand side estimates for the analogous e,f and 85 enjoy similar bounds.
To complete the proof of Theorem 1.2, we consider the following limit as ¢ — 0 for
fixed ¢, > O,

tL(He(2))!

t
log u(rHa(z) > —M(HE (Z))Ol). (6.14)

We first estimate this from below. Let r, denote the first hitting time to the smaller set
(z— 8{;, 7+ 85) C H¢(z). Note that r,, > rp, ;) and pu(z — 8{;, 4+ 85)/M(Z —&,724+¢8&)>
Ce(1 —2BAr,)V/, where C; — 1ase — 0.

Setting s = ¢t (Cy(1 — 2Bx1.) /) we estimate equation (6.14) from below by

1wz — ek, z+ef)l=e —(Co(1 —2BA)VH” t
- L RT—a 108 W\ Tu > ———
wiz—e,z+e)= su(z—ek, z+ef)l-« w(He(2))

> (Co(1 —2BA 1/¢ lo (r > il >
(Ce( BAZ) )S[L(Z—EL%,Z‘FS{,?)]_“ g U\ Tu M(Z_£5,2+5R)a
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Taking the limit as ¢ — 0 yields a lower bound of
(1 =210 (1 =225,

where the second factor comes from the application of Theorem 1.2 to B-allowable holes
in the case where z € orb(f(c)) is periodic.

Similarly, one obtains an upper bound for equation (6.14) of (14 28X;)
1 - Az_l/ Z). Since these bounds hold for all sufficiently small 8, we take § — 0 to
obtain the required limit for Theorem 1.2 along an arbitrary sequence (&,),.

Finally, if z € orb(f(c)) is preperiodic, then the above calculations all go through
similarly. As in §5, from the construction of (Y, F) in §3.4, the periodic structure of the
postcritical orbit can be pulled back to z to generate the (a;);, (b;); required, but the
resulting bounds are of the form (1 & 281), where A = |DfP(f*(z))]|. Thus, they tend to
1 as B — 0, as required.

1/¢ .

6.4. Proof of Theorem 1.2 when z ¢ orb(f(c)). We explain here how to adapt the results
of [BDT, §4.2.1] to achieve the required limit in Theorem 1.2 for any z ¢ orb(f(c)). Since
f is Misiurewicz, one can choose an interval Y containing z whose endpoints are two points
of a periodic orbit orb(p), where orb(p) is disjoint from orb(z) and the interior of Y. If
we define F to be the induced map with first return time t, then F is a full-branched
Gibbs—Markov map, which satisfies the conditions of [BDT, Theorem 2.1]. In particular,
we consider the parameter n; from [BDT, equation (2.1)] to be chosen: this is chosen so
that F"! has sufficient expansion.

At this point, we find it convenient to consider separately two cases: z is a recurrent
point (every e-neighbourhood of z contains a point in orb(f(z))); or z is a non-recurrent
point.

Case 1: z is a recurrent point. By choice of dY, z is necessarily contained in
the interior of a domain Yik of F¥ for each k > 1. Thus, ze€ Yeonr:={yeY: Fk
is continuous aty for allk > 1}. Moreover, for any sufficiently small ¢, (z — &,z +¢) C
Yl."' and so the lengths of images of intervals of monotonicity for Ij"gl,
I%SI := Fly\(;—¢' z+¢")» have a positive uniform lower bound for all &’ < e. This ensures
that condition (U) of [BDT] is satisfied. Thus, we may apply [BDT, Theorem 3.2] to
conclude that Ly ;(z) = 1.

Case 2: z is not a recurrent point. If an accumulation point of orb(z) lies in Y, then z lies
in the interior of a domain of F* for each k and by the above argument, [BDT, Theorem
3.2] applies so that Theorem 1.2 follows.

If, however, no accumulation points of orb(z) lie in Y, then since dY is periodic, z is
necessarily an accumulation point of domains {Y;}; of F. In this case, a modification of the
approach of [BDT] is needed on two points.

First, fixing 8 > 0, we only consider values of 7 and e so that z — ¢ and z + eg
are B-deep in intervals of monotonicity for F"! around z. These constitute S-allowable
holes (z — 1, 7 + €gr) so that the uniformly large images property (U) of [BDT] applies
to the punctured induced map, Fe" ', In particular, under these conditions, the associated
punctured transfer operators enjoy a uniform spectral gap in BV (Y) for all sufficiently
small B-allowable holes.

where
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Applying the results of [KL2] as in [BDT, §2.3], we see that esc(z) = 1 as long as

Ek
im M =0 foreachk >0,
e—0 w(He(2))

where
EX={yeH.2): FI(y) ¢ He(2),i =1,...,k, and F*''(y) € He(2)}.

Since F is full branched, each domain Yik of F¥ has an interval which maps onto
He(z). However, if Y} C He(z), then t(¥Y}) > log(1¥|e™1)/ log |Df|so > Colog ™!,
where ¢ = max{er, er}. This implies that the contribution to E’s‘ from the collection of
such intervals is dominated by

> CrlHe(@)hpet < Ce© | H, (2)],
J=Cologe!

where we have applied Proposition 2.1 since F is full branched. Since the invariant measure
w has density at z bounded away from O and oo, we estimate

W(ED)
w(He(2))
With these modifications, esc(z) = 1 and [BDT, Theorem 3.2] implies the desired limit
L, :(z) = 1 as well along sequences of B-allowable holes.

The approximation of more general holes (z — ¢, z + €) by B-allowable holes to prove
the required limit 1 for Theorem 1.2 proceeds as in §6.3. The case here is simpler since
there is no density spike, so we do not need to maintain bounded ratios e /R, ek /&R for
the approximating holes.

< CI/C/SCO)Lper — 0 asé& — 0foreachk.
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