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On the Siegel–Weil formula:

The case of singular forms

Shunsuke Yamana

Abstract

For the dual pair Sp(n)×O(m) with m6 n, we prove an identity between a special
value of a certain Eisenstein series and the regularized integral of a theta function. The
proof uses the functional equation of the Eisenstein series and the regularized Siegel–
Weil formula for Sp(n)×O(2n+ 2−m). Analogous results for unitary and orthogonal
groups are included.

Introduction

The classical Siegel–Weil formula, which was first proven by Siegel [Sie35, Sie51] and then
generalized by Weil [Wei65], identifies a special value of a certain Eisenstein series with an integral
of a theta function under the assumption that the Eisenstein series is absolutely convergent.
Kudla and Rallis [KR88a, KR88b, KR94] extended this result for the dual pair Sp(n)×O(V )
beyond the convergent range. When dim V > n+ 1, Kudla and Rallis [KR88b] proved that
the Siegel–Weil formula is valid under Weil’s condition for the absolute convergence of the
theta integrals, where they showed that the Eisenstein series is holomorphic at the point in
question, which lies within the right half-plane determined by the functional equation. When
dim V 6 n+ 1, Kudla and Rallis [KR94] constructed a natural extension of the divergent theta
integral, the so-called regularized theta integral. The regularized Siegel–Weil formula identifies
the regularized theta integral with the value of the Eisenstein series at its center of symmetry if
dim V = n+ 1, and with a residue of another Eisenstein series in the right half-plane if dim V 6 n.
Their regularized Siegel–Weil formula was refined by Ikeda [Ike96] and Ichino [Ich01], and was
extended to the case of unitary groups by Tan [Tan98] and Ichino [Ich04], and to the case of
orthogonal groups by Moeglin [Moe97] and Jiang and Soudry [JS07]. Ichino [Ich07] obtained
an analogous result of Kudla and Rallis [KR88b] for unitary groups, following their techniques.
When V is anisotropic, the theta integral is of course well defined and is related by [KR88a] to
a holomorphic value of the Eisenstein series. The metaplectic anisotropic analogue was proven
by Sweet [Swe90] in many cases.

For symplectic, unitary and orthogonal groups, the present paper proves that if the point
at which the Eisenstein series is evaluated lies within the left half-plane, then the Siegel–
Weil formula is valid with no restrictions. Here, the Eisenstein series attached to the standard
sections coming from the Weil representation are holomorphic there, and our formula involves
the regularized theta integral in the isotropic case.
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For simplicity, we now confine ourselves to the case of symplectic groups. Let F be a number
field and V a quadratic space over F of dimension m. Let H =O(V ) be the orthogonal group
of V , G= Sp(n) the symplectic group of rank n and P the maximal parabolic subgroup of G
with abelian unipotent radical. For a fixed non-trivial additive character ψ of A/F , let ω = ωψ
denote the Weil representation of G̃(A) on the space S(V n(A)) of the Schwartz functions on
V n(A) which correspond to polynomials in the Fock model at every archimedean place of F . We
consider the linear action of H(A) on the space of Schwartz functions on V n(A).

For g ∈ G̃(A) and Φ ∈ S(V n(A)), let

f
(s)
Φ (g) = |a(g)|s−s0ω(g)Φ(0),

where s0 = (m− n− 1)/2 and the quantity |a(g)| is defined in the text. Then the Eisenstein
series is defined, for <s > (n+ 1)/2, by

E(g; f (s)
Φ ) =

∑
γ∈P (F )\G(F )

f
(s)
Φ (γg)

and needs to be defined by the meromorphic continuation otherwise.
Next consider the integral

I(g; Φ) =
∫
H(F )\H(A)

Θ(g, h; Φ) dh

of the theta function

Θ(g, h; Φ) =
∑

x∈V n(F )

ω(g)Φ(h−1x),

where dh is an invariant measure on H(F )\H(A) normalized to have total volume 1 except in
the split binary case. If m6 n+ 1 and V is isotropic, then I(g; Φ) diverges for general Φ, but
there exists a natural extension of this integral for any element of S(V n(A)) (see § 1.3). By abuse
of notation, we write I(g; Φ) for this extension.

Theorem. Assume that m6 n+ 1. Let Φ ∈ S(V n(A)).

(i) E(g; f (s)
Φ ) is holomorphic at s= s0.

(ii) If V is not a split binary quadratic space, then

E(g; f (s)
Φ )|s=s0 = κI(g; Φ)

with

κ =

{
1 if m= 1,
2 if m> 1.

(iii) If V is a split binary quadratic space, then

E(g; f (s)
Φ )|s=s0 = 0,

∂

∂s
E(g; f (s)

Φ )
∣∣∣∣
s=s0

= 2I(g; Φ).

As a consequence, E(g; f (s)
Φ )|s=s0 for m< n is a singular form. As was pointed out by Kudla

and Rallis, the factor κ occurs in Siegel’s earlier work (see the introduction of [KR88a] and [Sie35,
Satz 2, p. 555]). Analogous results for unitary and orthogonal groups are included in Theorems 2.1
and 2.2. When V is even dimensional and anisotropic, this formula has already been proven by
Kudla and Rallis [KR88a], but their proof is rather long and is not transparent. This paper
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On the Siegel–Weil formula: The case of singular forms

gives a natural proof in a general situation. We should remark that when m= n+ 1, the formula
above has been known except in the split binary case (cf. [Kud97]).

We now give an outline of the proof. Suppose that m6 n. Applying the functional equation,
we have

E(g; f (s)
Φ ) =

a(s)
b(s)

E(g; h(−s)), h(−s) =
b(s)
a(s)

M(s)f (s)
Φ ,

where a(s) and b(s) are certain products of abelian L-functions and M(s) is the global
intertwining operator. In § 3, we will show that h(s) is holomorphic at s=−s0. We should
mention that when m is even, Kudla and Rallis have already proven this crucial fact in [KR88a]
and that our proof depends heavily on their results. They assumed that V is anisotropic, but
their calculations are completely local and therefore applicable to the general case, and even to
incoherent Eisenstein series. Then it follows at once that E(g; h(s)) has at most a simple pole at
s=−s0. Since a(s)/b(s) has a simple zero at s= s0 unless V is a split binary quadratic space,
it turns out that E(g; f (s)

Φ ) is holomorphic at s= s0. If V is a split binary quadratic space, then
a(s)/b(s) has a double zero at s= s0 and, as such, E(g; f (s)

Φ )|s=s0 is identically zero. As will be
seen in § 5, the residue of E(g; h(s)) is related to I(g; Φ) by the regularized Siegel–Weil formula,
so that the desired formula holds up to a constant. In § 6, we shall determine the constant of
proportionality by comparing the Fourier coefficients of rank m− 1.

1. Preliminaries

1.1 We treat symplectic, unitary and orthogonal groups, which we refer to as Cases 1–3,
respectively. Let E = F be a number field and x 7→ x̄ the trivial automorphism of E in Cases 1 and
3, and let E be a quadratic extension of a number field F and x 7→ x̄ the non-trivial automorphism
of E over F in Case 2. Let G be an algebraic group defined by

G=
{
g ∈ RE/FGL2n

∣∣∣∣ g( 0 1n
−ε1n 0

)
tḡ =

(
0 1n
−ε1n 0

)}
,

where RE/FGL2n denotes the general linear group over E, regarded as an algebraic group over F
by restricting scalars, and ε= 1 in Cases 1, 2 and ε=−1 in Case 3. Put

Sn = {b ∈ RE/FMn | tb̄= εb}.

Let P =MN be the parabolic subgroup of G which has a Levi factor

M =
{
m(a) =

(
a 0
0 t̄a−1

) ∣∣∣∣ a ∈ RE/FGLn

}
and the unipotent radical

N =
{
n(b) =

(
1n b

0 1n

) ∣∣∣∣ b ∈ Sn}.
Let V = Em be a space of column vectors equipped with an E-valued non-degenerate form
ϕ : V × V → E such that ϕ(x, y) = εϕ(y, x) and ϕ(xa, yb) = āϕ(x, y)b for a, b ∈ E and x, y ∈ V .
Let

H = {h ∈ RE/FGLm | ϕ(hx, hy) = ϕ(x, y) for all x, y ∈ V }
be the isometry group of ϕ. Throughout this paper, we put

%= n+ 1, s0 = (m− n− 1)/2, (Case 1)
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%= n, s0 = (m− n)/2, (Case 2)
%= n− 1, s0 = (m− n+ 1)/2. (Case 3)

Let A = AF be the ring of adeles of F and AE that of E. Fix a non-trivial additive character
ψ =

⊗
v ψv of A/F . For each place v of F , let Fv be the v-completion of F and Ev = E ⊗F Fv.

We write Vv = V ⊗F Fv, Gv =G(Fv) and Hv =H(Fv), for simplicity. Let oE be the ring of
integers of E and, for each finite place v of F , let oEv be the closure of oE in Ev and put
Kv =Gv ∩GL2n(oEv). For each infinite place v of F , let Kv be the maximal compact subgroup
of Gv, which is defined as in § 3.3 or [Shi99, § 5]. Put K =

∏
v Kv.

In Case 1 we denote the two-fold metaplectic cover of G(A) by G̃(A) and identify G̃(A) as
a set with G(A)× {±1} in the standard way and, for each place v of F , let G̃v be the two-fold
metaplectic cover of Gv. There is a splitting G(F )→ G̃(A), a canonical splitting N(A)→ G̃(A)
and, if v is finite and does not divide 2, a canonical splitting Kv→ G̃v. We still use G(F ),
N(A) and Kv to denote the images of these splittings. To make our exposition uniform, we write
G̃(A) =G(A) and G̃v =Gv in the other cases. We write K̃ (respectively P̃ (A)) for the pull-back
of K (respectively P (A)) in G̃(A). The standard norm of an idele x ∈ A×E is denoted by |x|AE

.
We define |a(g)| by writing g = pk ∈ G̃(A) with p= (m(a)n(b), ζ) ∈ P̃ (A) and k ∈ K̃, and taking
|a(g)|= |det a|AE

.

1.2 Siegel Eisenstein series
In Case 1 we write det V for the image in F×/F×2 of the determinant of the matrix 1

2(ϕ(vi, vj)) ∈
Sm(F ), where v1, . . . , vm is any basis for V (F ). Then we define a quadratic character χV of
A×/F× by

χV (x) =
∏
v

(xv, (−1)m(m−1)/2 det V )Fv

for x= (xv) ∈ A×, where ( , )Fv denotes the Hilbert symbol for Fv. Let γFv(·, ψv) denote the Weil
index associated to ψv. In Case 2 we write εE/F for the quadratic character of A×/F× associated
to E/F by class field theory and fix a character χ of A×E/E

× such that χ|A× = εmE/F .

Define a character χϕ of P̃ (A) by

χϕ

(((
a ∗
0 ta−1

)
, ζ

))
= χV (det a), (Case 1, 2|m)

χϕ

(((
a ∗
0 ta−1

)
, ζ

))
= ζχV (det a)

∏
v

γFv(det av, ψv)−1, (Case 1, 2 -m)

χϕ

((
a ∗
0 tā−1

))
= χ(det a), (Case 2)

χϕ

((
a ∗
0 ta−1

))
= 1 (Case 3)

for a= (av) ∈GLn(AE). For s ∈ C, let I(s, χϕ) be the space of right K̃-finite functions f (s) :
G̃(A)→ C satisfying

f (s)(pg) = χϕ(p)|a(p)|s+%/2f (s)(g)

for all g ∈ G̃(A) and p ∈ P̃ (A).
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We call a right K̃-finite function f (s) on C× G̃(A) a holomorphic section of I(s, χϕ) if f (s)(g)
is holomorphic in s for each g ∈ G̃(A) and f (s) ∈ I(s, χϕ) for each s ∈ C. A holomorphic section
of I(s, χϕ) is called standard if its restriction to K̃ is independent of s.

For a holomorphic section f (s) of I(s, χϕ), we form the Eisenstein series E(g; f (s)) by

E(g; f (s)) =
∑

γ∈P (F )\G(F )

f (s)(γg).

Such a series converges absolutely for <s > %/2 and admits a meromorphic continuation to the
whole plane and a functional equation

E(g; f (s)) = E(g;M(s)f (s)),

where M(s) : I(s, χϕ)→ I(−s, χϕ) is the global intertwining operator defined, for <s > %/2, by

M(s)f (s)(g) =
∫
Sn(A)

f (s)

((
0 −ε1n
1n 0

)
n(b)g

)
db

and by the meromorphic continuation otherwise. Here, we take the Haar measure db on Sn(A)
so that Sn(F )\Sn(A) has volume 1. The poles of E(g; f (s)) in <s> 0 are at most simple, and
their location is completely determined (cf. [Ike96, KR90b, KR94, Tan99]).

Remark 1.1. In [Tan99], Tan assumes that F is totally real, but he does not use this assumption.

1.3 Regularization of theta integrals

Let ω = ωψ or ω = ωψ,χ be the Weil representation of G̃(A)×H(A) associated to ψ. Recall that
ω can be realized on the space S(V n(A)) of Schwartz functions on V n(A) with

ω(h)Φ(x) = Φ(h−1x) h ∈H(A),

ω(m(a))Φ(x) = χϕ(m(a))|det a|m/2AE
Φ(xa) a ∈GLn(AE),

ω(n(b))Φ(x) = ψ(tr(bQ(x)))Φ(x) b ∈ Sn(A).

Here, for x ∈ V n(A), let Q(x) = 1
2(ϕ(xi, xj)) ∈ Sn(A) be the matrix of inner products of the

components of x. Let S(V n(A)) be the subspace of S(V n(A)) consisting of functions which
correspond to polynomials in the Fock model at every archimedean place of F .

For g ∈ G̃(A), h ∈H(A) and Φ ∈ S(V n(A)), let

Θ(g, h; Φ) =
∑

x∈V n(F )

ω(g)Φ(h−1x).

This function is left invariant under G(F ) and H(F ) and is slowly increasing on G(F )\G̃(A) and
H(F )\H(A). We consider the integral

I(g; Φ) =
∫
H(F )\H(A)

Θ(g, h; Φ) dh,

where dh is a Haar measure on H(A) such that H(F )\H(A) has volume 1 unless ϕ is a split
binary quadratic form. If ϕ is a split binary quadratic form, then H 'GL1 o µ2 with µ2 = {±1}.
In this case the measure above is dh= dh1dc, where dh1 is the Tamagawa measure on GL1(A)
and dc is the Haar measure on µ2(A) such that vol(µ2(A)) = 1. Let r be the dimension of a
maximal totally isotropic subspace of V (F ). By Weil’s convergence criterion [Wei65], I(g; Φ)
converges absolutely for all Φ, provided that either:
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• m6 % and ϕ is anisotropic; or

• m− r > %.

Kudla and Rallis [KR94] discovered that the first condition is not essential for defining theta
integrals. We here use the regularization in terms of Hecke operators instead of differential
operators from the universal enveloping algebra at a real place as in [Ich01, Ich04, JS07, Tan98].

From now on we assume that m6 %. Suppose that ϕ is isotropic. We first choose a suitable
finite place v, dependent on ψ and the fixed function Φ ∈ S(V n(A)). Then there exists an
element α of the spherical Hecke algebra of Hv satisfying

∫
Hv

α(h) dh= 1 and such that
Θ(g, h; ω(α)Φ) is rapidly decreasing on H(F )\H(A). The regularized theta integral is defined
by

I(g; Φ) =
∫
H(F )\H(A)

Θ(g, h; ω(α)Φ) dh.

This is independent of the choice of v and α, and is a unique H(A)-invariant extension of the
theta integral (see [Ich01, Ich04, JS07, Yam10] for details).

2. Statement of the main results

For Φ ∈ S(V n(A)), we define a standard section f
(s)
Φ of I(s, χϕ) by

f
(s)
Φ (g) = |a(g)|s−s0ω(g)Φ(0).

We study the resulting Eisenstein series

E(g; f (s)
Φ ) =

∑
γ∈P (F )\G(F )

f
(s)
Φ (γg).

Theorem 2.1. Suppose that m6 %. Let Φ ∈ S(V n(A)).

(i) E(g; f (s)
Φ ) is holomorphic at s= s0.

(ii) If ϕ is a split binary quadratic form, then E(g; f (s)
Φ )|s=s0 = 0.

Theorem 2.2. Suppose that m6 %. Let Φ ∈ S(V n(A)).

(i) Except when ϕ is a split binary quadratic form,

E(g; f (s)
Φ )|s=s0 = κI(g; Φ)

with

κ =

{
1 if m= 1 in Case 1,

2 otherwise.

(ii) If ϕ is a split binary quadratic form, then

∂

∂s
E(g; f (s)

Φ )
∣∣∣∣
s=s0

= 2I(g; Φ).

3. The intertwining operator

3.1 Fix a place v of F and suppress it from the notation. Thus, F = Fv is a local field of
characteristic zero and, in Case 2, E = Ev is a quadratic extension of F or E = F ⊕ F according
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as v is inert or split. We can define χV , εE/F , I(s, χϕ) and M(s) locally. These local objects
occur in the factorizations of the global ones defined in § 1.2. We define holomorphic sections
and standard sections similarly.

The product group G̃×H acts on the Schwartz space S(V n) via the local Weil representa-
tion ω. When F = R or C, let g and h be the complexified Lie algebras of G and H, respectively.
Put S(V n) = S(V n) if F is a p-adic field, and let S(V n) be the subspace of S(V n) which
corresponds to the space of polynomials in a Fock model compatible with K̃ and some maximal
compact subgroup KH of H if F = R or C. Let R(V ) be the image of the intertwining map

S(V n)→ I(s0, χϕ), Φ 7→ f
(s0)
Φ (g) = ω(g)Φ(0).

We extend f
(s0)
Φ to a standard section f

(s)
Φ of I(s, χϕ). Rallis’s theorem on coinvariants, which

is extended to almost all cases (cf. [KR90a, LZ98, LZ08, MVW87, Yam]), states that if F is a
p-adic field (respectively F = R or C), then R(V ) coincides with the maximal quotient of S(V n)
on which H (respectively (h, KH)) acts trivially. In particular, if m6 %, then that maximal
quotient is irreducible (cf. [Li89]) and so is R(V ).

For a quadratic character η of F×, let L(s, η) denote the local abelian L-factor. Set
ζ(s) = L(s, 1). Put

a(s) = L

(
s− n− 1

2
, χV

) [n/2]∏
j=1

ζ(2s− n+ 2j), (Case 1, 2|m)

b(s) = L

(
s+

n+ 1
2

, χV

) [n/2]∏
j=1

ζ(2s+ n+ 1− 2j),

a(s) =
[(n+1)/2]∏
j=1

ζ(2s− n− 1 + 2j), (Case 1, 2 -m)

b(s) =
[(n+1)/2]∏
j=1

ζ(2s+ n+ 2− 2j),

a(s) =
n∏
j=1

L(2s− n+ j, εm+j−1
E/F ), (Case 2)

b(s) =
n∏
j=1

L(2s+ n+ 1− j, εm+j−1
E/F ),

a(s) =
[n/2]∏
j=1

ζ(2s− n+ 2j), (Case 3)

b(s) =
[n/2]∏
j=1

ζ(2s+ n+ 1− 2j).

A normalized intertwining operator M∗(s) is defined by

M∗(s) = a(s)−1M(s).
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When m6 %− 1, let U = V ⊕H%−m, where H is a hyperbolic plane. It is noteworthy that
the special value of s for the space U is

−s0 = (dim U − %)/2.

The proof of the following two propositions will be given on a case-by-case basis in the rest of
this section.

Proposition 3.1. If m6 %− 1, then b(s)M∗(s)f (s)
Φ is holomorphic at s= s0 for every Φ ∈

S(V n).

Proposition 3.2. M∗(s) is holomorphic in the right half-plane <s> 0. If m6 %− 1, then
M∗(−s0) maps R(U) onto R(V ).

3.2 The non-archimedean case
Let F be a p-adic field. Then Proposition 3.2 is well known. Moreover, M∗(s) is entire and
M∗(s0) annihilates R(V ), which proves Proposition 3.1 since b(s) has a simple pole at s= s0.
For proofs of these facts, we refer to [KR92] for symplectic groups, to [Swe95] for metaplectic
groups, to [KS97] for unitary groups and to [Yam] for orthogonal groups.

We can prove the following proposition by the standard Gindikin–Karpelevich argument.

Proposition 3.3. If the residual characteristic of F is not 2 and if I(s, χϕ) contains a section

f
(s)
0 which is identically 1 on K, then

b(s)M∗(s)f (s)
0 = f

(−s)
0 .

3.3 The cases of Sp(n, R) and U(n, n; R)
This subsection concerns the cases in which F = R in Case 1 or E/F = C/R in Case 2. Let (p, q)
be the signature of ϕ. Put

ι= 1, l0 = (p− q)/2, (Case 1)
ι= 2, l0 = p− q. (Case 2)

Note that the maximal compact subgroups are defined by

K =
{(

a b

−b a

)
∈GL2n(R)

∣∣∣ a tb= b ta, a ta+ b tb= 1n

}
, (Case 1)

K =
{(

a b

−b a

)
∈GL2n(C)

∣∣∣ a tb̄= b tā, a tā+ b tb̄= 1n

}
(Case 2)

in the present cases. We remind the reader that the group K̃ in Case 1 has a character (det)1/2

whose square descends to the determinant character of K ' U(n). In Case 2, let k be the integer
with k ≡m (mod 2) such that χ(z) = (z/z̄)k/2. Provided that l ∈ 1

2Z satisfies l ≡ l0 (mod 2), we
can define a standard section f

(s)
l of I(s, χϕ) by

f
(s)
l ((u, 1)) = det(a+

√
−1b)l, (Case 1)

f
(s)
l (u) = det(a+

√
−1b)(k+l)/2 det(a−

√
−1b)(k−l)/2 (Case 2)

for u=
(

a b
−b a

)
∈K.

Proof of Proposition 3.1. Note that a(s)−1 is entire and that a(s0)−1 6= 0 except in the quadratic
case in which m is even and n≡ p (mod 2). The archimedean cases are more delicate because of
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ords=s0 b(s) =−[(n−m)/2]− 1, (Case 1)
ords=s0 b(s) =−(n−m). (Case 2)

We proceed as in [KR88a, § 4], which covers the quadratic case in which m is even. Since the
(g, K̃)-module R(V ) is generated by f (s0)

l0
(see [How89, KR90a, Li89, LZ98]), by virtue of [KR88a,

Proposition 4.9] it suffices to show that b(s)M∗(s)f (s)
l0

(12n) is holomorphic at s= s0. Put

Γ ιn(s) = πιn(n−1)/4
n−1∏
j=0

Γ

(
s− ιj

2

)
.

From [Shi82, (1.31)], we find that

M(s)f (s)
l (12n) =

∫
Sn(R)

det(x+
√
−11n)−{ι(s+%/2)+l}/2 det(x−

√
−11n)−{ι(s+%/2)−l}/2 dx

=
(
√
−1)−nl2n(1−ιs)πιn%/2Γ ιn(ιs)

Γ ιn(1
2{ι(s+ %/2) + l})Γ ιn(1

2{ι(s+ %/2)− l})
.

Now one can directly check that ords=s0 b(s)M
∗(s)f (s)

l0
(12n) = 0 in both cases. 2

Lemma 3.4. If m6 %− 1, then the (g, K̃)-module I(−s0, χϕ) is generated by the following
vectors:

{f (−s0)
l0+2j | j ∈ Z,−[p/2] 6 j 6 [q/2]}, (Case 1)

{f (−s0)
l0+2j | j ∈ Z,−p6 j 6 q}. (Case 2)

Proof. Since our assertion in Case 2 readily follows from the module structure of I(−s0, χϕ)
described in [LZ98], we consider Case 1. Recall that all K̃-types of I(s, χϕ) have multiplicity
one. Moreover, the K̃-types occurring in I(s, χϕ) are precisely the irreducible representations σλ
of K̃ whose highest weights λ= (λ1, . . . , λn) satisfy

λi ≡ l0 (mod 2)

for all i. For integers j as listed above, we put

pj = p+ 2j + %−m, qj = q − 2j + %−m, m′ = 2%−m.

Let Uj be a quadratic space of dimension m′ over R and signature (pj , qj). Recall that R(Uj) is
a cyclic submodule of I(−s0, χϕ) generated by f (−s0)

l0+2j . By [KR90a, Corollary 2.5], the K̃-type σλ
does not occur in R(Uj) if and only if either:

• pj < n and λpj+1 > l0 + 2j; or

• qj < n and λn−qj < l0 + 2j.

Assume that σλ does not occur in any R(Uj). Since pj > n (respectively qj > n) if j = [q/2]
(respectively j =−[p/2]), if l is the largest integer that satisfies the first condition, then

−[p/2] 6 l < [q/2], l0 + 2(l + 1)> λn−ql+1
> λpl+1 > l0 + 2l,

which contradicts the condition on λi. Thus, K̃-types of submodules R(Uj) exhaust those of
I(−s0, χϕ), thereby completing the proof. 2
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Proof of Proposition 3.2. We limit ourselves to examining M∗(s) for its property at s=−s0. The
calculation in the proof of Proposition 3.1 confirms that ords=−s0 M

∗(s)f (s)
l0

(12n) = 0 in all cases
and so, by [KR88a, Proposition 4.9] and Lemma 3.4, the first claim follows. Consequently, the
operator M∗(−s0) : I(−s0, χϕ)→ I(s0, χϕ) is (g, K̃)-intertwining. Since M∗(−s0)f (−s0)

l0
equals

f
(s0)
l0

up to a non-zero constant, the remaining part is evident. 2

3.4 The remaining cases
Let F be R or C. We will complete the proof of Propositions 3.1 and 3.2 for the cases not
covered by §§ 3.2 and 3.3, i.e. the cases of complex symplectic groups, general linear groups and
orthogonal groups. In the first case, Proposition 3.1 is included in [KR88a, § 4]. Recall that when
E = F ⊕ F , we arrive at G'GL2n(F ) and M 'GLn(F )×GLn(F ). Clearly, we may assume
that χ= 1 in this case.

The structure of the degenerate principal series I(s, χϕ) is completely known in almost all
cases, but we first exclude the complex orthogonal case of odd n, for which we have not been able
to find a reference. We refer to [HL99] for general linear groups, to [Lok06] for real orthogonal
groups and to [LZ08] for other complex groups. Note that I(s, χϕ) contains the unique vector
f

(s)
0 that is identically 1 on K. The fact we use is that I(−s0, χϕ) is generated as a (g, K)-

module by f
(−s0)
0 in Cases 1, 2 and by f

(−s0)
0 and its twist by the determinant character of G

in Case 3.
On the other hand, submodules R(V ) and R(U) are generated by f

(s0)
0 and f

(−s0)
0 ,

respectively. Indeed, if H (K) (respectively H (KH)) denotes the space of K-harmonics
(respectivelyKH -harmonics), then the basic result of Howe [How89] states that H (K) ∩H (KH)
generates S(V n) as a (g, K)× (h, KH)-module. Thus, R(V ) is generated as a (g, K)-module by
the images of KH -invariants in the space H (K) ∩H (KH), i.e. the constants in the Fock model.

Since the Gindikin–Karpelevich argument shows that

b(s)M∗(s)f (s)
0 = f

(−s)
0 ,

we can prove Propositions 3.1 and 3.2 by arguing exactly as in § 3.3.
Finally, we complete the complex orthogonal case. For the same reason as in [Yam, Proof of

Proposition 8.10], the holomorphy of M∗(s) in the case of odd n can be reduced to that in the
case of even n. Now we can repeat what we have just done.

4. Holomorphy of E(g; f
(s)
Φ ) at s = s0

We return to the global situation and prove a slightly stronger result than Theorem 2.1. Provided
that m= %, the general theory of Langlands contains (i) and Proposition 5.8(ii) includes (ii). We
suppose that m6 %− 1. We define a(s) and b(s) by taking the complete Hecke L-functions in
place of the local L-factors in the definitions of av(s) and bv(s) in § 3.1. Taking Proposition 3.3
into account, we define a normalized global intertwining operator by

M◦(s) =
b(s)
a(s)

M(s).

Let C = {Wv} be a collection of local ε-hermitian spaces of dimension m over Ev which satisfies
χWv = χVv for all v in Case 1 and such that Wv is isometric to Vv for almost all v. We form
a restricted direct product Π(C) =

⊗′
v R(Wv), which we can regard as a subrepresentation of

I(s0, χϕ). When C = {Vv}, we write Π(V ) in place of Π(C).
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Let f (s) be a standard section of I(s, χϕ) such that f (s0) ∈Π(C). Put h(−s) =M◦(s)f (s). By
the functional equation referred to in § 1.2, we have

E(g; f (s)) = E(g;M(s)f (s)) =
a(s)
b(s)

E(g; h(−s)).

Recall that for any holomorphic section f (s) of I(s, χϕ), the Eisenstein series E(g; f (s)) has at
most a simple pole at s=−s0 (cf. [Ike96, KR90b, KR94, Tan99]). Proposition 3.1 enables us
to choose an entire function γ(s) with γ(−s0) 6= 0 so that γ(s)h(s) is a holomorphic section of
I(s, χϕ). Then E(g; γ(s)h(s)) has at most a simple pole at s=−s0 and hence so does E(g; h(s)).
Note that a(s)/b(s) has a simple zero at s= s0 except when ϕ is a split binary quadratic form,
in which case it has a double zero. Thus, E(g; f (s)) is holomorphic at s= s0.

When V is not a split binary quadratic space, the identity obtained by evaluating at s= s0

is

E(g; f (s))|s=s0 =−γ Ress=−s0E(g; h(s)), γ =
a(s0)

Ress=s0b(s)
. (4.1)

5. The regularized Siegel–Weil formula

Assume that m6 %− 1. Let Hj be the direct sum of j hyperbolic planes and set U = V ⊕H%−m.
We can identify the restricted tensor product Π(V ) =

⊗
v R(Vv) (respectively Π(U) =

⊗
v R(Uv))

with a subrepresentation of I(s0, χϕ) (respectively I(−s0, χϕ)). To state the regularized Siegel–
Weil formula in a form which is more suitable for our purpose, we start with the following
proposition.

Proposition 5.1. Assume that m6 %− 1. Then Π(U) has a unique irreducible quotient Π(V ).
Moreover, M◦(s) is holomorphic in the right half-plane <s> 0 and M◦(−s0) induces a non-zero
intertwining map Π(U)→Π(V ).

Proof. Recall that R(Uv) has a unique irreducible quotient R(Vv) for each place v of F . By
Proposition 3.2, the quotient map R(Uv)→R(Vv) can be realized as the restriction of M∗v (−s0)
to R(Uv). Since bv(s) has no poles or zeroes in the right half-plane, the proof is complete in view
of Proposition 3.3. 2

Theorem 5.2 (See [Ich01, Ich04, JS07, KR94]). Assume that m6 %− 1. Then there is
a non-zero constant c0 such that for all holomorphic sections f (s) of I(s, χϕ) satisfying
f (−s0) ∈Π(U),

Ress=−s0E(g; f (s)) = c0I(g; Φ),

where Φ is any element of S(V n(A)) satisfying the relation

M◦(−s0)f (−s0) = f
(s0)
Φ .

Remark 5.3. (i) Though [Ich04] concerns a totally imaginary quadratic extension E of a
totally real field F , no new proof is necessary for the case of general quadratic extensions (cf.
Remark 1.1).

(ii) Our formulation of the regularized Siegel–Weil formula differs slightly from that by Kudla
and Rallis [KR94]. They start with U and call U and V complementary. Our formulation is
natural in that there are no complementary spaces in the quaternion case (cf. [Yam, Yam10]).
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(iii) Theorem 5.2 is stated in [Ich01, Ich04, JS07] in terms of S(Un(A)) instead of Π(U). One
can see that the map Φ 7→ Ress=−s0E(g; f (s)

Φ ) factors through the quotient

S(Un(A))→Π(U)→Π(V ),

so that the principle of [KR94, Theorem 3.1] coupled with Proposition 5.1 leads to the desired
formula.

Corollary 5.4. Assume that m6 %− 1.

(i) Except when ϕ is a split binary quadratic form, there exists a non-zero constant c such
that, for all Φ ∈ S(V n(A)),

E(g; f (s)
Φ )|s=s0 = cI(g; Φ).

(ii) If ϕ is a split binary quadratic form, then there exists a non-zero constant c′ such that,
for all Φ ∈ S(V n(A)),

∂

∂s
E(g; f (s)

Φ )
∣∣∣∣
s=s0

= c′I(g; Φ).

Proof. Proposition 3.1 enables us to define a K̃-intertwining map A : Π(V )→ I(−s0, χϕ) by

A(f (s0)) = lim
s→s0

M◦(s)f (s),

where f (s) is a standard section defined by f (s0) ∈Π(V ). We have

M◦(−s0)˚A(f (s0)
Φ ) = δf

(s0)
Φ , δ =

b(−s0)
a(s0)

lim
s→s0

b(s)
a(−s)

for all Φ ∈ S(V n(A)) by the functional equation M(−s)˚M(s) = 1. Since a(−s) is equal to b(s)
up to an exponential factor, we see that δ 6= 0.

We claim that A(f (s0)
Φ ) ∈Π(U). We may suppose that Φ =

⊗
v Φv is factorizable and have

only to show that Av(f
(s0)
Φv

) ∈R(Uv) in obvious notation. First assume that v is infinite. Since
Iv(s, χϕv) is multiplicity free as a representation of K̃v and since each K̃v type of R(Vv)
occurs in R(Uv) by Proposition 3.2, our claim follows. Next suppose that v is finite. Then
our claim is obvious since R(Uv) coincides with the inverse image of R(Vv) under M∗v (−s0)
(cf. [KR92, KS97, Swe95, Yam]). Theorem 5.2 applied to h(−s) =M◦(s)f (s)

Φ gives

E(g; f (s)
Φ )|s=s0 = lim

s→s0

a(s)
b(s)

E(g; h(−s)) =−γ Ress=−s0E(g; h(s)) =−γδc0I(g; Φ),

provided that ϕ is not a split binary quadratic form, where we used (4.1). Thus, c=−γδc0 works.
One can prove the case of a split binary quadratic form similarly. 2

Corollary 5.5. Notation being as in § 4, if C cannot be the set of localizations of any global
space, then E(g; f (s))|s=s0 is identically zero.

Proof. Theorem 4.9 of [KR94] coupled with (4.1) proves this corollary. 2

Remark 5.6. Notation and assumption being as above, we put h(−s) =M◦(s)f (s). Then

∂

∂s
E(g; f (s))

∣∣∣∣
s=s0

= γE(g; h(s))|s=−s0 .

The nature of this derivative remains to be determined. In this direction, we refer to [Kud97,
KRY06] for the quadratic case in which m= %.
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Let DF denote the absolute value of the discriminant of F . The residue of ζ(s) at s= 1
is denoted by ρF . Once we establish c= κ and c′ = 2 in the next section, the following result
immediately follows from the proof above.

Corollary 5.7. Let c0 be the constant defined in Theorem 5.2. Then

c0 = κb(−s0)−1Ress=−s0a(s)

unless ϕ is a split binary quadratic form, in which case

c0 =
D

1/2
F ρ2

F

∏[n/2]
j=2 ζ(2j − 1)

ζ(n)
∏[n/2]
j=1 ζ(2(n− j))

.

We end this section by proving the special case of Theorem 2.2 in which m= %.

Proposition 5.8 (See [GT, Ich04, Kud97]). (i) Suppose that m= %, and exclude the case of
a split binary quadratic form. Then for all Φ ∈ S(V n(A))

E(g; f (s)
Φ )|s=0 = 2I(g; Φ).

(ii) If n= 1 and ϕ is a split binary quadratic form, then

E(g; f (s)
Φ )|s=0 = 0,

∂

∂s
E(g; f (s)

Φ )
∣∣∣∣
s=0

= 2I(g; Φ).

Proof. First of all, we define the general notation that we will use in the following. For 0 6 j 6 n,
we define a Weyl element wj ∈G(F ) by

wj =


1n−j

1j
1n−j

−ε1j


and a maximal parabolic subgroup Qnj of RE/FGLn by

Qnj =
{(

a ∗
0 d

)
∈ RE/FGLn

∣∣∣∣ a ∈ RE/FGLn−j , d ∈ RE/FGLj

}
.

For β ∈ Sn(F ) and an automorphic form A on G̃(A), let

Aβ(g) =
∫
Sn(F )\Sn(A)

A(n(b)g)ψ(−tr(βb)) db, g ∈ G̃(A)

denote the βth Fourier coefficient of A.
Let us turn to the proof of (i). We refer to [Kud97, Theorem 3.1] for symplectic groups and

to [Ich04, Theorem 4.2] for unitary groups. Strictly speaking, these assume F to be totally real,
but the same proof works over any number field. As for orthogonal groups, we give a sketch of
the proof for the convenience of the reader.

By the general theory of Langlands, both E(g; f (s)
Φ ) and M(s) are holomorphic at s= 0.

Let G∞ (respectively G(Af)) be the infinite (respectively finite) part of G(A) and g∞ be
the complexified Lie algebra of G∞. Since the two maps Φ 7→ E(g; f (s)

Φ )|s=0 and Φ 7→ I(g; Φ)
are H(A)-invariant and respect the action of (g∞, KG∞)×G(Af ), they define intertwining
maps from the representation Π(V ) to the space of automorphic forms on G(A). Theorem 3.1
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of [KR94], which one can readily extend to the case of orthogonal groups, tells us that such maps
must be proportional.

To determine the constant of proportionality, we consider the constant term with respect to
the parabolic subgroup P . Recall that the constant term of I(g; Φ) is given by∫

H(F )\H(A)

(n−1)/2∑
i=0

∑
x∈V n(F ),Q(x)=0,rank(x)=i

ω(g)ω(α)Φ(h−1x) dh,

where rank(x) denotes the dimension of the subspace of V (F ) spanned by the components of
x ∈ V n(F ). As in [KR88b, § 6], we can show that the ith term, viewed as an automorphic form
on GLn(A), has central character given by

z 7→ |z|n(n−1)/2−i(n−i)
A .

Note that the zeroth term, which is given by∫
H(F )\H(A)

ω(g)ω(α)Φ(0) dh= ω(g)Φ(0),

has central character distinct from those of the remaining terms.

On the other hand, the constant term of E(g; f (s)
Φ ) is given by

n∑
j=0

∑
γ∈Qn

j (F )\GLn(F )

∫
Sj(A)

f
(s)
Φ

(
wjn

((
0 0
0 b

))
m(γ)g

)
db

(cf. [KR88a, Lemma 2.4]). The zeroth term is f (s)
Φ (g) and the nth term is M(s)f (s)

Φ (g). As
in [KR88a, Proof of Proposition 7.1], we can see that there is a constant µ ∈ C satisfying
M(0)f (0) = µf (0) for all f (0) ∈Π(V ). We next note that as M(0)2 = 1, µ ∈ {±1}. Moreover,
µ= 1 is easy to see by replacing f (0) by the vector of Π(V ) that is identically 1 on K. Thus,
M(0) acts as an identity on Π(V ).

Since f (0)
Φ and M(0)f (0)

Φ have central character z 7→ |z|n(n−1)/2
A , which is distinct from those

of intermediate terms (see the calculation in § 6), the zeroth term in the constant term of I(g; Φ)
matches

f
(0)
Φ (g) +M(0)f (0)

Φ (g) = 2ω(g)Φ(0).

Thus, the constant of proportionality must be 2. This result is compatible with the calculations
of Gan and Takeda [GT], where they proved (i) among other things when Φ is a particular
spherical vector.

To prove (ii), we have only to show that

∂

∂s
Et(g; f (s)

Φ )
∣∣∣∣
s=0

= 2It(g, Φ)

for all t ∈ F× by the irreducibility and non-singularity of Π(V ). We proceed as in [KRY06, § 5.3].
We identify V with F 2 in such a way that

ϕ

((
ξ
η

)
,

(
ξ′

η′

))
= ξη′ + ηξ′.

For Φ =
⊗

v Φv ∈ S(V (A)), which we assume is invariant under µ2(A), an easy calculation shows
that

It(g; Φ) = (2D1/2
F ρF )−1

∏
v

Ot,v(ω(gv)Φv),
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where

Ot,v(ω(gv)Φv) = ζv(1)
∫
F×v

ω(gv)Φv

((
bt
b−1

))
|db|v
|b|v

.

Recall that {ζv(1)−1} is a set of convergence factors for GL1. Note that

Et(g; f (s)
Φ ) =

∏
v

Wt,v(gv; f
(s)
Φv

),

Wt,v(gv; f
(s)
Φv

) =
∫
Fv

f
(s)
Φv

((
0 −1
1 0

)
n(b)gv

)
ψv(−tb) dvb,

where dvb is the self-dual Haar measure on Fv with respect to ψv. The gauge form dξ ∧ dη
on V determines a measure |dξ ∧ dη|v = cv(ψ) dvz for a positive constant cv(ψ), where dvz is
the self-dual Haar measure on V (Fv) with respect to the pairing (x, y) 7→ ψv(ϕ(x, y)). Similarly,
|db|v = c′v(ψ) dvb for a positive constant c′v(ψ). Now arguing exactly as in [KRY06, Proof of
Proposition 5.3.3], we can show that

ζv(1)Wt,v(gv; f
(0)
Φv

) =
c′v(ψ)
cv(ψ)

Ot,v(ω(gv)Φv)

for all places v of F . Therefore,

lim
s→0

s−1Et(g; f (s)
Φ ) = lim

s→0

1
sζ(1 + s)

∏
v

ζv(1 + s)Wt,v(gv; f
(s)
Φv

)

= ρ−1
F

∏
v

c′v(ψ)
cv(ψ)

Ot,v(ω(gv)Φv) = 2It(g; Φ)

since
∏
v cv(ψ) =DF and

∏
v c
′
v(ψ) =D

1/2
F . 2

6. The constant of proportionality

To complete our picture, it remains to prove that c= κ and c′ = 2. In addition to the notation
from the proof of Proposition 5.8, we need some more notation. Put

`=m− 1, `0 =m− 1, (Case 1)
`=m, `0 =m, (Case 2)
`=m, `0 =m+ 1. (Case 3)

Note that n > `0 by assumption. For γ ∈GLn−`(AE), we put

m0(γ) =m

((
γ 0
0 1`

))
to make our exposition smooth. Put

G0 =




1n−`0
a b

1n−`0
c d

 ∈G
.

Let G̃0(A) be the pull-back of G0(A) in G̃(A). Then G̃0(A)×H(A) acts on S(V `0(A)) via the
Weil representation associated to ψ. Define Φ0 ∈ S(V `0(A)) by Φ0(y) = Φ(0, y) for y ∈ V `0(A).

1017

https://doi.org/10.1112/S0010437X11005379 Published online by Cambridge University Press

https://doi.org/10.1112/S0010437X11005379


S. Yamana

Let E(g0; f (s)
Φ0

) denote the Eisenstein series on G̃0(A) attached to the standard section defined
by Φ0.

Fix β1 ∈ S`(F ) ∩GL`(E) and put

β =
(
0n−` 0

0 β1

)
∈ Sn(F ), β0 =

(
0`0−` 0

0 β1

)
∈ S`0(F ).

If V is not a split binary quadratic space, then Corollary 5.4(i) yields

Eβ(g; f (s)
Φ )|s=s0 = cIβ(g; Φ).

The argument of [KR94, Proof of Lemma 6.10] shows that in all cases Θβ(g, h; Φ) is termwise

absolutely integrable on H(F )\H(A). Therefore, for g0 ∈ G̃0(A),

Iβ(g0; Φ) =
∫
H(F )\H(A)

Θβ(g0, h; ω(α)Φ) dh

=
∫
H(F )\H(A)

∫
Hv

α(h′)Θβ(g0, hh
′; Φ) dh′ dh

=
∫
H(F )\H(A)

Θβ(g0, h; Φ) dh

=
∫
H(F )\H(A)

∑
x∈V n(F ),Q(x)=β

ω(g0)Φ(h−1x) dh

=
∫
H(F )\H(A)

∑
y∈V `0 (F ),Q(y)=β0

ω(g0)Φ(0, h−1y) dh= Iβ0(g0; Φ0).

The argument of [KR88a, Proof of Lemma 2.4] tells us that in all cases

Eβ(g; f (s)
Φ ) =

n−∑̀
j=0

Ejβ(g; f (s)
Φ ),

where

Ejβ(g; f (s)
Φ ) =

∑
γ∈Qn−`

j (F )\GLn−`(E)

f
(s)
Φ,β,j(m0(γ)g)

with

f
(s)
Φ,β,j(g) =

∫
S`+j(A)

f
(s)
Φ

(
w`+jn

((
0 0
0 b

))
g

)
ψ

(
−tr
((

0 0
0 β1

)
b

))
db.

Observe that for z ∈ A×E ,

Ejβ(m0(z1n−`)g; f (s)
Φ ) = χ

(s)
j (z)Ejβ(g; f (s)

Φ ),

where

χ
(s)
j (z) = χϕ

(
m0

((
z1n−`−j 0

0 z̄−11j

)))
|z|j(j+`−n−2s)+(n−`)(s+%/2)

AE
.

One can easily check that χ(s0)
0 in Cases 1, 2 is distinct from χ

(s0)
j with j > 0. On the other hand,

for z ∈ A×E ,

Iβ(m0(z1n−`)g; Φ) = χ
(s0)
0 (z)Iβ(g; Φ).
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On the Siegel–Weil formula: The case of singular forms

If m= 1 in Case 1, then we obtain cΦ(0) = Φ(0) and hence c= 1 as claimed. We assume in Case 1
that m> 1 hereafter. It follows that

cIβ0(g0; Φ0) = E0
β(g0; f (s)

Φ )|s=s0 = Eβ0(g0; f (s)
Φ0

)|s=0. (Cases 1, 2)

Provided that V (F ) represents β0, an easy application of the moment map shows that
both Eβ0(g0; f (s)

Φ0
)|s=0 and Iβ0(g0; Φ0) are non-zero for a suitable choice of Φ (cf. [KR94, Prop-

osition 2.7]) and therefore c= 2 thanks to Proposition 5.8(i). Using Proposition 5.8(ii), we can
prove c′ = 2 in the same fashion.

Finally, we consider Case 3. Then χ
(s0)
0 coincides with χ

(s0)
1 and is distinct from χ

(s0)
j with

j > 1. In particular, for g ∈G(A),

cIβ(g; Φ) = E0
β(g; f (s)

Φ )|s=s0 + E1
β(g; f (s)

Φ )|s=s0 . (Case 3)

We temporarily put Q1 =Qn−`1 and write N1 for the unipotent radical of Q1. To eliminate
extraneous terms in E1

β(g; f (s)
Φ )|s=s0 , we consider its constant term along the parabolic

subgroup Q1. Notice that the constant terms of Iβ(g; Φ) and E0
β(g; f (s)

Φ ) along Q1 are just given
by restriction. Put

w =

1n−`−2

1
1

, T =


1n−`−2 0 0

1 t
1

 ∣∣∣∣∣∣ t ∈M1

.
Then {1, w} is a set of double coset representatives for Q1\GLn−`/Q1 and w−1Q1w ∩N1\N1

is represented by T . By the standard calculation, the constant term of E1
β(g; f (s)

Φ ) along Q1 is
given by

f
(s)
Φ,β,1(g) +

∑
γ∈Qn−`0

1 (F )\GLn−`0
(F )

∫
T (A)

f
(s)
Φ,β,1

(
m0

(
wt

(
γ 0
0 1

))
g

)
dt.

The central character of the second of the two terms above, viewed as a function on GLn−`0(A),
is given by

z 7→ |z|1+`+(n−`−3)(s+%/2)
A ,

which is distinct at s= s0 from that of Iβ(g; Φ). Therefore

cIβ0(g0; Φ0) = f
(s0)
Φ,β,0(g0) + f

(s0)
Φ,β,1(g0) = Eβ0(g0; f (s)

Φ0
)|s=0 (Case 3)

and Proposition 5.8(i) again completes the proof in Case 3.
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