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Abstract
Prior research has shown that people judge algorithmic errors more harshly than identical mistakes made by
humans—a bias known as algorithm aversion. We explored this phenomenon across two studies (N = 1199),
focusing on the often-overlooked role of conventionality when comparing human versus algorithmic errors by
introducing a simple conventionality intervention. Our findings revealed significant algorithm aversion when
participants were informed that the decisions described in the experimental scenarios were conventionally made by
humans. However, when participants were told that the same decisions were conventionally made by algorithms,
the bias was significantly reduced—or even completely offset. This intervention had a particularly strong influence
on participants’ recommendations of which decision-maker should be used in the future—even revealing a bias
against human error makers when algorithms were framed as the conventional choice. These results suggest that
the existing status quo plays an important role in shaping people’s judgments of mistakes in human–algorithm
comparisons.

Public significance statement

This research highlights the importance of considering conventionality when evaluating people’s biases
in judging mistakes. In particular, these studies help explain why people might judge errors from
alternative options, like algorithmic technologies, more critically compared to more conventional,
human alternatives.

1. Introduction

a) Everything that’s already in the world when you’re born is just normal;
b) anything that gets invented between then and before you turn 30 is incredibly exciting and with any

luck you can make a career out of it;
c) anything that gets invented after you’re 30 is the end of civilization as we know it until it’s been

around for about 10 years when it gradually turns out to be alright really.
—Douglas Adams (1999), A Hitchhiker’s Guide to the Internet
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Throughout human history, the ‘normal’ or conventional ways of doing things have always evolved
with the advent of new inventions. Manual scribing gave way to the printing press, magnetic compasses
replaced celestial navigation, steam engines revolutionized how we built and traveled, and pocket
calculators transformed complex manual calculations. What might have initially been perceived as
‘against the natural order of things’ almost always—over time—turned out, as Douglas Adams put it
25 years ago, to be “alright really”.

Over recent decades, algorithms have moved from novelty to near ubiquity in many domains:
medicine, navigation, finance, criminal justice, and more (Rainie and Anderson, 2017). Despite their
demonstrated strengths—algorithms frequently outperform humans in forecasting and decision-making
tasks (Brzezicki et al., 2020; Dawes, 1979; Dawes et al., 1989; Meehl, 1954)—research has observed
a persistent human distrust of algorithms, which has been reported as far back as the 1950s (Dietvorst
et al., 2015; Eastwood et al., 2012; Jussupow et al., 2020; Meehl, 1954; Önkal et al., 2009; Promberger
and Baron, 2006; Shaffer et al., 2013). This bias against algorithms, often called algorithm aversion,
appears in various contexts. In a series of five studies, Dietvorst et al. (2015) asked participants to
predict outcomes from real data, such as MBA students’ success and the number of airline passengers
departing from US states. Participants first observed predictive forecasts made by either an algorithm
or a human (some participants saw both or neither as controls), and then chose which forecaster’s
predictions to rely on for future tasks. According to the authors, their results showed that seeing
an algorithm err sharply reduced participants’ confidence in it. Consequently, participants who had
witnessed the algorithm’s mistakes became much less likely to choose it over a human forecaster going
forward—even when that human was objectively inferior, and the algorithm had actually outperformed
the human overall. The authors concluded that algorithm aversion is at least partly driven by people’s
experience with the algorithm—particularly when they witness it making mistakes.

But what is it about algorithms that causes this mistrust? It has been speculated that: people expect
algorithms to be near perfect and free of biases; algorithms are unable to learn from experience unlike
human decision-makers; algorithms would continue to make systematic errors; algorithms may not
consider important qualitative information or unique circumstances; that many modern algorithmic
systems (i.e., artificial intelligence) are black boxes; and algorithms might be dehumanizing or unethical
to use for important decisions (Bigman and Gray, 2018; Bonezzi et al., 2022; Bonezzi and Ostinelli,
2021; Carabantes, 2020; Castelo et al., 2019; Dawes, 1979; Einhorn, 1986; Grove and Meehl, 1996;
Highhouse, 2008; Longoni et al., 2019).

However, these explanations often overlook a critical contextual factor: Which option—human or
algorithm—is seen as the convention in a particular setting. We propose that algorithm aversion may
partly reflect a more general bias against whichever agent is the ‘alternate’ choice, rather than the
convention or status quo. Our goal with this work has been to move beyond the properties of the
algorithm itself and explore the role of context—an aspect we feel has not been sufficiently addressed
in current theories. We posit that as the context of our interactions with algorithms evolves, many of the
stated reasons for algorithm aversion may become less relevant. If humans are usually viewed as the
established, conventional decision-makers, then an algorithm’s mistakes may be judged more harshly
simply because it lacks that conventional status. By contrast, when an algorithm is regarded as the
norm—common, longstanding, and integral to the system—algorithmic errors in that setting might be
perceived as less severe, and human errors might appear more suspect.

1.1. Conventionality and alternate aversion

By ‘conventional,’ we refer to the default or status quo options that are trusted and accepted within
a given context or domain. Our interpretation of ‘conventionality’ draws on the status quo bias
(Samuelson and Zeckhauser, 1988), omission bias (Baron and Ritov, 2004; Ritov and Baron, 1992),
default options in choice architecture (Johnson and Goldstein, 2003; Johnson et al., 2012), endowment
effects, and loss aversion (Dinner et al., 2011; Kahneman et al., 1991; Thaler, 1980). Omission bias
suggests that people are more forgiving of errors that arise from inaction. Thus, a mistake made by the
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conventional option might be viewed more leniently since it is a choice that would be made most of the
time anyway—similar to an error of inaction. However, choosing a non-conventional option and then
seeing it make a mistake might be seen as an error resulting from action and, therefore, less forgivable.
Choice architecture research shows that presenting options as defaults can influence perceptions and
decisions in their favor. Hence, when the conventional option is seen as the default choice, identical
errors by the ‘non-default’ or alternate option could be judged as relatively worse.

Additionally, there might be a tendency to overestimate the importance of the conventional option to
the entire system and how disruptive and costly it might be to replace it. This bias might be considered a
form of ‘reference dependence’ in the default effects literature (Dinner et al., 2011). The default option
acts as a reference point, influencing how alternative or non-default options are evaluated as gains or
losses. Dinner et al. (2011) suggested that defaults could function as ‘instant endowments’, meaning
decision-makers may perceive themselves as having already chosen the default option—and use that
as their reference point. This aligns with the endowment effect, where people value an object more
once they own it (Thaler, 1980). This effect can increase the perceived value of the default option and
activate loss aversion—where the pain of losing something is much more powerful than the pleasure
of gaining something of equal value (Tversky and Kahneman, 1991). The bias in the evaluation of
conventional and alternative options may result from this interplay of reference dependence and loss
aversion (Kahneman et al., 1991). Drawing on this literature and people’s changing relationships with
algorithms (Logg, 2022; Logg et al., 2019), we hypothesize that alternate aversion occurs when the
presence of a conventional option leads people to have a stronger aversion to the non-conventional or
alternate option. Simultaneously, when a decision-making option is established as the convention or the
status quo, it is often judged less severely, even for identical mistakes.

2. The present research

We conducted two studies to examine whether framing a human or algorithmic decision-maker as the
conventional option influences judgments and decisions regarding identical errors and whether this
affects the phenomenon of algorithm aversion. Specifically, we predicted that (1) errors made by non-
conventional decision-makers would be perceived as more severe and concerning; and (2) despite
making identical mistakes, conventional decision-makers would be retained and recommended for
future tasks more frequently than non-conventional ones. The conventional status of the error maker
(i.e., whether it was framed as conventional or alternative) was varied across both studies. In Study 1,
participants observed human and algorithmic decision-makers making errors while screening applicants
in a college admissions scenario. In Study 2, participants saw decision-makers making errors while
evaluating the quality of sound speakers in a product quality control scenario.

2.1. Setting up conventionality

The so-called conventional or status quo framing of the decision-maker was set up using three
characteristics: historic use, prevalence, and perceived system dependence.

2.1.1. Historic use
The conventional decision-maker—human or algorithmic—was described as having been in the role
for the past 10 years. This history may carry potential implications: A long tenure might indicate
familiarity, stability, reliability, and effectiveness over time. Similar to the status quo bias (Samuelson
and Zeckhauser, 1988), it might suggest a pre-existing familiarity and trust in the decision-maker,
in contrast to the unfamiliarity and uncertainty associated with a newer decision-maker who lacks a
historical track record.
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2.1.2. Prevalence
The conventional decision-making option was described as the most commonly used and widespread
approach in similar contexts, such that 85% of operators or the industry used the conventional option.
We assume that people are likely to trust existing methods that are widely recognized and adopted as
standard practice. As such, widespread use might indicate general social acceptance and collective
endorsement of the decision-maker by a majority. This reinforces its position as the conventional
method and stands in contrast to an alternative option that is not in common use.

2.1.3. System Dependence
The conventional decision-maker was framed as being essential to the continued functioning of the
system of which it is part. Because the stability or survival of the conventional option is seen as vital,
people may tend to be more forgiving of its errors. In this context, the conventional method serves as the
default reference point, making individuals reluctant to penalize it, while the alternate option is viewed
as more expendable. Consequently, harsh penalties for the conventional option may be perceived as
more costly and a threat to the overall system function, whereas similar penalties for the alternate option
pose little risk.

3. Study 1

In Study 1, we created a scenario where both human and algorithmic decision-makers made errors while
screening college applicants, focusing specifically on prediction-based errors. These errors occurred
when either human admissions officers or admissions algorithms failed to accurately predict future
outcomes (college performance) based on available information (the admissions application). We
utilized the three ‘convention’ characteristics—history, prevalence, and system dependence—to frame
which decision-making agent was the conventional option and which was the alternate in each condition
(Figure 1).

3.1. Method

Data and materials for this experiment are available on the Open Science Framework
(https://osf.io/29sj7/). This study was not preregistered. We recruited participants for this study
(N = 594; 308 women, 279 men, 6 non-binary, and 1 other; Mdnage group = 35–44) through
CloudResearch’s MTurk Toolkit. Participants were recruited simultaneously for both studies in this
paper but could only participate in one. The recruitment criteria included: US residency; completion
of at least 100 prior HITs; an HIT approval rating of 99% or higher; no participation in an earlier pilot
study of this project; and two comprehension checks before starting the study.1

3.1.1. Procedure
Participants were instructed to review a case study before being asked to make their judgments. The
fictitious case study in this experiment involved college admissions. All participants were briefed on the
scenario where a state higher education commission was evaluating admissions practices. The review
focused on the performance of human admission officers versus computerized admissions algorithms
in processing applications.

Participants were randomly assigned to one of four conditions in a 2 × 2 between-subjects design.
First, they learned that either a human officer or a computer algorithm was the conventional method
for reviewing admissions applications at a hypothetical college. Next, the commission described a test
where 100 former student applications were reviewed—30 of which were deliberately inserted from
students who had been repeatedly placed on academic probation and ultimately failed to graduate. The

1We included two pre-study comprehension check screening questions. Due to a programming error, participants were
permitted to correct their answers to these checks even if they initially responded incorrectly.
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Part 1

Case Background

The higher education commission is currently inspecting college admissions practices 
across the state. 

This inspection is part of the state’s upcoming five-year strategy for higher education. 

Specifically, the commission is evaluating two different approaches for assessing 
undergraduate college applications: a human admissions officer or a computerized 
algorithm designed to review admissions applications. 

Part 2

Case Details

College SY is one of the state colleges being inspected by the commission. 

For the past 10 years, [College SY has employed Jordan Taylor, a human admissions 
officer, to assess applications / College SY has used ScholarVision 3.0, an admissions 
computer algorithm, to assess applications.]

These days, most colleges (around 85%) [use an admissions officer, while the rest use a 
computer program to review their undergraduate applications / use a computer program, 
while the rest use a human officer to review their undergraduate applications.]

As it can take a lot of time and resources to [develop custom-built admissions computer 
algorithms, colleges across the state currently depend on human admissions officers, like 
Jordan Taylor, to keep their admissions processes on track / train qualified human 
admissions officers, colleges across the country currently depend on admissions-focused 
computer algorithms, like ScholarVision 3.0, to keep their admissions processes on 
track.]

Part 3

The higher education commission decides to run multiple tests on both options before 
making a final recommendation on college admissions practices.

Part 4

Test: Human Admissions Officer

In one test, the commission tasked Jordan Taylor, [the admissions officer / an admissions 
officer employed elsewhere in the state], to assess the admissions applications of 100 
former students of College SY. Out of these, 30 students were repeatedly placed on 
academic probation and consequently failed to graduate. These 30 were deliberately 
inserted into the 100 applications reviewed, for testing purposes. 

Figure 1. College admissions scenario as presented to participants.
Note: This includes all scenario parts of Study 1 in sequence, as seen by the participants, barring the comprehension questions. Colored text within

square brackets shows variations made per condition (blue = human convention and red = algorithm convention).
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Taylor was then asked to pick the 30 students from the list of 100 who were 
unlikely to graduate based on their expected academic performance in college.

When the test results were reviewed, the commission found that Taylor had failed to 
include 16 of the 30 students who could not graduate due to poor academic 
results.

OR

Test: Computerized Admissions Algorithm

In one test, the commission tasked ScholarVision 3.0, [an admissions algorithm used 
elsewhere in the state / the admissions algorithm], to assess the admissions applications 
of 100 former students of College SY. Out of these, 30 students were repeatedly placed on 
academic probation and consequently failed to graduate. These 30 were deliberately 
inserted into the 100 applications reviewed, for testing purposes.

ScholarVision was then asked to pick the 30 students from the list of 100 who were 
unlikely to graduate based on their expected academic performance in college.

When the test results were reviewed, the commission found that ScholarVision had 
failed to include 16 of the 30 students who could not graduate due to poor 
academic results. 

Figure 1. (Continued)

officer or algorithm was instructed to pick these 30 students from the full list as those unlikely to
graduate based on their expected academic performance. When the test results were reviewed, 16 of
the 30 non-graduating students were missed—that is, a failure to predict 16/30 (just over 50%) of the
cases. In the scenario, only one of the decision-making systems, either the human or the algorithm, was
said to have been tested and found to make errors. This factor was varied independently of what was
said to be the convention; that is, in some conditions, the convention was tested and found to make
errors, while in other conditions, it was the alternative, non-conventional option that was tested and
found to make errors. In summary, the experiment had a two (convention: human vs. algorithm) by two
(error maker: human vs. algorithm) between-subject design. The complete information regarding the
conventional method and the error, as presented to the participants, is detailed in Figure 1.

Participants completed comprehension and memory checks both after learning about the conven-
tional method and again after the error simulation to ensure they understood and retained the provided
details. If participants answered incorrectly, they were given the relevant information again and were
required to select the correct answer to proceed further.2

Finally, participants were asked to evaluate: (1) the severity of the mistake on a 1 (not at all serious)
to 6 (extremely serious) scale; (2) their level of concern regarding the continued use of the error-prone
method on a 1 (not all concerned) to 6 (extremely concerned); (3) whether the fictional college should
maintain its conventional admissions approach on a 1 (definitely not) to 6 (definitely) scale; and (4)
which admissions option—human or algorithm—they believed should be preferred by the state in the
future. Table 1 provides details on each of these questions. The experiment concluded with a series of
demographic questions.

2The comprehension checks used in this and the following study are detailed in the Materials documents on the OSF page for
this paper (https://osf.io/29sj7/).

https://doi.org/10.1017/jdm.2025.8 Published online by Cambridge University Press

https://osf.io/29sj7/
https://doi.org/10.1017/jdm.2025.8


Judgment and Decision Making 7

Table 1. All measures presented to participants following the error.

Measure Study Questions Scale or options

Mistake severity Study 1 According to your judgment, how
serious is this error by the [human
admissions officer OR admissions
algorithm]? 1 (Not serious at all) to

Study 2 According to your judgment, how
serious is this error by the
[sound-quality analyst OR
sound-quality algorithm]?

6 (extremely serious)

Level of concern Study 1 How concerned should the commission
be, given this mistake, about the use
of the [the human officer OR
computerized algorithm] in statewide
college admissions? 1 (Not at all concerned) to

Study 2 How concerned should the company
be, given this mistake, about the use
of the [human analyst OR
computerized algorithm] in quality
control for its speakers?

6 (extremely concerned)

Retention Study 1 Should College SY’s [admissions
officer Or computer program],
[Jordan Taylor OR ScholarVision
3.0], be retained after the results of
this test? 1 (Definitely not) to

Study 2 Should the company’s [analyst OR
computer program], [Jordan Taylor
Or SonicVerifier 3.0], be retained
after the results of this test?

6 (definitely)

Future choice Study 1 Which college admissions approach do
you think the commission should
recommend for the state’s future
five-year higher education plan?

Human admissions officers
OR Customized
admissions algorithms

Study 2 Which sound-quality testing method do
you think the company should
choose for their next five-year cycle?

A human sound-quality
analyst OR A
sound-quality algorithm

Note: Depending on the condition, each participant in both studies was asked only about the option within square brackets that made the error.
The order of choices in the last measure (future choice) was randomized for all participants.

3.2. Results

3.2.1. Mistake severity and concern measure
We first conducted a correlation analysis to assess the relationship between the mistake severity
and level of concern ratings. There was a strong, positive correlation between the two variables,
r(592) = 0.798, p < 0.001, 95% CI [0.767, 0.825]. The high correlation suggested that the variables were
capturing similar aspects of participants’ judgment—that is, negative reactions to errors—and hence we
combined the two to avoid redundancy. This was done by creating a new variable by averaging the two
variables across all participants.
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Figure 2. Study 1: Combined severity and level of concern ratings for admissions scenario by error
maker and convention. When the admissions algorithms were framed as convention (red bars),
algorithm mistakes were judged more severely than human errors, but less so than when human

admissions officers were presented as the convention (blue bars). Error bars represent standard error
throughout this paper.

We examined participants’ responses using a convention (human convention and algorithm con-
vention) by error maker (human admissions officer and computerized admissions algorithm) ANOVA
(Figure 2). There was a main effect of the error maker (F(1, 590) = 36.34, p < 0.001, 𝜂2

P = 0.06),
indicating that overall, participants judged the computerized admissions algorithm more severely when
it was presented as the error maker (M = 4.96, SD = 1.00) than they did the human admissions officer
(M = 4.42, SD = 1.20). There was no main effect of convention (F(1, 590) = 2.19, p = 0.14).

However, there was a significant interaction between convention and error maker, F(1, 590) = 6.71,
p = 0.01, 𝜂2

P = 0.01. Judgments were harsher when the algorithm was the error maker compared to
the human officer—particularly when the human officer was framed as the conventional method. In
contrast, when the algorithm was presented as the conventional method, although its errors were still
judged more harshly, the difference was considerably smaller. Specifically, when the human admissions
officers were framed as the conventional option, participants judged the algorithmic error maker
(admissions algorithm) significantly (F(1, 292) = 36.08, p < 0.001) more severely (M = 5.01, SD = 0.99)
compared to erring human officers (M = 4.23, SD = 1.22). When admissions algorithms were framed as
the convention, participants still judged the algorithmic error maker (F(1, 298) = 6.08, p = 0.01) more
severely (M = 4.91, SD = 1.01) than human error makers (M = 4.60, SD = 1.16), but this difference
was smaller than when the human decision-maker was the convention, as indicated by the significant
interaction. In short, when the human decision-maker was framed as the convention (as in past studies
of algorithm aversion), an erring algorithm was judged much more severely than a human error maker
when it made identical mistakes (difference between the blue bars in the figure); but this bias against
the algorithm was much less pronounced when the algorithm was framed as the convention (difference
between the red bars).
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Figure 3. Preference to retain admissions review method after it made an error.
Note: Study 1: When admissions algorithms were framed as the convention (red bars), participants preferred retaining the algorithm more than the

human after identical mistakes. When human admissions officers were framed as the convention (blue bars), participants preferred retaining the

human officer over the algorithm.

3.2.2. Retention measure
The retention question (Table 1) assessed participants’ preference for keeping the conventional option
used by College SY. For instance, it asked whether the college’s human admissions officer, Jordan
Taylor (in human convention conditions), should be retained, both in the condition where the human
was tested and found to make errors and, in the condition, where the algorithm was tested and found
to make errors. As would be expected, participants were much less favorable to retaining the human
[algorithm] when the human [algorithm] was tested and found to have made errors (compared to when
the human [algorithm] was not tested and the algorithm [human] was tested instead). The main interest
here, however, as captured in the analysis above of the severity and concern ratings, was of judgments
of the error maker (and how those judgments are influenced by whether the error maker is a human
or algorithm, and whether or not the error maker is the convention). For consistency in analysis, we
recoded the retention measure so that it consistently reflected a judgment directed toward the error
maker. To do this, the retention measure was reverse coded for the conditions in which the error was
made by the non-conventional option. Following this recoding, in all conditions, higher scores indicate
a stronger tendency to retain the error maker, despite it having been observed to make errors.

We examined participants’ responses using a convention (human convention and algorithm con-
vention) by error maker (human admissions officer and computerized admissions algorithm) ANOVA
(Figure 3). We observed a main effect of the error maker (F(1, 590) = 29.64, p < 0.001, 𝜂2

P = 0.05),
indicating that overall, participants had a stronger preference for retaining the human admissions officer
(M = 3.04, SD = 1.39) to retaining the admissions algorithm (M = 2.45, SD = 1.54) when they made
identical errors. This suggested that, overall, participants were more forgiving of the human admissions
officer error maker compared to the algorithmic error maker. There was no main effect of convention
(F(1, 590) = 0.03, p = 0.86).
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Figure 4. Proportion of recommendations for error makers under different conventions in the
admissions scenario.

Note: Study 1: When admissions algorithms were framed as the convention (red bars), participants recommended both the humans and the

algorithms at similar rates after identical mistakes. But when human admissions officers were framed as the convention (blue bars), participants

recommended humans more than algorithms.

Figure 3 shows that a significant interaction was found between convention and error maker (F(1,
590) = 109.09, p < 0.001, 𝜂2

P = 0.16). Participants preferred retaining the human admissions officer
more (M = 3.62, SD = 1.30) than they did the admissions algorithm (M = 1.86, SD = 1.37) after both
made identical mistakes in the human convention condition (F(1, 292) = 127.96, p < 0.001; difference
between the blue bars in the figure). Conversely, when admissions algorithms were framed as the
convention, participants retained the admissions algorithm significantly more (M = 3.03, SD = 1.48)
than the human admissions officer after observing them make the same mistakes (M = 2.48, SD = 1.24)
(F(1, 298) = 12.35, p < 0.001; difference between the red bars in the figure).

3.2.3. Recommendation for the future
For the final question (Table 1), participants were given a binary choice between recommending human
admissions officers or computerized admissions algorithms for use in the future of the state’s college
admissions. Again, our main interest here—in line with the earlier analyses—was in recommendations
for the error maker and how those recommendations were influenced by whether the error maker was
a human or an algorithm, and whether or not the error maker was the convention. Hence, to maintain
consistency in our analysis, we recoded the recommendation measure to focus on the error maker. This
involved creating a new variable that reflected whether the participant had recommended the error
maker (coded as 1) or did not recommend the error maker for the future (coded as 0). Following
this recoding, Figure 4 shows the proportion of participants who, despite observing mistakes, still
recommended the error-making agent for future use.

Of the 594 participants, 153 (25.76%) recommended retaining the error maker for future use.
Of these, 108 recommendations (36.49% of 296 cases) were for human error makers and 45
recommendations (15.1% of 298 cases) were for algorithmic error makers. A Chi-square analysis of
the collapsed data confirmed that this difference was significant (X2 (1, N = 594) = 35.51, p < 0.001),
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showing that participants were, overall, significantly more likely to recommend human error makers
over algorithmic ones.

A Chi-square test was conducted to examine the relationship between the type of error maker
(human or algorithm) and participants’ recommendation of the error maker (recommended vs. not
recommended), specifically within the conditions where the human is the convention (difference
between the blue bars in the figure). We found a significant association between the type of error
maker and recommendations for error makers in these conditions (X2 (1, N = 294) = 66.33, p < 0.001).
This showed that when the human admissions officer was presented as the conventional method for
evaluating college applications, participants were significantly more likely to recommend a human
error maker (55.48%) compared to an algorithmic error maker (10.81%).

A second Chi-square test was run between the type of error maker and participants’ recommendation
of the error maker within conditions where the algorithm was the convention (difference between the
red bars in the figure). Here, we did not find a significant association between the type of error maker
and recommendations for error maker (X2 (1, N = 300) = 0.09, p = 0.767). This result indicated that
when the admissions algorithm was framed as the conventional way to screen college applications,
participants’ likelihood of recommending the error maker did not significantly differ whether the error
maker was a human (18.0%) or an algorithm (19.33%).

3.2.4. Study 1: Summary of findings
In summary, overall results from Study 1 show algorithm aversion across both convention conditions
and all three measures—that is, when collapsed across conditions, participants generally judged and
treated algorithmic error makers more harshly than human error makers. As expected, this effect
was most pronounced when human admissions officers were presented as the conventional option:
Participants not only judged algorithmic error makers more severely but also preferred retaining the
erring human officer and recommended human error makers for future college admissions. These
findings align with our predictions and prior research on algorithm aversion.

When the admissions algorithm was framed as the conventional choice, however, this pattern no
longer held. Specifically, while algorithmic error makers were still judged more severely than human
error makers, the difference was considerably reduced (Mdifference = 0.31, SE = 0.13) compared to
when humans were shown as the conventional option (Mdifference = 0.78, SE = 0.13). Moreover, as
seen in Figure 2, human error makers were now judged significantly more harshly than they were
when human officers were described as the convention. The main finding here is that people’s typical
aversion to algorithmic errors was substantially offset by the intervention of framing the algorithm as
the convention.

For the retention variable, the hypothesis that conventional decision-makers would have higher
retention for future tasks than non-conventional ones was strongly supported. Participants showed a
higher preference for retaining the admissions algorithm over the human officer when the algorithm was
framed as the conventional option—indicating a reversal of the algorithm aversion effect in the other
direction. This pattern provided support for our alternate aversion account, suggesting that aversion
may be driven not only by the algorithm itself but also by its status as the non-conventional option.
Specifically, the drop in retention ratings for the human error maker when it was the conventional
option (Mdifference = –1.14, SE = 0.16) was similar to the drop for the algorithmic error maker when it
was not the conventional option (Mdifference = –1.18, SE = 0.16).

Finally, for future use recommendations, we observed that when the participants were informed
that the admissions algorithm was the conventional option, they no longer favored the human
admissions officer over the algorithm (18.0% vs. 19.33%). This pattern suggests that the conventional
framing completely offsets algorithm aversion in the context of future choices. Furthermore, as shown
in Figure 4, the recommendation rate for the humans dropped significantly—from 55.48% (when
humans were framed as conventional) to 18.0% (when the algorithm was presented as the convention).
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Changing the context by presenting the algorithm as the conventional option altered participants’
judgments and preferences from what we commonly observe in conventional human–algorithm
comparisons. Algorithm aversion appeared to be significantly offset by the conventionality intervention
in judgments of error and reversed or eliminated when participants were asked to make future choices.
Overall, these findings provide strong support for our hypothesis that conventionality influences
judgments of identical mistakes between humans and algorithms.

4. Study 2

In Study 2, we developed a different hypothetical scenario to test the generalizability of our earlier
results. The new scenario involved the quality control of sound speakers, where human and algorithmic
agents failed to detect faulty products. In contrast to the forecasting errors in the first study, mistakes
made in the present study are detection-based errors. That is, mistakes were shown to be made when
either humans or algorithms failed to accurately detect issues within existing products as opposed to
forecasting future performance. As in Study 1, the same three characteristics—history, prevalence, and
system dependence—were used to establish the conventional and alternate options.

4.1. Method

Data and materials for this experiment are available on OSF (https://osf.io/29sj7/). This study was not
preregistered. Participants for this study (N = 605; 308 women, 279 men, 6 non-binary, and 1 other;
Mdnage group = 35–44) were recruited simultaneously with those for Study 1 through CloudResearch’s
MTurk Toolkit, using identical recruitment criteria and screening. Participants could only take part in
one of the two studies.

4.1.1. Procedure
This experiment was conducted similarly to Study 1, using a fictitious case study focused on the
quality control of sound speakers. Participants were briefed about a fictional company specializing
in manufacturing sound speakers, which was evaluating two quality control options: a human sound
quality analyst and a sound quality computer algorithm. As in Study 1, participants were informed that
either a human or an algorithm was the conventional method for quality control (see Figure 5). Next,
the company described a test in which 100 manufactured speakers were reviewed—30 of which were
deliberately inserted as defective. The human analyst or algorithm was instructed to identify these 30
faulty speakers from the full batch. When the test results were examined, 12 of the 30 defective speakers
went undetected—that is, 40% of the defective products were missed. The rest of the experimental
procedure mirrored Study 1, including comprehension checks, judgment questions (Table 1), and
demographic questions.

4.2. Results

4.2.1. Mistake severity and concern measure
Recall that in Study 1, we conducted a correlation analysis to examine the relationship between mistake
severity and level of concern ratings. Due to a high correlation, we created a new combined variable by
averaging the two variables across all participants. Similarly, in Study 2, there was a strong correlation
between mistake severity and concern measures, r(603) = 0.735, p < 0.001, 95% CI [0.696, 0.770],
prompting the creation of an identical combined variable for this analysis.

We examined participants’ responses using a convention (human convention, algorithm convention)
by error maker (human analyst, sound quality algorithm) ANOVA (Figure 6). There was a main effect
of the error maker (F(1, 601) = 44.21, p < 0.001, 𝜂2

P = 0.07), indicating that overall, participants
judged the computerized quality control algorithm when it was framed as the error maker more severely
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Part 1

Case Background

Company X is one of several companies in the country that manufacture large sound 
speakers used in private and commercial settings.

The company is currently solidifying its strategic plan for the next five years. 

Part of this involves reviewing its quality control methods. Specifically, it's assessing two 
different options for testing its speakers: a human sound quality analyst or a 
computerized algorithm designed to analyze sound quality.  

Part 2

Case Details

For the past ten years, the company has [employed Jordan Taylor, a human analyst, to 
test the sound quality of its speakers / used SonicVerifier 3.0, a computer algorithm, to 
test the sound quality of its speakers.]

These days, most manufacturers (around 85%) use [an analyst, while the rest use a 
computer program to test their speakers / a computer program, while the rest use a 
human analyst to test their speakers.]

As it can take a lot of time and resources to [develop custom-built sound-quality 
computer algorithms, companies across the country currently depend on human sound-
quality analysts, like Jordan Taylor, to keep their operations running / train specialist 
human sound-quality analysts, companies across the country currently depend on sound-
quality computer algorithms, like SonicVerifier, to keep their operations running.]

Part 3

The company decides to run multiple tests on both options before making a final 
decision on its quality control method.

Part 4

Test: Human Sound Quality Analyst

In one test, the company tasked Jordan Taylor, [their sound-quality analyst /a human 
sound-quality analyst employed in the industry], to assess 100 previously manufactured 
speakers. Out of these, 30 speakers had failed prior quality checks. These 30 speakers 
were deliberately inserted into the 100 assessed, for testing purposes.

Taylor was then asked to find the 30 speakers from the 100 provided that should fail 
a quality control test.

Figure 5. Sound speakers scenario as presented to participants.
Note: This includes all scenario parts of Study 2 in sequence, as seen by the participants, barring the comprehension questions. Colored text within

square brackets shows variations made per condition (blue = human convention, red = algorithm convention).
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When the test results were reviewed, the company found that Taylor had missed 12 of 
the 30 malfunctioning speakers that had failed previous quality control tests. 

OR

Test: Sound Quality Computer Algorithm

In one test, the company tasked SonicVerifier 3.0, [a sound-quality computer algorithm 
used in the industry / their sound-quality algorithm], to assess 100 previously 
manufactured speakers. Out of these, 30 speakers had failed prior quality checks. These 
30 speakers were deliberately inserted into the 100 assessed, for testing purposes.

SonicVerifier was then asked to find the 30 speakers from the 100 provided that 
should fail a quality control test.

When the test results were reviewed, the company found that SonicVerifier had missed 
12 of the 30 malfunctioning speakers that had failed previous quality control tests.

Figure 5. (Continued)

Figure 6. Combined severity and level of concern ratings for speakers scenario by error maker and
convention.

Note: Study 2: As in Study 1, when the sound quality algorithms were framed as the convention (red bars), algorithm mistakes were judged more

severely than human errors, but less so than when human analysts were presented as the convention (blue bars).

(M = 5.26, SD = 0.73) than they did the human analyst (M = 4.80, SD = 0.97). Again, there was no
main effect of convention (F(1, 601) = 0.14, p = 0.71).

As in Study 1, there was a significant interaction between convention and error maker (F(1,
601) = 10.81, p = 0.001, 𝜂2

P = 0.02). Similarly, judgments were harsher when the error maker was the

https://doi.org/10.1017/jdm.2025.8 Published online by Cambridge University Press

https://doi.org/10.1017/jdm.2025.8


Judgment and Decision Making 15

sound quality algorithm than the human analyst, particularly when the human analyst was presented
as the conventional method. In contrast, when the algorithm was framed as the conventional method,
algorithmic error makers were still judged more harshly, but the difference was smaller. Specifically,
when the human sound quality analysts were presented as the convention, participants judged the
erring sound quality algorithm significantly (F(1, 300) = 50.39, p < 0.001) more severely (M = 5.36,
SD = 0.65) compared to human error makers (M = 4.68, SD = 0.99). When sound quality algorithms
were framed as the convention, participants still judged the algorithmic error makers (F(1, 301) = 5.54,
p = 0.012) more severely (M = 5.16, SD = 0.78), than mistakes made by the human officer (M = 4.93,
SD = 0.93). However, similar to Study 1, this difference was smaller than when the human analyst
was the convention, as indicated by the significant interaction noted above. Overall, we saw again that
when the human decision-maker was framed as the convention (as in past work on algorithm aversion),
erring algorithms were judged much more severe than human error makers who made identical mistakes
(difference between the blue bars in Figure 6); but this bias against the algorithm was much less
pronounced when the algorithm was framed as the convention (difference between the red bars).

4.2.2. Retention measure
The retention question (Table 1) assessed participants’ preference for keeping the conventional option
used by Company X. For instance, it asked whether the college’s human sound quality analyst, Jordan
Taylor (in human convention conditions), should be retained, both in the condition where the human
was tested and found to make errors and in the condition where the algorithm was tested and found
to make errors. As was expected for the retention measure in Study 1, participants were much less
favorable to retaining the human [algorithm] when the human [algorithm] was tested and found to
have made errors (compared to when the human [algorithm] was not tested and the algorithm [human]
was tested instead). The main interest here remained the judgments of the error maker (and how those
judgments are influenced by whether the error maker is a human or algorithm, and whether or not
the error maker is the convention). To maintain consistency in the analysis, we adjusted the retention
measure to uniformly reflect judgments directed at the error maker. This involved reverse coding the
retention measure for conditions where the error was made by the non-conventional option. After this
recoding, higher scores across all conditions indicated a stronger tendency to retain the error maker,
despite it having been observed to make mistakes.

We examined participants’ responses using a convention (human convention, algorithm convention)
by error maker (human analyst, sound quality algorithm) ANOVA (Figure 7). We observed a main
effect of the error maker (F(1, 601) = 42.70, p < 0.001, 𝜂2

P = 0.04), indicating that overall, participants
preferred retaining the human analyst (M = 2.70, SD = 1.48) more than they preferred retaining the
sound quality algorithm (M = 2.18, SD = 1.41) when they made identical errors. This time, we observed
an unexpected main effect of convention (F(1, 601) = 5.45, p = 0.02, 𝜂2

P = 0.01), which indicated
that participants had a slightly higher preference for retaining error makers in the human convention
conditions (M = 2.56, SD = 1.57) than they did in the algorithm convention conditions (M = 2.32,
SD = 1.35). We do not consider this relevant to our current analyses.

A significant interaction between convention and error maker was found (F(1, 601) = 192.0,
p < 0.001, 𝜂2

P = 0.24). Participants preferred retaining the human analyst (M = 3.54, SD = 1.29)
significantly more than the admissions algorithm (M = 1.59, SD = 1.17) after both made identical
mistakes—when human analysts were framed as the convention (F(1, 300) = 187.44, p < 0.001;
difference between the blue bars in Figure 7). Conversely, in the algorithm convention condition (F(1,
301) = 36.33, p < 0.001; difference between the red bars in the figure), participants were more likely to
retain the sound quality algorithm (M = 2.77, SD = 1.39) than the human analyst (M = 1.88, SD = 1.16)
after observing the same mistakes.
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Figure 7. Preference to retain sound testing method after it made an error.
Note: Study 2: When sound quality algorithms were the framed convention (red bars), participants retained the algorithm more than the human after

identical mistakes. When human analysts were the framed convention (blue bars), participants preferred retaining the human over the algorithm.

4.2.3. Recommendation for the future
For the final question of Study 2 (Table 1), participants were asked to indicate whether Company X
should use a human sound quality analyst or a computerized sound quality algorithm for the next
5 years. The analysis was identical to that used for the recommendation measure in Study 1. Figure 8
displays the proportion of participants who, despite observing mistakes, still recommended the error-
making agent for future use.

Of the 605 participants, 139 (23.0%) recommended retaining the error maker for future use. Of these,
84 recommendations (27.6% of 304 cases) were for human error makers and 55 recommendations
(18.3% of 301 cases) were for algorithmic error makers. A Chi-square analysis of the collapsed data
confirmed that this difference was statistically significant (X2 (1, N = 605) = 7.49, p = 0.006), reflecting
yet again that participants were, overall, significantly more likely to recommend human error makers
over algorithmic ones.

As in Study 1, a Chi-square test was conducted to examine the relationship between the type of error
maker (human or algorithm) and participants’ recommendation of the error maker (recommended vs.
not recommended), specifically within the conditions where the human is the convention (difference
between the blue bars in Figure 8). There was a significant association between the type of error maker
and recommendations for error maker in these conditions (X2 (1, N = 302) = 68.57, p < 0.001). Consis-
tent with Study 1 results, this showed that when the human analyst was presented as the conventional
method for testing sound speakers, participants were significantly more likely to recommend a human
error maker (48.34%) compared to an algorithmic error maker (5.96%).

A second Chi-square test was run between the type of error maker and participants’ recommendation
of the error maker within conditions where the algorithm was the convention (difference between the
red bars in the figure). This time, we found a significant association between the type of error maker
and recommendations for error makers under these conditions (X2 (1, N = 303) = 27.33, p < 0.001).
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Figure 8. Proportion of recommendations for error makers under different conventions in the
speakers’ scenario.

Note: Study 2: When sound quality algorithms were framed as the convention (red bars), participants recommended the algorithm more than the

human for future use after identical mistakes. When human analysts were the framed convention (blue bars), participants recommended humans

more than algorithms.

As in Study 1, we saw the aversion to algorithms was completely offset when the algorithm was framed
as the convention, with human analysts no longer recommended more often than the algorithms. In fact,
in this experiment, the effect reversed, such that the algorithms were favored over the human analysts
(30.67% vs. 7.19%) for future recommendations.

4.2.4. Study 2: Summary of findings
In line with Study 1, overall results from Study 2 reflected algorithm aversion across both error
conditions; that is, participants judged algorithmic error makers more harshly than human error makers
when data were collapsed across convention framing and all three measures. As expected, this effect
was strongest when humans were portrayed as the conventional option: Participants judged algorithmic
error makers more severely, retained erring human analysts more frequently, and recommended humans
for future use. Again, these findings align with our predictions and prior research on algorithm aversion.

In Study 2, although algorithmic error makers were still judged more harshly than human error
makers, the difference was considerably reduced (Mdifference = 0.23, SE = 0.10) compared to when
humans were the conventional option (Mdifference = 0.69, SE = 0.10). Moreover, the drop in retention
ratings for the human error maker when the human analyst was the conventional option (Mdifference =
–1.66, SE = 0.14) was larger than the drop in retention for the algorithmic error maker when the sound
quality algorithm was the conventional option (Mdifference = –1.18, SE = 0.15). This large decline in
retention for the human error maker indicates that when humans were the alternate option, tolerance for
their mistakes decreased substantially.

Like Study 1, when the algorithm was presented as the convention, human analysts were no
longer recommended more often than the algorithms (18.0% vs. 19.33%). In Study 2, this difference
became starker as we saw algorithms preferred over human analysts (30.67% vs. 7.19%) for future
recommendations after making identical mistakes. In fact, in Study 2, this difference became starker,
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with algorithms being preferred over human analysts for future recommendations (30.67% vs. 7.19%)
after identical mistakes. Overall, the results of Study 2 suggest that our findings from Study 1 are
generalizable to a different contextual situation, and provide strong evidence that the conventionality
intervention can significantly offset algorithm aversion.

5. General discussion

It has long been known that the status quo really matters (Samuelson and Zeckhauser, 1988): default
choices can shape subsequent judgments and behaviors (Johnson and Goldstein, 2003). This work
provides evidence that biases stemming from the status quo also go on to have a consequential influence
on people’s evaluations of identical mistakes. Specifically, in this paper, we operationalized the status
quo as conventional options and investigated how the conventional status of the error maker influences
judgments and decisions. In both studies, we observed that when human admissions officers or human
analysts were considered the conventional choice, identical errors made by algorithms were judged
more harshly compared to those made by humans. Put simply, participants generally judged algorithmic
mistakes more severely than human mistakes. This aligns with previous research on algorithm aversion,
where people exhibit a distrust of algorithmic decision-making.

However, it is also relevant to consider that people have an inherent bias toward maintaining the
conventional status quo, which traditionally frames humans as the conventional choice in human–
algorithmic comparisons. Perhaps this bias can lead to a harsher evaluation of errors made by non-
conventional algorithmic decision-makers compared to their human counterparts. To test this idea, we
created scenarios in which the algorithm was described as the convention and found that when we
framed the algorithm as the conventional option, there was a significant impact on people’s judgments
and choices. This significantly or even completely offsets the algorithm aversion effect usually observed
in standard human–algorithm comparisons.

5.1. Alternate aversion

Our results support an alternate aversion account: The presence of a conventional option intensifies
aversion toward the non-conventional alternative. In the context of human–algorithm comparisons,
when humans are the default, an algorithm is not simply penalized because of inherent flaws; rather,
it is its status as the ‘alternate’ option that drives harsher judgment. Conversely, when the algorithm
is framed as conventional, human errors are judged more severely, and participants show a preference
for the algorithm when making decisions about retention and future use. This finding suggests that
the context—how conventional an option is perceived—plays a critical role in shaping responses to
identical errors. Thus, rather than algorithm aversion being solely a function of algorithmic deficiencies,
our work indicates that conventionality is a key contextual factor in these judgments.

The idea of alternate aversion helps explain inconsistencies in the literature on algorithm aversion
and appreciation. Although earlier research documented robust algorithm aversion, more recent studies
have shown cases of algorithm appreciation (Logg et al., 2019) where people prefer algorithmic
advice over human input or are at least less averse to it (Bigman et al., 2023; Pálfi et al., 2022). Our
findings suggest that these seemingly contradictory patterns may coexist depending on which option
is established as the convention. When algorithms become the conventional option, the usual negative
reaction to their errors is offset, potentially leading to a more favorable overall evaluation—even if
errors are still recognized as severe.

5.2. Judgments versus choices

In our studies, there were two types of judgment—one about how severe the error was and the other
about which agent should be retained and recommended for the future, in light of the error. Across
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both studies, when the human is framed as the convention, the usual algorithm aversion appears in both
judgments of mistake severity and recommendations of which system to use going forward. When the
algorithm is presented as the convention, the algorithm’s mistakes are not judged as less severe than
the human’s, but now recommendations about which to retain do tend to favor the algorithm. In short,
the effect of the convention appears to be stronger on these future recommendations than on judgments
of mistake severity, where algorithm aversion seemed to be more persistent.

One way to interpret this is that when the algorithm is the convention, people still judge algorithmic
errors quite severely, but this bias was overcome or mitigated when it came to actionable decision-
making. This finding seemingly contradicts research that has shown that once people see an algorithm
make an error, they trust it less than a human agent in the future, even when the algorithm has better
accuracy overall (Dietvorst et al., 2015). We do not think that it is a contradiction to earlier research.
Instead, it reiterates the fact that in most human–algorithm comparisons, it is rarely considered whether
people view the algorithm as the norm for that task, nor is the algorithm explicitly established as the
conventional choice, as we did in these experiments. An argument can be made that this preference
for the convention is rational, regardless of whether it leads to a bias for human or algorithmic error
makers. We described convention based on three characteristics: familiarity and history with the agent,
prevalence of the agent’s use in the surrounding environment, and dependence of the system on the
agent. Based on these factors, if an agent is the conventional method of doing things and it errs,
penalizing it severely or discontinuing its use can be costly. Therefore, it is rational to not discard it right
away. While people might feel a bias against the algorithm for all the reasons that have been historically
proposed, they are likely to be more objective in their actual decisions. It is also noteworthy that while
earlier research showed that superior accuracy was not enough for people to prefer algorithms over
humans after mistakes, this work has shown that the algorithmic agent being the convention could be a
more persuasive factor than objective performance. This is a potential area for future research, where
the performance and conventionality of error makers could be further explored, particularly in how
these factors interact to influence trust and decision-making. This duality in judgments and actionable
decisions also suggests that people’s aversion to algorithms after they make mistakes should not be
considered an outright predictor of their actual decisions. If the algorithm is the conventional option for
a task, people may choose to persist with it even after it has made mistakes. We can expect to see more
of these trends as people’s lives become increasingly intertwined with algorithms, and they become the
conventional method for more tasks.

5.3. Prediction- versus detection-based differences

The distinction between prediction-based and detection-based errors might also have influenced
participants’ judgments to an extent. In Study 1, errors were related to predicting future outcomes
(admissions decisions), which inherently involve uncertainty and complexity. People might be more
lenient toward prediction-based errors due to the elements of inherent uncertainty in forecasting
the future, especially in the case of human predictions (Ganzach and Krantz, 1991). For instance,
participants could attribute such errors to better-than-expected performance by applicants during their
college years resulting from unaccounted-for factors like personal growth or changes in motivation
due to new experiences (Deci and Ryan, 2000; Kilgo et al., 2016). In contrast, detection errors might be
viewed as more avoidable and thus judged more harshly. This context could have potentially contributed
to why human analysts in the sound speaker scenario (Study 2) were judged more harshly relative to
algorithms, compared to human admissions officers in the first study.

5.4. Human outcomes

In Study 1, participants observed the admissions officer or the algorithm make an error in forecasting
the future, which had the potential to directly and negatively affect human applicants when deployed for
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admissions screening. People might be more opposed to algorithmic or AI-based judgments when these
decisions directly impact human lives, as opposed to situations with objective, non-human outcomes
(Castelo et al., 2019; Grove and Meehl, 1996). In Study 2, we used a different hypothetical scenario that
did not have direct human outcomes—instead, an inanimate object (a sound speaker) was at the wrong
end of the faulty decision-making. Some differences in results between the two studies, such as lower
future recommendation rates for the algorithmic error maker in the admissions scenario compared to
the sound speakers scenario, could perhaps be partly attributed to this factor. These results support the
need for more contextual distinction in people’s evaluations of and reactions to mistakes, such as who
or what is affected by the errors.

5.5. Limitations and conclusion

Our research offers important insights into conventionality framing interventions and algorithm
aversion, yet it is not without its limitations. People may have other assumptions and considerations
beyond historic use, prevalence, and system dependence, which could influence their reactions observed
in our studies. For instance, it is plausible that participants’ lenient evaluations of status quo errors
reflect an implicit assumption that changing the status quo incurs extra costs. Although we used system
dependence as a proxy, we did not explicitly manipulate financial or logistical costs of changing the
status quo. Even so, participants generally favored the conventional options for retention and future
recommendations, with perhaps cost implications weighing in on those decisions. Meanwhile, in
judgment-only measures (i.e., how bad the error is), algorithmic status quo errors remained harsher
than human ones, perhaps because a bias against algorithms carries no direct cost in purely evaluative,
non-committal judgments. Another such assumption could be acceptable accuracy. It is reasonable to
assume that, in most cases, a conventional option must be working reasonably well to have longstanding
prior use, and for people to perceive it as prevalent and recognize a cost associated with switching due to
system dependence. Therefore, in such cases, what is the extent of acceptable accuracy—or error rate—
that people are willing to accept in a given context to avoid overturning the status quo? This aspect was
not manipulated in our current experiments within the same scenarios, where we used relatively high
error rates as a proof of concept for our present theory. Along similar lines, participants may assume
that the status quo or convention reflects the best-performing option, thereby interpreting any flaw in
the conventional approach as only relatively problematic. For instance, if the widely adopted choice
conventional is presumed superior performance, people may reason that a flawed non-conventional
agent must be worse. While we did not systematically manipulate performance information in our
studies, future research could address this by explicitly presenting or withholding performance data for
both options to gage how much these assumptions drive convention preference.

We acknowledge that explicitly labeling one option as the industry’s preferred choice might
create an impression of a ‘right answer’. However, this is central to our goal: to examine how the
conventional status of the error maker shapes people’s judgments. In real-world contexts, a well-
established conventional option often carries the perception of being the default or ‘correct’ approach
and replicating this dynamic was crucial for testing our hypotheses. Consequently, what might appear
as experimenter demand is closer to the real-world dynamic we sought to capture. In future research,
one could investigate naturally occurring status quo options (e.g., where algorithms are already the
standard in certain industries) or incorporate more subtle cues of conventionality and measure demand
characteristics directly.

The studies also relied heavily on controlled hypothetical scenarios which, while useful for isolating
variables, may not fully capture the complexity of real-world decision-making environments. Future
research could aim to replicate these findings in more naturalistic settings—such as actual interactions
with an algorithmic agent (e.g., an AI chatbot) to establish its conventionality—to enhance ecological
validity. To explore the effects of conventionality, we focused on specific tasks—college admissions and
quality control for sound speakers—and varied the type of task—prediction based and detection based.
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Further studies should explore a broader range and types of tasks to determine the generalizability of
our findings.

An important consideration is the unique feature of AI’s broad applicability, distinguishing it from
technological advancements with more defined scopes, such as the previously mentioned printing press
or calculators. The versatility of AI allows it to be integrated into a vast array of tasks—from navigation
and writing assistance to data processing and robotics. However, this same breadth can also imply
that familiarity with AI in one application does not necessarily translate to acceptance in another. For
instance, someone accustomed to using AI for navigation may still resist adopting AI as a writing
assistant or social companion. The broad scope of AI could both facilitate its widespread adoption and
hinder it due to resistance in unfamiliar contexts. Future research could explore whether exposure to AI
in multiple contexts reduces resistance or aversion to its adoption in new domains.

Our studies, using a simple conventionality intervention, showed that a bias against algorithms is
significantly offset when the algorithmic agent is framed as the conventional choice. These findings
suggest that algorithm aversion is highly context dependent rather than a universal bias and that
longstanding human cognitive biases—such as the preference for the status quo—play a key role.
This could in turn help explain and predict human interactions with algorithms across different
contexts. Put simply, algorithm aversion might not be as pervasive or complex as it initially appears,
and understanding these dynamics can improve our theories of human–algorithm and human–AI
interactions.
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