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Abstract
In this article, we investigate the relationship between human oversight and fairness within the evolving
framework of EU AI regulatory governance. We address two core research questions: (1) How are human
oversight and fairness related? and (2) Towhat extent does theAIAct establish a framework for humanover-
sight that effectively supports the implementation of the various dimensions of fairness? Based on a review
of interdisciplinary literature, the article identifies three normative claims linking human oversight to fair-
ness: first, that human oversight can help mitigate bias and error in AI systems; second, that it can function
as a mechanism of accountability by assigning oversight to natural persons where AI systems lack legal
liability; and third, that it can introduce human empathy and contextual sensitivity into decision-making
processes, enabling a substantive notion of fairness that takes into account individual circumstances. A crit-
ical analysis of the AI Act reveals that while these normative aspirations are acknowledged, the Act only
partially operationalises them, leaving several aspects of fairness insufficiently supported.

1. Introduction
By 2035, it is projected that 47% of jobs will be replaced by Artificial Intelligence (AI) (OECD, 2019).
Optimists suggest that AI will radically transform work by automating routine tasks. Between pre-
dictions, optimistic visions and uncertainties, however, lies the current reality. In 2025, the notion of
AI as a self-sufficient engine remains compelling but oversimplified. Either by technical limitations
and legal requirements, AI is deeply entangled with human involvement at every level: design, imple-
mentation and oversight. Perhaps, in the future, innovation may allow for the complete automation
of the design and implementation stages. Yet, the involvement of humans in AI decision-making –
particularly through oversight – is a normative and political choice. Even if automation of oversight
becomes technically feasible in any circumstance, involving human beings in complex AI ecosystems
may possibly remain a deliberate choice for several reasons, including fairness of AI outcomes.

In the legal sphere, the debate surrounding human oversight over technology has long echoed in
the circles of autonomous weapons, considering the implications of allocation of lethal artefacts to
non-human agents (Verdiesen, Santoni de Sio & Dignium, 2021). A report adopted by the European
Parliament stressed that AI-enabled weapons must always allow humans to exert meaningful control
(European Parliament, 2021).Havingmeaningful human control, in this context, results in the proper
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allocation of human responsibility and accountability over the loss of lives. In some situations, respon-
sibility and accountability are largely perceived as drivers for fairer outcomes in AI decision-making
processes (Nagtegaal, 2021).

Recently, the discussions on human oversight have expanded beyond themilitary use of AI, driven
by efforts in Brussels tomake human involvement amandatory legal requirement for deploying high-
risk AI systems, regardless of their potential lethality. Currently, legal narratives involving human
oversight andAI encompasses issues of liability (BoteroArcila, 2024), procedural safeguards to ensure
human centrism in AI (Enqvist, 2023) and scepticism about the possibility of creating a legal frame-
work that enables for meaningful human oversight in realities that are increasingly pervaded by AI
systems (Green, 2022).

Specialized literature frequently suggests that the requirement of human oversight in AI aims to
preserve human autonomy as the right of self-determination (Beck & Burri, 2024; Enqvist, 2023;
Green, 2022; Koulu, 2020; Wagner, 2019). In this same sense, non-binding EU policy documents
such as the Ethics Guidelines for Trustworthy AI also stressed the connection of human oversight
and human autonomy (HLEG AI, 2019, p.12; European Commission, 2020, p.21).

Interesting enough, the recently enacted Artificial Intelligence Act (AIA) does not explicitly state
the instrumental objective of human oversight for ensuring human autonomy. Instead, the Act speci-
fies that human oversight is primarily intended to prevent or mitigate the risks AImay pose to health,
safety and fundamental rights (Art. 14 (2), AIA).

Given these multiple interests the concept of human oversight has inspired among technologists
and human sciences, this article aims to explore the relationship between human oversight and fair-
ness within the EU AI regulatory governance. First, this focus addresses a gap in the legal literature
(Enqvist, 2023; Koulu, 2020; Sterz et al., 2024), which has overlooked how involving humans in AI
decision-making is expected to enhance fairness, according to the provisions for human oversight in
Article 14 of the Act. Article 14 tasks human overseers with the ability to understand and respond
to anomalies in high-risk AI outputs, potentially including those related to unfairness (Art. 14, (4),
AIA). Second, analysing the link between fairness and human oversight is relevant, considering that
in past landmark cases, the Court of Justice of the European Union has ruled that meaningful human
intervention in decision-making purely based on automated systems contributed to the fairness of
those decisions. The link between fairness and human intervention in automated decision-making
was established by the European Union Court of Justice (PNR C-817/19; Schufa C-634/21). This link
between fairness and human oversight, therefore, requires further reflection.

Fairness is largely understood as a multi-semantic concept in AI governance (Gerards & Xenidis,
2021, p.47;Wachter, Mittelstadt & Russels, 2021; Hacker, 2018, p.1176), serving as a proxy for various
normative ideas, such as inclusion, equal treatment, gender equality and the lack of discriminatory
impacts and biases. In this article, besides these broadly discussed dimensions of fairness, we also
focus on fairness as accountability and empathy.

Considering this backdrop, this article aims to respond to the following research questions: (i)How
are human oversight and fairness related? (ii) To what extent does the AIA establish a framework for
human oversight that effectively supports the implementation of the various dimensions of fairness?

Drawing on interdisciplinary literature, we explain that human oversight is related to fairness
in three non-exclusive normative ways. First, human oversight seeks to address AI bias to achieve
fairness as the right to non-discrimination. Second, human oversight aims to place natural persons
to oversee AI systems that themselves lack liability, thus enabling fairness as accountability. Third,
human oversight attempts to introduce empathy into AI decision-making processes, allowing for the
consideration of contextual factors that can lead to fairer outcomes. Although human oversight and
fairness may also intersect with other aspects, such as ensuring transparency of automated systems
and economic reasons, our analysis focuses on bias, accountability and empathy to allow for a more
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in-depth exploration of these dimensions.We conclude that these normative aspirations are only par-
tially embraced in the AIA due to the current allocation of oversight obligations betweenAI providers
and deployers, the lack of organizational oversight provisions, the side-effects of explainability and
transparency including over-reliance on AI and lack of provisions regarding the duration of human
oversight.

By addressing these issues, the article provides two novel contributions to the literature on AI and
human oversight. First, it describes three normative goals for human oversight that are related to
fairness. Second, it showcases how the AIA has only partially created a structure for human oversight
that will contribute to the materialization of the principle of fairness as non-discrimination, account-
ability and empathy in AI decision-making.This theoretical discussion is useful for the interpretation
and operationalization of the requirement of human oversight as regulated by the AIA in the coming
years.

2. Understanding human oversight
Beyond the context of AI, oversightmeasures have beenmobilized in several fields as a relevant aspect
of governing complex systems. In this regard, the concept of oversight refers to the process of ensuring
that organizations, technologies and individuals comply with established rules, standards, indicators
and sometimes expectations (OECD, 2021; Restrepo Amariles, 2017; Keay, 2014, p.279). It involves
various measures at both macro and micro governance levels to monitor and enforce adherence. In
some cases, oversight also aims to delegate responsibility and agency.

In the context of sociotechnical systems, oversight can be carried out either by other technologies
or by human operators (Mökander, 2023). Technological oversight is preferable in scenarios where
the scale of information to be processed and accuracy requirements go far beyond human capability,
such as monitoring electrical distribution to ensure compliance with energy standards. Alternatively,
human oversight is often implemented in scenarios such as healthcare diagnostics, and numerous
other instances where automated supervision systems alone may not sufficiently achieve the complex
objectives of oversight (Kyriakou & Otterbacher, 2023). In this matter, currently, the International
Organization for Standardization (ISO) is developing ISO/IEC AWI 42105, a set of guidelines for
human oversight of AI systems applicable to all types of organizations and throughout the AI system
life cycle.

In recent years, human oversight has gained broader attention from legal scholars across multiple
fields of law, given human intervention was placed as a mandatory legal requirement in the deploy-
ment of high-risk AI systems. This debate is not confined to the legal sphere, instead is a complex
thread of technical, moral and legal arguments.

In the following sections, we address different justifications of human oversight in AI governance
that relate to fairness in AI governance.

2.1. Arguments for human oversight as a driver of fairness
In the context of AI, the necessity of human oversight has emerged as a topic of discussion in different
areas of knowledge. Considerations relate to the involvement of human judgement as part of certain
decision-making processes, especially where significant risks to safety, discrimination or moral con-
siderations are involved. This section explores three arguments for justifying human oversight that
relate to fairness.

2.1.1. Mitigating errors
One of the technical arguments for human oversight lies in the need to enhance safety and counter-
balance potential errors or biases made by AI systems (Shneiderman, 2016). Given the focus of this
article is fairness, the following example focuses on bias.
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In migration management, AI systems are increasingly used to analyse passenger name records
and publicly available data in order to identify potential criminals on flights (Council of the EU, 2024).
Human oversight is still required in this process, given AI only generates probabilities. Police officers
reviewAI-generated analyses to determine whether a passenger should be further investigated before
entering the country. One of the alleged reasons for this is that human beings would be in measure
to counterbalance AI bias (European Commission, 2022).

The argument that human oversight may mitigate errors and ensure safety in various circum-
stances, including migration management, faces several objections for different reasons explored
further in this article (Banks, Plant & Stanton, 2019). Among these objections, there is the fact
that human overseers may (i) over rely on the AI system, (ii) lack of sufficient time which compro-
mises human judgement and (iii) lack of sufficient knowledge to challenge the AI recommendation
or prediction. Some of these objections were addressed by the AIA, including the requirement for
investment in AI literacy. Despite these objections, the extra safeguard of human oversight still seems
preferable to improve safety and mitigate errors in these circumstances, at least from the regulatory
point of view (Binns, 2020).

2.1.2. Upholdingmoral responsibility
Several voices argue that one of the main reasons for ensuring human oversight over technology
is grounded in moral responsibility (Loh & Loh, 2017; Santoni De Sio & van den Hoven, 2018).
Automated systems can have a significant impact on individuals’ health, physical integrity and funda-
mental rights. By maintaining human oversight, decisions with sensitive human and social impacts
would remain subject to human judgement. In this case, human beings can be held accountable for
actions that with the support of AI may be detrimental to others.

Human beings are held morally accountable for errors, not AI, nor machines in general. In law,
this debate was translated into legal liability (De Bruyne, Van Gool & Gils, 2022; Wagner, 2019). In
the legal arena, this binomial of human oversight and liability can be better understood if one looks
into what justifies liability, in the first place (De Bruyne & Dheu, 2023, p.54–55). Among numerous
theoretical efforts to rationally justify liability in legal systems, there are the ability to provide repa-
ration to the victim and the deterrence to act in deviation due to the consequences put in place by
liability. These abilities – providing reparation and being deterred by consequences – are inherently
human, so far.

To illustrate the argument, consider an AI system used in healthcare to diagnose diseases. If
this system produces an incorrect diagnosis, it could lead to improper treatment and harm to the
patient. By maintaining human oversight, healthcare professionals, with proper training and experi-
ence, review and confirmAI-generated diagnoses, thus holding individuals accountable for decisions
that might ultimately affect patients’ health.

2.1.3. Human oversight as amean of maintaining empathy in decision-making
In several circumstances, humanoversight is relevant formaintaining empathy, described as an ability
to deeply understand and react to others’ emotion and circumstances of life, due to emotional and
cognitive responses (Cuff et al., 2016, p.144). Obviously, AI by nature lacks emotions and feelings.
At first glance, this might seem advantageous in contexts where emotional detachment can lead to
more rational choices. But is it desirable to live in a society where all the choices are rationally made
in unempathetically manner? What does this actually mean in practice?

Consider the use of AI to assess students. A teacher notices a student consistently underperform-
ing on exams and assignments. Instead of attributing this to lack of effort, the teacher takes the time
to speak with the student and learns they are struggling with a learning disability, undiagnosed men-
tal health issues or challenges at home, such as caring for siblings. By empathizing with the student’s
situation, the teacher can offer accommodations, such as extended deadlines, alternative assessment
formats or access to support services like tutoring or counselling. This approach ensures fairness
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by recognizing and addressing the structural or personal barriers the student faces, giving them an
equitable chance to succeed.

In contrast, an approach devoid of empathy, such as rigidly applying the pre-fixed rigid standards
to all students, might fail to account for these barriers, penalizing the student unfairly and perpetu-
ating their disadvantage. Empathy, a distinctly human trait, is relevant to determining that decisions
are not only efficient but also informed by other human values such as compassion.

According to literature review and the selected arguments of the previous sections, the quest for
human oversight in the deployment of AI is driven by both practical and ethical considerations.
We enumerated that human oversight, among other reasons, aims to mitigate bias, preserve moral
responsibility and to maintain empathy in certain contexts. How do these different quests for human
oversight relate to the principle of fairness more specifically?

3. Relationship between human oversight and fairness
Even though the concept of fairness has been extensively debated in AI governance (Bellamy et al.,
2019; Lee, Floridi & Singh, 2021), the AIA, across its 144 pages, mentions fairness only five times
and defines it zero time in the legally binding part the document. In the preamble, however, recital
27 defines fairness as inclusion, promotion of equal access, gender equality, cultural diversity, lack of
discriminatory impacts and biases (Recital 27, AIA). Despite this shy definition of fairness, we argue
that the AIA provides a framework that is committed with other dimensions of fairness as defined by
the literature.

The concept of fairness is multi-semantic and serves as a proxy for various normative ideas in
AI literature. It can be understood as either substantive or procedural: substantive fairness aligns
with specific normative objectives, while procedural fairness outlines processes designed to achieve
broader goals set by policymakers or society at large (Naudts & Vedder, 2025).

3.1. Non-discrimination
In the context of decision-making, substantive fairness has been very often defined as the “absence of
any prejudice or favoritism toward an individual or group based on their inherent or acquired charac-
teristics” (Mehrabi et al., 2021, p.1). Fairness is the right to not be discriminated against (Hacker, 2018;
Wachter, Mittelstadt & Russels, 2021; Xenidis & Senden, 2020; Zarsky, 2014; Zuiderveen Borgesius,
2018). Within this dimension, fairness is the “equal and just distribution of both benefits and costs”
or the “equal opportunity in terms of access to education, goods, services and technology” (HLEGAI,
2019, p.12–13). This concept of fairness is the one mentioned in recital 27 of the AIA. This elabora-
tion of fairness is related to the normative idea that human beings are, at their very fundamental level,
equal. Therefore, efforts should be put in place to prevent and correct inequality in treatment (Binns,
2018, p.151; Hardt, Price & Srebro, 2016). In technical literature, the concept of fairness as the right
to not be discriminated against is approached in different ways. Individual fairness, for instance, is
achieved when individuals who have the same attributes receive similar AI prediction. Alternatively,
group fairness seeks to ensure that different demographic groups (e.g. defined by race or gender)
receive similar outcomes proportionally, preventing disparities in treatment or results across groups
(Hacker, 2018, p.1175; Dwork et al., 2012).

The requirement of human oversight is mandatory to high-risk AI exactly to mitigate risks to
fundamental rights, such as the right to not be discriminated against based on arbitrary reasons
(recital 66, AIA). The non-discrimination principle is at the cornerstone of fundamental rights in the
European Union. It is elevated to one of the fundamental values of the European Union in the Treaty
on the European Union (Art. 2, TEU). Accordingly, the Treaty on the Functioning of the European
Union requires the EU to combat discrimination based on sex, ethnic origin, religion or belief, disabil-
ity, age and sexual orientation, when creating and enforcing its policies (Art. 10, TFEU). Additionally,
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the EUCharter of Fundamental Rights stresses the relevance of the principle of equal treatment in the
EU legal order, by containing a specific article that prohibits discrimination on various grounds (Art.
21, EUCharter of Fundamental Rights). Given theAIAmandates the requirement of humanoversight
to mitigate risks to fundamental rights posed by high-risk AI, in our view, it is not an extrapolation
to argue that human oversight in the AIA framework also aims to address bias and illegal discrimi-
nation. This may be a high expectation, but the regulator opted to place human beings to counteract
AI unfairness.

3.2. Accountability
Beyond equitable distribution of outcomes, fairness also relates to accountability (Binns, 2018). The
AIA does not define fairness as accountability, but an extensive literature closely relates the two con-
cepts (Veale, Van Kleek & Binns, 2018; Vedder & Naudts, 2017; Johnson, 2005). Accountability refers
to the responsibility of actors to justify their decisions and be held answerable for the impact of their
systems. Accountability requires that unfair AI outcomes will result in liability. In legal terms, liability
aims at providing means for corrective actions, including the reparations of the victims and deter-
rence to act in deviation to fair standards. Human oversight facilitates the allocation of liability to
certain overseers for eventual unfair AI outcomes. This is particularly relevant because AI does not
dispose of legal personhood; therefore, AI systems cannot be held liable when in deviation to legal
rules.

Accountability is not a focus in the AIA, as it does not directly regulate liability regimes for AI
systems.1 However, because the AIA governs the allocation of obligations along the AI value chain,
including human oversight obligations for AI providers and deployers (the latter through appointed
overseers), its provisions will inevitably affect the accountability of actors across the chain in relation
to their assigned obligations.

3.3. Empathy
Human oversight is argued to maintain a certain level of empathy in AI decision-making processes,
especially when those decisions impact human beings. This can help prevent overly cold or purely
rational decision-making (Binns, 2020). Although fairness and empathy are related, they are distinct
concepts. Fairness involves treating individuals equally according to consistent standards and ensur-
ing accountability, while empathy is the human ability to understand and share others’ emotions (Cuff
et al., 2016). Nonetheless, empathy can drive humans to better grasp the nuanced context in which a
person affected by a decision finds themselves, potentially leading to fairer outcomes. For example,
an AI system tasked with making decisions purely based on objective data might not always reach
the fairest result without considering additional context.

One such example is seen in workplace accommodation. An AI lacking empathy can undermine
fairness in workplace accommodations by rigidly applying rules without considering individual cir-
cumstances. For example, if an employee is struggling to meet deadlines due to a personal loss, an
empathetic humanmanager might offer flexibility or additional support to balance fairness with pro-
ductivity. In contrast, anAI systemmight evaluate performance solely based on rigidmetrics, flagging
the employee as underperforming and triggering penalties.

3.4. Provisional conclusion and further investigation
According to this literature review, the relationship between human oversight and fairness lies in
three points. (i) Human oversight attempts to mitigate AI bias and, therefore, to achieve fairness as

1The adaption of the liability rules to the digital age is the goal of other two legislative initiatives, the AI liability Directive
(2022) and the revised Product Liability Directive (2022).
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the right to not being discriminated against. (ii) Human oversight ensures that AI systems – which
cannot be liable for harm – are overseen by individuals or legal entities who can be held legally liable,
allowing the materialization of fairness as accountability. (iii) Human oversight introduces empathy
to the decision-making process which may allow understanding of other contextual elements and
result in fairer outcomes. Having these relationships between human oversight and fairness delin-
eated, one relevant question deserves further investigation: Does the AIA establish a framework for
human oversight that enables the implementation of these three dimensions of fairness? We explore
this question in the following section.

4. Challenges and regulatory approaches to human oversight in the EU: is it ‘better
together’? From the GDPR to the AIA

While from technical and ethical perspectives human oversight over AI is argued to preserve
numerous interests and values, including equal treatment, accountability and empathy, the real-life
implementation of human oversight faces challenges.

One main challenge is the lack of meaningful human supervision, occurring when a human being
is in the loop of the automated system, but this participation is irrelevant for the final outcome, even
less for a fairer outcome. This happens, for instance, because people to whom human oversight tasks
are entrusted (i) do not have enough time to properly assess the automated decision (Wagner, 2019,
p.14); (ii) are not properly trained (Wagner, 2019, p.14) or (iii) lack formal authority to overrule the
automated decision (Brennan-Marquez, Levy & Susser, 2019, p.757).

An important contribution to the debate onmeaningful human supervision came from theArticle
29 Data Protection Working Party, in its interpretation of the General Data Protection Regulation
(GDPR). Even though, the GDPR does not explicitly mention “human oversight,” article 22 and
Recital 71 do refer to the “right to obtain human intervention” for data subjects who are subjected to
decisions based solely on automated processing, including profiling, that produce legal effects or sim-
ilarly significant impact on them. The Working Party sets a standard, by stating that when the human
has “the authority and competence to change the decision” there is “meaningful oversight” rather than
a mere “token gesture” (Article 29 Data Protection Working Party, 2018, July, p.21). Additionally, the
guidelines recommend that data controllers consider implementing a hybrid decision-making pro-
cess – or better together approach (Solove & Matsumi, 2024) – thereby increasing the level of human
intervention to ensure that the decision-making process is no longer fully automated.

The authority and competence to change the decision of the human involved in the decision-
making is also the underlying rationale of the recent judgement of the European Court of Justice on
the Schufa case (Case C-634/21, SCHUFA Holding I), which emphasized that human involvement
must be significant and capable of influencing the outcome, ensuring that the process remains fair
and transparent. In the previous PNR case (Case C-817/19), the Court examined the compliance of
automated systems processing passenger data under the PNR Directive. The decision stated that the
agents in charge of the individual review must be provided by Member States with “clear and precise
rules capable of providing guidance and support” to respect the fundamental rights of privacy, data
protection and non-discrimination.

Academic literature has further explored the mechanisms of human intervention in the context
of AI and automated systems, from a GDPR perspective. As noted by scholars like De Hert, human
oversight must go beyond mere formalities and it must involve substantive review to ensure fair-
ness and accountability (De Hert & Lazcoz Moratinos, 2021; Gil González & De Hert, 2019). Veale
and Edwards (2018) elaborate on the complexities of implementing Article 22, arguing that ensuring
effective human oversight requires not only legal compliance but also a deep understanding of the
algorithms and their potential biases. Goodman and Flaxman (2017) discuss the broader regulatory
challenges posed by Article 22, highlighting that a “right to explanation” must be paired with robust
oversight mechanisms to be truly effective.
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Along with the lack of meaningful human supervision, another, even more complex, challenge for
the real-life implementation of human oversight pertains to the feasibility and effectiveness of human
oversight as such to counterbalance AI risks (Green, 2022, p.11; Koulu, 2020, p.41).

This is the case when the human overseers are endowed with training on how the AI system
works, authority to overrule the system’s output and time to conduct their assessment, but they poorly
perform in detecting AI errors, essentially not being able to reliably oversee the AI system’s func-
tioning. This is explained by a variety of causes, related to the behavioural responses to AI systems.
Psychological pitfalls to which, as humans, we are variably subject, span from automation bias lead-
ing to over reliance on the system’s output, to confidence bias resulting, on the contrary, in under
reliance on the system’s output and more in general to the development of heuristics about the com-
petence of the system (Sterz et al., 2024, p.2501; Buçinca, Malaya & Gajos, 2021, p.2). Moreover, it
has been highlighted how the increased reliance on automation leads to the degradations of the skills
of the operators of the systems (Jones, 2020, p.11), such that being relieved from some functions do
not allow the operators (i.e. the overseers) to perform better judgements (Elish, 2019, p.50). The root
cause of the challenges to the feasibility and effectiveness of human oversight lies in the underlying
contradiction between the use, in every sphere of human life, of technologies that are structurally
meant to support or perform tasks that are better executed by machines – such as the analysis of
enormous quantity of data to identify recurrent patterns – and the need to ensure that the same not-
human-friendly tasks are effectively overseen by humans (Crootof et al., 2023, p.469; Green, 2022,
p.11; Sterz et al., 2024, p.2497; Zerilli, Knott & Maclaurin et al., 2019, p.560).

However, all is not lost. Behavioural responses to AI can be better understood and improved,
ultimately leading to more effective human oversight, as showcased by Langer, Baum and Schlicker
(2025). In particular, the authors propose a framework to identify the factors that impact on the
reliable detection of AI errors by humans, including both inaccuracies and unfair results.

Overall, what emerges from this account is that human oversight is not a panacea for the inherent
flaws posed by AI technologies. Challenges to the implementation ofmeaningful human supervision,
on the one hand, and the feasibility and effectiveness of human oversight, on the other hand, hinder
the potential of this requirement to counterbalanceAI risks. Nevertheless, the requirement for human
oversight represents a crucial component of AI governance.

4.1. Human oversight under the AIA: what is the place of fairness?
Article 14, AIA explicitly requires that high-risk AI systems must be developed and deployed in ways
that can be effectively overseen by natural persons during the period they are being used. In practice,
who are the overseers, and which qualities should they have? What should be overseen, how and
when? In essence, what is human oversight under the AIA?

And, most importantly, to what extent does the AIA establish a framework for human over-
sight that effectively supports the implementation of fairness as non-discrimination, fairness as
accountability and fairness as empathy and why does it matter?

In each of the following sections, we will start by unfolding the elements of human oversight under
the AIA in a structured way (“who,” “what,” “how,” “when”). This will allow us to better frame the
relationships between human oversight and fairness in the context of the AIA, and assess whether
the AIA provides a framework for human oversight that enables fairness, in the three dimensions of
non-discrimination, accountability and empathy that we have delineated above.

In particular, we argue that the different quests for human oversight and how they relate to the
principle of fairness matter in practical terms. We will show how the three dimensions of fairness
are relevant to a functioning human oversight and how they may influence the same interpretation,
design and implementation of human oversight in the AIA.
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4.1.1. Who are the overseers, and which qualities should they have?
The AIA foresees three categories of overseers, intervening in different capacities.

The first category consists of the AI system’s provider, namely anyone – person, public authority,
company, etc. – who either develops, places on the market or puts into service an AI system under its
name, for payment or free of charge (Art. 3 (3) (9) (11), AIA). Providersmust develop the high-riskAI
systems with operational constraints by design (Art. 14(1) and (3) and Recital 73, AIA). In fact, such
measures must be identified by the providers before the system becomes operational, in adherence
with the system’s features, as autonomy level, envisaged risks and intended use. Then, article 14(3)
gives the option to the provider to directly build the oversight measures into the system or to leave
the practical implementation to the deployer – any entity using an AI system under its authority,
excluding the use for personal non-professional activities (Art. 3(4), AIA). Thus, this first oversight
level consists of technical measures, e.g. interfaces, which are the responsibility of the provider, who
however, in application of article 9(5), has to take into consideration the expertise to be expected by
the deployer and the context of use.

The second category of overseers is the AI system’s deployer, to be intended as the organization
responsible for using the AI system in the course of a professional activity. The deployer has to (i)
select the AI system that best fits its organization (private or public entity, as per Art. 3(4) of the AIA;
(ii) if determined by the provider, implement the technical measures identified by the provider, as per
Art. 14(3) of the AIA; and (c) assign in practice the human oversight tasks to personnel endowed of
competence, training, authority and the necessary support, as per Art. 26(2) of the AIA.

The third category of overseers consists of the human operators, appointed by the deployer, to
practically carry out the oversight tasks such asmonitoring theAI systemor interpreting its output, on
behalf of the same deployer, as required byArticles 14(4) and 26(2) of theAIA.Wedefine this category
as “the appointed overseers” and we distinguish their role from that of the deployer, as the latter
intervenes in a different capacity, by selecting which AI system to use in the first place, implementing
the technical oversight measures identified by the provider and enabling the appointed overseers to
perform their tasks. Finally, the obligation to ensure AI literacy established by Article 4 of the AIA
impacts on the allocation of human oversight tasks. At all levels, human oversight must be entrusted
to persons with adequate technical knowledge, experience, education and training, allowing them to
make informed choices (Art. 3(56), Art. 4 and Recital 20, AIA).

Fundamentally, theAIA establishes a threefold structure of oversight that is in principle distributed
between AI providers (those who develop or place AI systems on the market); deployers (those who
use AI under their authority) and appointed overseers (those who practically execute oversight on
behalf of the deployer). While the provider must technically ensure that the system can be overseen,
the deployer has to execute the oversight through appointed human operators. However, the technical
burden to identify the oversight measures is entirely placed on the provider, while the deployer is
depicted as a mere executor of these measures.

How does this relate to fairness? In particular, are the fairness dimensions, explored in this arti-
cle, relevant for the “who” of human oversight and do they influence its interpretation, design or
implementation?

We argue that the distribution of oversight roles in the AIA has relevant implication for fairness
as the right to not be discriminated against and as accountability.

First, while the roles of providers, deployers and appointed overseers appear to be sequential in
time, they are not. It can be argued that providers need to continually reassess the technical oversight
measures if the system shows adaptability after deployment, as is the case with machine learning
(Laux, 2023, p.3) and deployers need to provide the appointed overseers with the necessary support
to perform their tasks, including monitoring the adequacy of the oversight measures implemented.
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Second, much of the decision-making power about the type of oversight measures to be set up is
placed on the provider, who, however, does not have all the information about the actual context of
use of the AI system at the disposal of the deployer.

As for fairness as non-discrimination, the adaptiveness of the AI system in the deployment phase
and the lack of context in which the oversight measures are identified by the provider may com-
promise the efficiency of these technical measures to address discrimination. The provider bears
the responsibility to minimize risks, including biases that could lead to discrimination. However,
as providers may not have visibility into the specific contexts of AI deployment and the AIA does
not prescribe a cooperation obligation between providers and deployers, there is potential for gaps in
addressing context-specific biases. This impacts the right to non-discrimination, as general technical
design cannot cover all nuances of fairness across diverse deployment contexts, possibly changing in
the course of the deployment.

The uneven distribution of oversight roles described above, without a proper cooperation obliga-
tion between providers and deployers, impacts fairness as accountability, as the competences assigned
respectively to providers, deployers and appointed overseers may not reflect their actual capacity to
exercise such competences, with a consequent misplacement of accountability.

In light of these considerations, setting up human oversight measures in line with the fairness
dimensions of non-discrimination and accountability implies a closer cooperation between providers
and deployers, to remedy the lack of information of the former. It is relevant to consider that Art. 72
of the AIA establishes post-marketing monitoring obligations for providers, such that providers can
acquire from deployers information on the effectiveness of the human oversight measures originally
identified and possibly adapt them. However, it can be argued that even if not explicitly required by
the AIA, dialogic mechanisms between providers and deployers should be established before the first
use of the AI system by the deployer, to design and implement appropriate oversight measures from
the very beginning.

4.1.2. What should be overseen and how?
What specifically needs to be overseen is not defined by the AIA. This is in line with the fact that
the Regulation is founded on the proportionality principle according to which “one size does not fil
all,” so the actual human oversight – including the “what” – must be proportionate to the system’s
features, risks and context of use (Art. 14(3), AIA). While the AIA does not specify the “what” of the
oversight, it contains many details about the “how” of the oversight.

First, the type of oversight required from the provider is prominently of a technical nature such
as the development of interface tools to facilitate human supervision, while organizational over-
sight measures are not explicitly mentioned (Art. 14, AIA; Lazcoz & De Hert, 2023, p.10; Smuha
& Ahmed-Rengers, 2021, p.35). Second, article 14(4) of the AIA contains a list of objectives that the
deployer – more precisely the appointed overseers – must be enabled to realize in execution of the
oversight measures identified by the provider. These objectives can be divided into two main groups:
the appointed overseers must have the capability to (i) understand and (ii) to act.

Regarding the first group, the appointed overseer must be in the position to understand the capac-
ities and the limitations of the system, be aware of the automation bias related to the overreliance on
the system’s output, correctly interpret the system’s output (Art. 14(4) (a) (b) (c), AIA).

Understanding the systems, then, should allow the appointed overseer to act, by monitoring the
system’s operation, deciding when it is better not to use the system or disregard the system’s output
and intervening during the operation or halting the system (Art. 14(4) (a) (d) (e), AIA).

The understandability and the monitoring of the system is closely related to the requirements of
transparency and explicability, enshrined byArticles 12 and 13 of theAIA (Enqvist, 2023, pp.517–518;
Green, 2022, p.6). The recording of log mandated by Article 12 allows to trace the functioning of the
system and thus facilitate the monitoring. Meanwhile, Article 13 prescribes that the system must be
designed so that the deployer can interpret the output and use it appropriately (Art. 13(1), AIA) and
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that the instructions for use made available to the deployer must include the specifications of human
oversight measures, in particular of the technical measures facilitating the interpretation of the out-
puts (Art. 13(3)(d), AIA). Therefore, transparency and explicability, on the one hand, and human
oversight, on the other, are functionally related: the overseer capability to interpret and monitor the
system can result in better transparency and explicability of the system functioning towards its users,
while only a system with good built-in transparency features can enable “effective” human oversight
(Enqvist, 2023, pp.517–518).

How does this relate to fairness? In particular, are the fairness dimensions relevant for the “what”
and “how” of human oversight and do they influence their interpretation, design or implementation?

First, we argue that fairness as non-discrimination should guide the execution of human over-
sight as per Art. 14(4) of the AIA, given that the understanding and the action upon the AI system
is meant to prevent discrimination to happen. This means in practice that the appointed overseers
must be endowed by the deployer (Art. 26(2), AIA) with contextual knowledge about the specific
situation of use of the AI system, for instance in terms of targeted people/groups of people and geo-
graphical settings. Only with a thorough awareness of the context, the appointed overseer will be able
to perform human oversight to prevent non-discrimination.

Second, fairness as accountability is undermined by the fact that the “what” and “how” of human
oversight do not require a proper organizational oversight, risking a disproportionate burden on the
appointed overseers – the last and weakest link in the oversight chain. However, Art. 26(3) of the AIA
states the deployer’s organizational freedom to implement the human oversight measures identified
by the provider.We argue that this freedomcomes alongwith the obligation of the deployer to identify
and test in the first place the oversight tasks prescribed by Art. 14(4) of the AIA, then practically
assigned to the appointed overseers. In fact, only the deployer is in the position to specify the tasks
of the overseer and to be accountable, given that it is the deployer that primarily identifies within its
organization the role assigned to the human–AI interaction.

Third, fairness as empathy is extremely relevant for the functioning of the “how” of human
oversight and may significantly influence its design and implementation.

Empathy has been described above as a vector for the human overseer to better understand and
investigate contextual elements, resulting in fairer outputs when there are peculiar circumstances that
the AI system cannot factor in its decision-making process.

While empirical research focuses on how explainability may enhance human trust in AI decision-
making (Leichtmann et al., 2023), the empathetic abilities of the overseers can be hampered by
the assumption that a more transparent or explainable system allows for (better) human oversight,
enriching what we defined the capability to understand. Research has showcased that humans tend
to look at explanations as generic evidence of the system’s competence, without engaging with them,
because of the cognitive effort required that as humans we tend to avoid (Buçinca, Malaya & Gajos,
2021, p.2). Moreover, explanations about the system’s functioning and output can be counterproduc-
tive by increasing the overseer’s trust, when the system is actually malfunctioning (Green, 2022, p.7).
Notably, the AIA does not consider these possible side-effects of the requirements of transparency
and explainability, but only the positive effects.

Similarly, as regards what we defined the capability to act, it has been studied that humans do not
usually perform well when they have to decide whether to disregard an automated output (Green,
2022, p.7) or to take over the control of the system during difficult or unexpected situations, while
the system’s functioning is regularly automated (so called hand-off problem) (Elish, 2019, pp.50, 53).
And again, the AIA does not consider the problematic aspects related to hand-off scenarios.

Ultimately, the “how” of human oversight and its procedural elements, such as counting on the
system explanation to accept or reject an AI decision, may negatively impact the human overseer
quest for empathy to better engage and investigate the contextual elements at hand.

Awareness of the possible side-effects of transparency and explainability and, more broadly, of the
mental processes set in motion by the specific human–AI interaction adopted in a given organization
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is crucial to design and implement effective human oversight measures, as explored by (Buçinca,
Malaya & Gajos, 2021; Langer, Baum & Schlicker 2025; Sterz et al., 2024; Zerilli, Knott & Maclaurin
et al., 2019). In this sense, fairness as empathy can usefully guide the interpretation of the “how” of
human oversight, by requiring providers and deployers – each with their own competences – to set
up human oversight measures that take into account human reactions to automation. For instance,
deployers could provide appointed overseers with training dedicated to the broader psychological
biases of human–AI interaction, besides automation bias.

4.1.3. When should the oversight take place?
Article 14(1) requires that human oversightmust be enabled during the period in which the high-risk
AI systems “are in use.” This indication per se is not much useful. However, the wording of the whole
Article 14 and the combined reading of Art. 9, which demands the establishment of a “continuous
iterative” process for risk management, suggest a continuative cycle of human oversight, from first
use until shutdown (Laux, 2023, p.3). In fact, functions as monitoring, halting the system and even
interpreting the output can be performed only if human oversight is enabled continuously.

What remains unclear under the AIA is the duration of the human intervention and the possible
triggers that should activate or increase human oversight (and how) (Enqvist, 2023, p.525 and ff.).

How does this relate to fairness and does fairness influence the interpretation, design or imple-
mentation of the “when” of human oversight?

We argue that the three dimensions of fairness come into play.
The (inadequate) duration of the human intervention significantly affects fairness as non-

discrimination and empathy. While it is understandable that the AIA does not prescribe a specific
timeframe, given its broad application, it could have required that, in line with the specific features
of the high-risk AI system in question, the appointed overseer must have sufficient time to conduct
human oversight. The time factor, in fact, has been emphasized as one of the conditions that can ren-
der human oversight merely symbolic (Sterz et al., 2024, p.2502; Wagner, 2019, p.115). In essence,
when the overseer lacks adequate time, the human contribution – particularly in carefully consid-
ering non-discriminatory impacts and understanding contextual elements – is diminished or even
compromised.While sectoral legislation can compensate for this shortcoming, a horizontal safeguard
in the AIA would have created a level playing field.

The choice of when human oversight takes place affects fairness as accountability. Deployers,
through appointed overseers,must be enabled to exercise oversight in any situation and should decide
when specific oversight tasks are performed. For instance, to avoid overreliance onAI system’s output,
deployersmay demand the appointed overseers to consult theAI’s output only after having conducted
an independent check. However, the technical design choices made by providers may constrain when
oversight is required, for instance by displaying the output before the appointed overseers are able to
conduct their independent checks. The recurring issues of providers’ lack of contextual knowledge
and the potential adaptiveness of the AI system in the course of the deployment jeopardize the correct
allocation of accountability for identifying the appropriate moments and specific triggers for human
oversight tasks.

Therefore, interpreting the “when” of human oversight in line with the three fairness dimensions
entails that (i) appointed overseers should be given sufficient time – for instance, based on the state-
of-the-art in the relevant domain – to perform tasks which are not continuous, like interpreting the
output and disregarding it; (ii) providers should design flexible human oversight interfaces allowing
the deployers to identify the appropriate moments and specific triggers for human oversight tasks;
(iii) deployers should instruct the appointed overseers about the duration and moments in which
human oversight tasks must be performed, through organizational measures as protocols.
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5. Final remarks
Therequirement for human oversight is prominent in theAI governance debate and has been the sub-
ject of a specific political decision by the EU, as the AIA has established human oversight obligations
for high-risk AI systems, although its implementation in practice faces challenges of meaningful-
ness, feasibility and effectiveness. Against this background, in this paper, we aimed to investigate (i)
whether there are relationships between human oversight and fairness, a focus that is less explored in
the legal literature to date, and (ii) whether and to what extent the AIA establishes a framework for
human oversight that effectively supports the implementation of different dimensions of fairness.

Building on interdisciplinary literature review on human oversight, we could establish three nor-
mative ways in which human oversight relates to fairness. First, human oversight aims to mitigate
AI bias, promoting fairness as the right to non-discrimination. Second, since AI systems themselves
cannot be held liable for harm, human oversight ensures accountability by placing responsibility on
individuals or legal entities who can be held accountable, thus enabling fairness as accountability.
Third, by integrating empathy into the decision-making process, human oversight enables a deeper
understanding of contextual factors, potentially leading to fairer outcomes in certain situations.

By drawing conclusions from our assessment of the human oversight infrastructure of the AIA
vis-à-vis the three fairness dimensions, we argue that the AIA only partially supports these normative
aspirations. The analysis conducted highlights (i) the uneven and strict distribution of oversight roles
among providers, deployers and appointed overseers, which overlooks the importance of contextual
information and the possible adaptiveness of AI systems during the deployment; (ii) the prominent
technical nature of the human oversight prescribed and the lack of explicit reference to organizational
measures; (iii) the lack of consideration of the possible side-effects of transparent and explainable AI
systems and of the other mental processes set in motion by the specific human–AI interaction; and
(iv) the lack of safeguards on the duration of the human intervention.

These four factors put at risk the achievement of fairness, in its three dimensions. Non-
discrimination is affected because of the strict distribution of oversight roles leading to general
technical oversight and because of the absence of safeguards on the duration of human interven-
tion. Accountability is undermined due to the distribution of oversight roles which does not reflect
the actual capacities and knowledge of each category of overseers and due to the lack of organizational
oversight. Empathy may be compromised because mental processes – besides automation bias – trig-
gered by human–AI interaction are not considered and the adequate duration of human intervention
is not safeguarded.

Nevertheless, we consider the relationship between human oversight and fairness a valid guid-
ance for interpreting the human oversight measures prescribed by the AIA and implementing them
in view of the defined goals of non-discrimination, accountability and empathy. In this way, the weak-
nesses of the AIA can be addressed, and the three fairness dimensions acquire practical relevance for
a functioning human oversight.

To remedy the strict distribution of competences made by the AIA, cooperation mechanisms
between providers and deployers should be established, even before the first use of the AI system,
and providers should design flexible interfaces for human oversight allowing deployers to make all
the necessary adjustments. Deployers should identify and test in the first place the oversight tasks
and instruct the appointed overseers on the duration and triggers of the human intervention, reme-
dying the lack of organizational oversight and safeguards on duration. Finally, the mental processes
set in motion by human–AI interaction should be carefully considered by providers and deploy-
ers implementing human oversight measures and ad hoc-training should be provided to appointed
overseers.

Ultimately, implementing the human oversight measures prescribed by the AIA in view of the
defined goals of fairness as non-discrimination, accountability and empathy positively addresses the
challenges to meaningfulness, feasibility and effectiveness of human oversight.
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Those we have proposed are only examples of actions that even if not mandated by the AIA, are
nonetheless possible – and we argue necessary – in view of its implementation through the expected
EU Commission Guidelines (Art. 96(1)(a), AIA), harmonized standards and common specifications
(Art. 40 and 41, AIA) and even Codes of conduct for non-high risk AI (Art. 95, AIA).
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