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A CLUB GUESSING TOOLBOX I

TANMAY INAMDAR AND ASSAF RINOT

Abstract. Club guessing principles were introduced by Shelah as a weakening of Jensen’s
diamond. Most spectacularly, they were used to prove Shelah’s ZFC bound on 2ℵ� . These
principles have found many other applications: in cardinal arithmetic and PCF theory; in the
construction of combinatorial objects on uncountable cardinals such as Jónsson algebras,
strong colourings, Souslin trees, and pathological graphs; to the non-existence of universals
in model theory; to the non-existence of forcing axioms at higher uncountable cardinals; and
many more.

In this paper, the first part of a series, we survey various forms of club guessing that
have appeared in the literature, and then systematically study the various ways in which a
club guessing sequence can be improved, especially in the way the frequency of guessing is
calibrated.

We include an expository section intended for those unfamiliar with club guessing and
which can be read independently of the rest of the article.

§1. Introduction.

1.1. Motivation. In this paper, we initiate a study of various aspects and
forms of club guessing. Our definitions are quite general, and in order to
motivate them we start with a brief survey of the various forms of club
guessing that have appeared in the literature as well as their applications. All
undefined notation can be found in Section 1.4, but we remind the reader
right away that for a pair � < κ of infinite regular cardinals, Eκ� := {� <
κ | cf(�) = �}, and Eκ�=� := {� < κ | cf(�) �= �}.

Shortly after Jensen constructed Souslin trees in L [34], he isolated
a combinatorial principle named diamond, which is sufficient for the
construction.
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304 TANMAY INAMDAR AND ASSAF RINOT

Fact 1.1 [35]. In Gödel’s constructible universe L, for every regular
uncountable cardinal κ and every stationary S ⊆ κ, there is a sequence
�A = 〈A� | � ∈ S〉 which is a ♦(S)-sequence, that is:

(i) for every � ∈ S, A� is a subset of �;
(ii) for every subset A ⊆ κ, the set {� ∈ S | A� = A ∩ �} is stationary in κ.

It is easy to see that for S ⊆ κ as above, ♦(S) implies that 2<κ = κ, and
hence diamond is not a consequence of ZFC. In contrast, the following
result of Shelah [62], which is the most well-known club guessing result, is a
theorem of ZFC.

Fact 1.2 [62]. Suppose that � < �+ < κ are infinite regular cardinals. Then
there is a sequence �C = 〈C� | � ∈ Eκ� 〉 such that:

(i) for every � ∈ Eκ� , C� is a club in �;
(ii) for every club D ⊆ κ, the set {� ∈ S | C� ⊆ D} is stationary in κ.

In particular, unlike the ♦ principle or its descendants the ♣ and |•
principles (see [12, 46]), the focus is not on predicting arbitrary or even
just cofinal subsets of κ, but rather only the closed and unbounded subsets
of κ. This makes the task of guessing easier, since the collection of club
subsets of κ generate a normal κ-complete filter.

The most famous application of Fact 1.2 is Shelah’s PCF bound (see [61]
or [1, Theorem 7.3]):

2ℵ� ≤ max{2ℵ0 ,ℵ�4}.

Apart from upper bounds on cardinal exponentiation, Fact 1.2 has many
other uses in PCF theory. As an example from the basic theory, in obtaining
exact upper bounds for sequences of ordinal functions (see [1, Lemma 2.19]),
in fact showing that there are stationary sets consisting of points of large
cofinality in the approachability ideal I [�] (see [15, Section 3]). Outside of
PCF theory, there are applications of Fact 1.2 to the universality spectrum of
models [13, 37, 73], cardinal invariants of the continuum [84, 85], cardinal
invariants at uncountable cardinals [6, 22], to the study of the Boolean
algebra P(�)/[�]<� for � singular of countable cofinality [39], to showing
the incompactness of chromatic number [72], to obtain a refinement of the
downwards Löwenheim–Skolem Theorem [20], to study the saturation of
the non-stationary ideal on P�(κ) [76], to obtain two-cardinal diamond
principles in ZFC [43, 74, 77, 79], to obtaining consequence of forcing
axioms [70], to obtain limitative results on forcing [60, 81], to constructing
graphs with a prescribed rate of growth of the chromatic number of its finite
subgraphs [40]. That Fact 1.2 is a theorem of ZFC also imposes important
limitations on the theory of forcing axioms at successors of uncountable
cardinals (see, for example, [45, 67, 68]).
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A CLUB GUESSING TOOLBOX I 305

While club guessing was motivated by finding a weak substitute for
the diamond principle, in [71], Shelah, using arguments that materialized
through the development of the theory of club guessing, proved the next
theorem on diamond, concluding a 40-year-old search for such a result (see
the review in [48]).

Fact 1.3 [71]. Let � be an uncountable cardinal, and let S ⊆ E�+

�=cf(�) be
stationary. The following are equivalent:

(1) 2� = �+;
(2) ♦(S).

Apart from Fact 1.2, there are other, finer, forms of club guessing which
are less well-known and yet altogether have a variety of applications. For
instance, Fact 1.2 says nothing about the case κ = �+. For this, we have the
following result of Shelah.

Fact 1.4 [62, Claim 2.4]. There is a sequence �C = 〈C� | � ∈Eℵ2
ℵ1
〉 such that:

(i) for every � ∈ Eℵ2
ℵ1

, C� is a club in � of ordertype �1;

(ii) for every club D ⊆ ℵ2, there is a � ∈ Eℵ2
ℵ1

such that the following set is
cofinal in �:

{� < � | min(C� \ (� + 1)) ∈ D ∩ Eℵ2
ℵ1
}.

To compare the preceding with Fact 1.2, we see two differences in the
corresponding Clause (ii). The first, here we require a single � instead of
stationarily many, however, this is easily seen to be equivalent.1 Second,
which is more important, instead of requiring C� to be a subset of D, we
now merely require that the intersection of D with (Eℵ2

ℵ1
and) the set nacc(C�)

of all non-accumulation points of C� to be cofinal in �. This choice is not
arbitrary. For club many � ∈ Eℵ2

ℵ1
, both the set acc(C�) of all accumulation

points of C� and the set D ∩ � are clubs in �, and hence acc(C�) ∩D is
trivially cofinal in �.

Consider now another example due to Shelah concerning the case κ = �+

(see [78], for a short proof):

Fact 1.5 [66, Claim 3.5]. There is a sequence �C = 〈C� | � ∈ Eℵ2
ℵ1
〉 such

that:

(i) for every � ∈ Eℵ2
ℵ1

, C� is a club in � of ordertype �1;

(ii) for every club D ⊆ ℵ2, there is a � ∈ Eℵ2
ℵ1

such that the following set is
stationary in � :

{� < � | min(C� \ (� + 1)) ∈ D}.

1This equivalence is true in greater generality; see the discussion at the end of Section 2.
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306 TANMAY INAMDAR AND ASSAF RINOT

Comparing the two, we see that Fact 1.4 features a sequence where the
guessing is measured against the ideal J bd[�] of bounded subsets of �,
whereas here we measure against the nonstationary ideal NS� . However,
Fact 1.4 features a sequence which guesses clubs relative to the set Eℵ2

ℵ1
, and

for this reason the two results are incomparable. In this paper, a join of the
two results is obtained.

Note that so far we have always required that the clubs C� have the
minimal possible ordertype of cf(�). The small ordertype requirement is
trivially gotten for a sequence that guesses as in Clause (ii) of Fact 1.2. In
other cases, however, obtaining that the local clubs have a small ordertype
requires extra care (see, for example, [36, Theorem 9], where the weaker
form of Fact 1.4 is proved where one requires each of the C� to merely have
size ℵ1). As a sample application, we mention that in [23], a strong form
of club guessing at ℵ1 with minimal ordertype is used to construct a small
Dowker space.

However, attention should not be restricted only to guessing with minimal
ordertypes. At the level of ℵ1, the ordertypes of guessing sequences play a
crucial role in separating forcing axioms at ℵ1 in [64, Chapter XVII], and
later in [3] as well. At higher cardinals, guessing sequences �C with very large
ordertypes are useful for getting a pathological graph G( �C ) with maximal
chromatic number [53]. An open question concerning guessing sequences of
maximal ordertype is stated in [52, Question 2]. For an extended discussion,
see the introduction to [54].

At a cardinal κ that is a limit or a successor of a limit, another type of
relative club guessing has shown to be useful, where the guessing feature
stipulates additional conditions on the sequence 〈cf(�) | � ∈ nacc(C�)〉. In
[25, 62], the additional condition is that this sequence is strictly increasing
and converging to |�|. This is used to construct colourings satisfying strong
negative square bracket partition relations [17, 18]. An earlier construction
(see [62] or [15, Theorem 5.19]) requires that the sequence 〈cf(�) | � ∈
nacc(C�)〉 have cofinally many cardinals carrying a Jónsson algebra. This
is used to construct Jónsson algebras at κ. Note that the existence of a
club guessing sequence of large ordertypes in ZFC would give rise to such
sequences, in particular, solving [18, Question 2.4] in the affirmative.

We move on to the next example, this time a question of Shelah.

Question 1.6 [65, Question 5.4]. Let � < �+ = κ be regular uncountable
cardinals. Is there a sequence �C = 〈C� | � ∈ Eκ� 〉 such that:

(i) for every � ∈ Eκ� , C� is a club in � of ordertype �;
(ii) for every club D ⊆ κ, there is a � ∈ Eκ� such that the following set is

stationary in �:

{� < � | �1, �2 ∈ D, where �1 := min(C� \ (� + 1)) &

�2 := min(C� \ (�1 + 1))}.
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Compared to Fact 1.5, here we require that for stationarily many � < �,
two consecutive non-accumulation points following � are in the club D. Shelah
mentions (without proof) that this slight strengthening of Fact 1.5 combined
with GCH allows for the construction of a κ-Souslin tree. This is related to
the open problem of whether GCH implies the existence of an ℵ2-Souslin tree
(see [56]), and the earlier work of Kojman and Shelah on that matter [38].

Here we shall prove that at the level ofℵ2, an affirmative answer to Shelah’s
question follows from the existence of a sequence as in Fact 1.4 in which
D ∩ Eℵ2

ℵ1
in Clause (ii) is replaced by D ∩ Eℵ2

ℵ0
. However, Asperó has

answered Shelah’s question negatively [2]. Getting this failure together with
the GCH remains open.

The feature of guessing consecutive points has other applications in the
construction of Souslin trees: in [11, Section 5], the feature of guessing with
two consecutive points allowed to reduce a ♦(κ) hypothesis from [7] to just
κ<κ = κ. In [8], a feature of guessing with�-many consecutive points is used
to construct Souslin trees with precise control over their reduced powers.

Returning to the discussion after Fact 1.5, there is another way to impose
that the set of good guesses be ‘large’. Here is an example, again due to
Shelah.

Fact 1.7 [63, Claim 3.10]. Suppose that κ = �+ for a regular uncountable
cardinal � that is not strongly inaccessible. Then, there is a sequence 〈h� :
C� → � | � ∈ Eκ� 〉 such that:

(1) for every � ∈ Eκ� , C� is a club in � of ordertype �;
(2) for every club D ⊆ κ, there is a � ∈ Eκ� such that∧

n<�

sup{� < � | min(C� \ (� + 1)) ∈ D ∩ h–1
� {n}} = �.

This result is used in [51, Section 2] in producing a strong oscillation
with � many colours, sufficient to derive strong colourings [51, Section 3]
and transformations of the transfinite plane [58]. Any improvement of the
above result that partitions the club guessing into � many pieces immediately
translates to getting a strong oscillation with � colours. This also connects to
our previous discussion on guessing sequences 〈C� | � ∈ S〉 with very large
ordertypes, since the number of pieces into which C� may be partitioned is
bounded by |C� |.

We shall later show that for the purpose of obtaining such partitioned club
guessings, the move from the unbounded ideal to the non-stationary ideal as
in Fact 1.4 to Fact 1.5 is beneficial. Sufficient conditions and applications to
an even stronger form of partitioned club guessing in which there is global
function h : κ → � such that h� = h�C� for all �may be found in [62, Section
3] and [41, Theorem 4.20].

A very useful feature of club guessing sequences we have so far ignored
is coherence. Coherent club guessing sequences have been applied to set
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308 TANMAY INAMDAR AND ASSAF RINOT

theory of the real line [5], and to cardinal invariants of the continuum [75].
Coherent club guessing sequences were also used to show the non-existence
of a natural forcing axiom [69] and to construct strong colourings [50, 59].
Weakly coherent club guessing at the level of ℵ1 has been used to define
a pathological topology on the real line [83], and weakly coherent club
guessing at the level of a successor �+ of a singular cardinal �was used in [9,
Section 2.1] to prevent �-distributive �+-trees from having a cofinal branch,
thus, yielding nonspecial �+-Aronszajn trees.

The above is hardly an exhaustive list of applications of club guessing but
merely a selection biased by the themes of this paper. Additional key results,
including those from [14, 19, 21, 29] will be discussed in Part II of this series.
Another caveat is that in this paper we shall only be concerned with getting
club guessing results at κ ≥ ℵ2. The behavior of club guessing at the level
of ℵ1 is entirely independent of ZFC, and we refer the reader to [4, 16, 24,
30–32, 44] for more on that matter.

1.2. The results. Throughout the paper, κ stands for an arbitrary regular
uncountable cardinal; �, 	, 
 are (possibly finite) cardinals ≤ κ, � and �
are infinite cardinals < κ, �, 
 are nonzero ordinals ≤ κ, and S and T are
stationary subsets of κ. We shall sometimes implicitly assume that S consists
of nonzero limit ordinals.

Definition 1.8. A C-sequence over S is a sequence �C = 〈C� | � ∈ S〉 such
that, for every � ∈ S, C� is a closed subset of � with sup(C�) = sup(�). It is
said to be �-bounded if otp(C�) ≤ � for all � ∈ S.

Our first main result fulfills the promise of finding a join of Facts 1.4
and 1.5.

Theorem A. For every successor cardinal �, there exists a �-bounded C-
sequence �C = 〈C� | � ∈ E�

+

� 〉 satisfying the following. For every clubD ⊆ �+,
there is a � ∈ E�+

� such that the following set is stationary in � :

{� < � | min(C� \ (� + 1)) ∈ D ∩ E�+

� }.
Our next result deals with coherent guessing sequences.

Theorem B. For every cardinal � ≥ �� such that �(�+) holds, for all
stationary subsets S,T of �+, there exists an �∗-coherent C-sequence �C =
〈C� | � < �+〉 such that, for every club D ⊆ �+, there is a � ∈ S such that
sup(nacc(C�) ∩D ∩ T ) = �.

The next two results address the problem of partitioning a given club
guessing sequence into � many pieces as in Fact 1.7.2

2The related problem of using a given club guessing sequence to produce another club
guessing sequence that admits a partition is also addressed in this paper. See Theorem 4.12
and the introduction to Section 6.
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Theorem C. Suppose that for each � ∈ Eκ� , J� is some �-complete ideal over
�, where � is regular uncountable, and suppose that �C = 〈C� | � ∈ Eκ� 〉 is a
given �-bounded C-sequence satisfying that for every club D ⊆ �, there exists
� ∈ Eκ� such that

{� < � | min(C� \ (� + 1)) ∈ D ∩ T} ∈ J+
� .

Any of the following hypotheses imply that there exists a map h : �→ �
such that for every club D ⊆ �, there is a � ∈ Eκ� such that, for every � < �,

{� < � | h(otp(C� ∩ �)) = � & min(C� \ (� + 1)) ∈ D ∩ T} ∈ J+
� .

(i) � = � = �<� and � is a successor cardinal;
(ii) � = �, ♦(�) holds, and � is not Mahlo;

(iii) � = �, ♦∗(�) holds, and each J� is normal;
(iv) � < � is regular and � is not greatly Mahlo;
(v) � < � is regular and there is a �-Aronszajn tree.

Theorem D. Under the same setup of the previous theorem, any of the
following hypotheses imply that there exists a sequence of maps 〈h� : �→
� | � ∈ Eκ� 〉 such that for every club D ⊆ �, there is a � ∈ Eκ� such that, for
every � < �,

{� < � | h�(otp(C� ∩ �)) = � & min(C� \ (� + 1)) ∈ D ∩ T} ∈ J+
� .

(i) ♦∗(�) holds and � = �;
(ii) � is not strongly inaccessible, and � is the least to satisfy 2� ≥ �;
(iii) � is strongly inaccessible, not ineffable, and � < �;
(iv) � is not greatly Mahlo, and � < �.

Our last result fulfills the promise to show that at the level of ℵ2 an
affirmative answer to Question 1.6 follows from the existence of a sequence
as in Fact 1.4 in which D ∩ Eℵ2

ℵ1
in Clause (ii) is replaced by D ∩ Eℵ2

ℵ0
.

Theorem E. For every successor cardinal �, if there exists a �-bounded
C-sequence �C = 〈C� | � ∈ E�+

� 〉 such that for every club D ⊆ �+, there is
a � ∈ E�+

� such that sup(nacc(C�) ∩D ∩ E�+

<�) = �, then there exists a �-
bounded C-sequence �C = 〈C� | � ∈ E�

+

� 〉 such that for every club D ⊆ �+,
there is a � ∈ E�+

� such that the following set is stationary in � :

{� < � | �1, �2 ∈ D where �1 := min(C� \ (� + 1)) &
�2 := min(C� \ (�1 + 1))}.

1.3. Organization of this paper. The aim of Section 2 is to give the reader
a tour of the basic methods for proving club guessing theorems. The purpose
is introductory, and with one exception, all the results we prove are not new,
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310 TANMAY INAMDAR AND ASSAF RINOT

though some of them are not widely known. In particular, we give a proof
of Fact 1.2. In Section 2.1 our main definition, Definition 2.2, can be found.

In Section 3, our theme is to obtain club guessing sequences with
additional coherence properties. This is done by starting with an arbitrary
C-sequence with some degree of coherence, and then improving it to make it
guess clubs as well, all the while preserving the coherence. This allows us to
obtain ‘coherent forms’ of known results such as Fact 1.4. At the end of the
section, we record the results which can be obtained by the same proofs, but
without any assumptions of coherence on the initial C-sequence. A proof of
Theorem B can be found in this section.

In Section 4, we consider partitioned club guessing. We show how the
colouring principles of [26, 27] allow us to not just obtain partitioned club
guessing, but in fact partition club guessing (recall footnote 2). Furthermore,
using these colouring principles allows us to separate the combinatorial
content from the club guessing content in previous results about partitioned
club guessing (see [63, Lemma 3.10]). A proof of Theorem C can be found
here.

In Section 5, we turn to the problem of guessing many consecutive non-
accumulation points as in the discussion surrounding Question 1.6. We show
how a sequence guessing clubs relative to points of small cofinality can be
modified for this purpose.

In the last section, Section 6, our focus is on improving the quality of the
guessing calibrated against the ideal. Mainly, our focus is moving from the
unbounded ideal to the non-stationary as in the move from Fact 1.4 to Fact
1.5. Similar ideas also allow us to improve some results from Section 4. The
proofs of Theorems A, D, and E can be found here.

1.4. Notation and conventions. We have already listed some conventions in
the beginning of Section 1.2. Here, we list some more. Let log
(�) denote the
least cardinal � ≤ � such that 
� ≥ �. For sets of ordinals A,B , we denote
A� B := {(α, �) ∈ A× B | α < �} and we identify [B]2 with B � B . For
� > 2, [κ]� simply stands for the collection of all subsets of κ of size �. For
sets of ordinals A,B , we write A � B iff there exists an ordinal � such that
A = B ∩ �; we writeA �∗ B iff there exists a pair of ordinals � < � such that
A \ � = B ∩ [�, �).

Let Eκ� := {α < κ | cf(α) = �}, and define Eκ≤� , E
κ
<� , E

κ
≥� , E

κ
>� , E

κ
�=�

analogously. For a stationary S ⊆ κ, we write Tr(S) := {α ∈ Eκ>� | S ∩
α is stationary in α}.

For a set of ordinals A, we write ssup(A) := sup{α + 1 | α ∈ A},
acc+(A) := {α < ssup(A) | sup(A ∩ α) = α > 0}, acc(A) := A ∩ acc+(A),
nacc(A) := A \ acc(A), and cl(A) := A ∪ acc+(A). A functionf : A→ Ord
is regressive iff f(α) < α for every nonzero α ∈ A. A function f : [A]2 →
Ord is upper-regressive iff f(α, �) < � for every pair (α, �) ∈ [A]2.
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§2. Warming up. In this introductory section we have two tasks. The
first is to introduce our main definition, Definition 2.2, and the second is
to familiarise the reader with the basic idea of all club guessing proofs,
the method of ‘collecting counterexamples’.3 The former is achieved in
Section 2.1.

For the latter purpose, we provide in Section 2.2 a proof of some known
club guessing results including the most famous, Fact 1.2. In the process
we hope to make the reader comfortable with Definition 2.2. However, we
stress that the full generality of Definition 2.2 is not needed in Section 2.2.

2.1. Preliminaries. The aim of our main definition, Definition 2.2, is to
provide a language that is able to differentiate between all of the club guessing
principles we have met in Section 1.1. While there are numerous parameters
in the definition, we hope to have convinced the reader with the examples
from Section 1.1 that all of them have been found fruitful from the point of
view of applications.

Definition 2.1 [7]. For a set of ordinals C, write

succ
(C ) := {C (j + 1) | j < 
 & j + 1 < otp(C )}.
In particular, for all � ∈ C such that sup(otp(C \ �)) ≥ 
, succ
(C \ �)

consists of the next 
-many successor elements of C above �.
Throughout the paper, we shall be working with some sequence

�J = 〈J� | � ∈ S〉 such that, for each � ∈ S, J� is a cf(�)-additive proper
ideal over � extending J bd[�] := {B ⊆ � | sup(B) < �}.

Definition 2.2 (Main definition). CG�(S,T, 
, �J ) asserts the existence of
a �-bounded C-sequence �C = 〈C� | � ∈ S〉 such that, for every club D ⊆ κ
there is a � ∈ S such that

{� < � | succ
(C� \ �) ⊆ D ∩ T} ∈ J+
� .

Convention 2.3. We will often simplify the notation by omitting some
parameters, in which case, these parameters take their weakest possible
values. Specifically, if we omit �, then we mean that � = κ; if we omit �J ,
then we mean that �J = 〈J bd[�] | � ∈ S〉, if we omit �J and 
, then we mean
that 
 = 1 and �J = 〈J bd[�] | � ∈ S〉.

The following propositions collect some evident properties of CG.

Proposition 2.4 (Monotonicity). Suppose that CG�(S,T, 
, 〈J� | � ∈ S〉)
holds, as witnessed by a sequence �C . Then, assuming all of the following

3As Shelah puts it in [62]: “The moral is quite old-fashioned: if you work hard and continue
to try enough times, correcting and recorrecting yourself you will eventually succeed.”
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312 TANMAY INAMDAR AND ASSAF RINOT

conditions are satisfied, �C also witnesses that CG�′(S ′, T ′, 
 ′, 〈J ′� | � ∈ S ′〉)
holds.

(i) � ≤ �′;
(ii) S ⊆ S ′;

(iii) T ⊆ T ′;
(iv) 
 ≥ 
 ′;
(v) for each � ∈ S ′, J ′� ⊇ J� . �

Proposition 2.5 (Indecomposability). Suppose that CG�(S,T, 
, �J ) holds,
as witnessed by a sequence �C .

(1) For every regressive map f : S → κ, there exists some i < κ such that
�C restricted to Si := f–1{i} witnesses CG�(Si , T, 
, �J ).

(2) For every decomposition T =
⊎
i<� Ti , if S ⊆ Eκ>� , then there exists

some i < � such that �C witnesses CG�(S,Ti , 
, �J ). �

2.2. A tour of club guessing. Most of the results in this article will have
the following format: we shall assume the existence of a C-sequence �C
witnessing a certain form of club guessing, and then we shall improve or
modify this �C so that it satisfies another form of club guessing, or such
that it has some other properties. For example, Proposition 2.4 suggests to
us that starting from �C witnessing CG�(S,T, 
, 〈J� | � ∈ S〉), we may look
into the possibility of reducing �, or shrinking S or T, or increasing 
, or
enlarging the ideals in 〈J� | � ∈ S〉, all the while preserving the guessing
properties of �C . We shall be considering these problems and other similar
ones in this article.

What is important in all this is our ability to modify a given C-sequence to
satisfy other, or additional, properties. In this section we shall present some
of the standard techniques that one uses to make such modifications, and
we do this by giving a proof of Fact 1.2 (Corollary 2.14). As our purpose is
introductory, we avoid giving the most direct proofs and focus instead upon
the gradual process of improving the guessing.

We then move on to proving a less-known theorem of Shelah that
CG(S, κ) holds for every stationary subset S of every regular cardinalκ ≥ ℵ2

(Theorem 2.15). An advantage of this theorem is that it will be the first result
we will see which also applies to the case when κ is a Mahlo cardinal and S
is a stationary set of regular cardinals.

We finish by giving in Proposition 2.22 an example of how a prediction
principle weaker than ♦ consisting of a matrix of sets can be modified to
obtain a club guessing principle. This will also give us an example of a result
involving the second parameter, the set T in the notation of Definition 2.2.

We begin by considering a very weak variation of CG�(S,T ).
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Definition 2.6. CG�(S,T, –) asserts the existence of a �-bounded
C-sequence, 〈C� | � ∈ S〉 such that, for every club D ⊆ κ there is a � ∈ S
with sup(C� ∩D ∩ T ) = �.

The following might be obvious, but since we have just begun, we give a
detailed proof.

Proposition 2.7. For every triple of regular cardinals 	 < � < κ, for
every stationary S ⊆ Eκ� , any �-bounded C-sequence over S witnesses
CG�(S,Eκ	, –).

Proof. Let S ⊆ Eκ� be stationary, and let 〈C� | � ∈ S〉 be a �-bounded
C-sequence. Given a club D in κ, pick � ∈ S ∩ acc(D). Since cf(�) = �
which is a regular uncountable cardinal, D ∩ � is club in �. Pick a closed
and unbounded subset B� of � of ordertype � such that B� ⊆ D. Since C�
is also club in �, and � has uncountable cofinality, B� ∩ C� is as well club
in �. Let 〈a�(i) | i < �〉 be the increasing enumeration of C� ∩D� . As this
is an increasing and continuous sequence, it is clear then that for every
j ∈ acc(�), cf(a�(j)) = cf(j). Since 	 < �, the set E�	 is cofinal in �, and so
for every j ∈ E�	, a�(j) ∈ Eκ	 . It follows that {a�(j) | j ∈ E�	} is a subset of
C� ∩D ∩ E�	 which is unbounded in �. �

Our goal now is to show that if �+ < κ, then CG�(S,T, –) implies that
there is a C-sequence 〈C� | � ∈ S〉 with the property that for every club
D ⊆ κ, the set {� ∈ S | C� ⊆ D} is stationary. In doing so, the challenge lies
in improving instances of “sup(C� ∩D) = �” into instances of “C� ⊆ D”. A
natural approach is to shrink each clubC� into a smaller club in �, say Φ(C�).
In an ideal scenario, a single such act of shrinking will be enough and we will
have our result. If the scenario is not so ideal, we would hope that Φ(C�) is
at least ‘better’ than C� , or ‘takes care of the requirements imposed by more
clubs’ than C� (we will be more precise momentarily). A common strategy
in club guessing is to assume that there are no such ideal scenarios, and
then in this case perform this shrinking process (equivalently, improvement
process) iteratively for long enough that a contradiction results.

We return to precision. We shall need the following operator in what
follows for purposes we have already hinted at.

Definition 2.8. For a subset B ⊆ κ, we define the operator ΦB : P(κ) →
P(κ) by letting for all x ⊆ κ,

ΦB(x) :=

{
cl(x ∩ B), if sup(x ∩ B) = sup(x);
x \ sup(x ∩ B), otherwise.
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We list a few useful properties of ΦB :

(i) sup(ΦB(x)) = sup(x).
(ii) If sup(x ∩ B) = sup(x), then nacc(ΦB(x)) is a cofinal subset of
x ∩ B .

(iii) If x is a closed subset of sup(x), then ΦB(x) ⊆ x and otp(ΦB(x)) ≤
otp(x).

Lemma 2.9. Suppose that �C = 〈C� | � ∈ S〉 witnesses CG�(S,T, –), where
S and T are stationary subsets of κ. If �+ < κ, then there exists a clubD ⊆ κ
such that 〈ΦD∩T (C�) | � ∈ S〉 witnesses CG�(S,T, κ).

Proof. Without loss of generality, S ⊆ acc(κ). Suppose that the conclu-
sion does not hold. In this case, for every clubD ⊆ κ, there is a club FD ⊆ κ
such that, for every � ∈ S,

sup(nacc(ΦD∩T (C�)) \ (FD ∩ T )) = �.

Here, we use that

otp(nacc(ΦD∩T (C�))) ≤ otp(ΦD∩T (C�)) ≤ otp(C�) ≤ � < κ.

We construct now a ⊆-decreasing sequence 〈Di | i ≤ �+〉 of clubs in κ as
follows:

(i) D0 := κ;
(ii) Di+1 := Di ∩ FDi ;

(iii) for i ∈ acc(�+ + 1), Di :=
⋂
i ′<i Di ′ .

Since �+ < κ, all these are club subsets of κ. As �C witnesses CG�(S,T, –), let
us now pick � ∈ S with sup(C� ∩D�+ ∩ T ) = �. In particular, for all i < �+,
sup(C� ∩Di ∩ T ) = sup(C�), so that ΦDi∩T (C�) = cl(C� ∩Di ∩ T ). Now,
as 〈Di | i < �+〉 is ⊆-decreasing, so is 〈C� ∩Di ∩ T | i < �+〉. But otp(C�) ≤
�, so we may find some i < �+ such that C� ∩Di ∩ T = C� ∩Di+1 ∩ T .

By the choice of FDi , and since Di+1 ⊆ FDi , we have that

sup(nacc(ΦDi∩T (C�)) \ (Di+1 ∩ T )) = �.

However, nacc(ΦDi∩T (C�)) ⊆ C� ∩Di ∩ T = C� ∩Di+1 ∩ T , which is a
contradiction. �

So CG�(S,T, –) implies CG�(S,T, κ), provided that �+ < κ. Likewise,
CG(S,T, κ) holds whenever there is a witness �C = 〈C� | � ∈ S〉 to CG(S,T )
such that |C� | < � for club many � ∈ S.

The instance CG(S,T, 
) with 
 = κ is sometimes dubbed tail club
guessing. The next lemma derives a stronger form of guessing from tail
club guessing.
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Lemma 2.10. CG(S,T, κ) holds iff there is a C-sequence 〈C� | � ∈ S〉 such
that:

(i) for every � ∈ S, otp(C�) = cf(�);
(ii) for every clubD ⊆ κ, the set {� ∈ S | nacc(C�) ⊆ D ∩ T} is stationary.

Proof. Only the forward implication requires an argument. Let �C =
〈C� | � ∈ S〉 be a CG(S,T, κ)-sequence. For every i < κ, we define the
operator Φi : P(κ) → P(κ) by letting for all x ⊆ κ,

Φi(x) :=

{
x, if x ⊆ i ;
x \ i, otherwise.

It is clear that Φi(x) is a cofinal subset of x, and nacc(Φi(x)) ⊆ nacc(x).
Furthermore, if x is club in its supremum, then so is Φi(x).

Claim 2.10.1. There exists i < κ such that, for every club D ⊆ κ, the set
{� ∈ S | nacc(Φi(C�)) ⊆ D ∩ T} is stationary.

Proof. Suppose not. For each i < κ, fix a sparse enough club Di ⊆ κ
for which {� ∈ S | nacc(Φi(C�)) ⊆ Di ∩ T} is disjoint from Di . Let
D := �i<κDi . By the choice of �C , there are � ∈ S ∩D and � < � such
that succκ(C� \ �) ⊆ D ∩ T . As otp(C�) < κ, we can find an i < � such that
nacc(C�) \ i ⊆ D ∩ T . Then nacc(Φi(C�)) ⊆ D ∩ T . But i < � and � ∈ D,
so that � ∈ Di . This is a contradiction. �

Let i be given by the preceding claim. The sequence 〈Φi(C�) | � ∈ S〉
satisfies Clause (ii) of the lemma. In order to incorporate Clause (i), for
each � ∈ S, we simply pick a club C •

� in � of ordertype cf(�) such that
nacc(C •

� ) ⊆ nacc(Φi(C�)). Evidently, 〈C •
� | � ∈ S〉 is as sought.

Putting everything together, we arrive at the following striking
conclusion. �

Corollary 2.11 [62]. For every regular uncountable cardinal � such that
�+ < κ, for every stationary S ⊆ Eκ� , there is a C-sequence �C = 〈C� | � ∈ S〉
such that the following two hold:

(i) for every � ∈ S, otp(C�) = �;
(ii) for every club D ⊆ κ, the set {� ∈ S | C� ⊆ D} is stationary.

Proof. By Proposition 2.7, in particular, CG�(S,Eκℵ0
, –) holds. Then,

Lemma 2.9 implies that so does CG�(S,Eκℵ0
, κ). Now, appeal to

Lemma 2.10. �

At this point, it is natural to ask whether it is possible to waive the
uncountability hypothesis on � in the preceding theorem. We shall show that
this is indeed the case, by invoking an operation different than that of ΦB .
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Definition 2.12. For a subsetD ⊆ κ, we define the operator ΦD : P(κ) →
P(κ) by letting for all x ⊆ κ,

ΦD(x) :=

{
{sup(D ∩ �) | � ∈ x, � > min(D)}, if sup(D ∩ sup(x)) = sup(x);
x \ sup(D ∩ sup(x)), otherwise.

We list a few useful properties of ΦD :

(ii) sup(ΦD(x)) = sup(x).
(ii) otp(ΦD(x)) ≤ otp(x).

(iii) If sup(D ∩ sup(x)) = sup(x), then acc+(ΦD(x)) ⊆ acc+(D) ∩
acc+(x). If in addition, D is closed below sup(x), then ΦD(x) ⊆ D.

Lemma 2.13. Suppose that κ ≥ ℵ2, and that 〈C� | � ∈ S〉 is an �-bounded
C-sequence over a stationary S ⊆ Eκℵ0

.
Then there is a club D ⊆ κ such that 〈ΦD(C�) | � ∈ S〉 witnesses

CG�(S, κ, κ).

Proof. Suppose not. In this case, for every club D ⊆ κ, there is a club
FD ⊆ κ such that, for every � ∈ S,

sup(ΦD(C�) \ FD) = �.

Here we have used that since C� has ordertype �, ΦD(C�) has ordertype �
as well, and hence all of its points are nonaccumulation points.

As κ > ℵ1, we may construct a ⊆-decreasing sequence 〈Di | i ≤ �1〉 of
clubs in κ as follows:

(i) D0 := κ;
(ii) Di+1 := Di ∩ FDi ;

(iii) for i ∈ acc(�1 + 1), Di :=
⋂
i ′<i Di ′ .

Pick � ∈ S ∩ acc(D�1). For each i < �1, since Di ∩ � is a closed
unbounded subset of �, it is the case that ΦDi (C�) = {sup(Di ∩ �) | � ∈
C�, � > min(Di)}, and ΦDi (C�) ⊆ Di .

As 〈Di | i ≤ �1〉 is ⊆-decreasing, for each � ∈ C� , 〈sup(Di ∩ �) | i < �1〉
is a weakly decreasing sequence of ordinals. By well-foundedness of the
ordinals, for each � ∈ C� , there must be some i� < �1 such that sup(Di ∩
�) = sup(Dj ∩ �) whenever i� ≤ i < j < �1. Let i∗ := sup�∈C� i�, which is a
countable ordinal asC� is a countable set. It follows that for any i ∈ [i∗, �1),
ΦDi (C�) = ΦDi+1(C�). However, ΦDi+1(C�) ⊆ Di+1 ⊆ FDi , contradicting the
choice of FDi . �

Putting everything together:

Corollary 2.14 [62]. For every pair of infinite regular cardinals � < κ and
every stationary S ⊆ Eκ� , if �+ < κ, then there is a C-sequence �C = 〈C� | � ∈
S〉 with the property that for every club D ⊆ κ, the set {� ∈ S | C� ⊆ D} is
stationary. �
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We now move on to prove a lesser-known theorem of Shelah concerning
club guessing. Unlike the previous result, in the following, S is not assumed
to be a subset of Eκ� for some fixed cardinal � < κ. So, for instance, S could
be the set of regular cardinals below a Mahlo cardinal κ.

Theorem 2.15 (Shelah). Suppose κ ≥ ℵ2.
For every stationary S ⊆ κ, CG(S, κ, 1) holds.

Our proof of Theorem 2.15 goes through the notion of an amenable C-
sequence, which is a strengthening of ⊗ �C from [62, page 134]. As well,
amenable C-sequences are implicit in the elementary proof of Solovay’s
theorem on partitioning stationary sets, see, for example, [33, Theorem
8.10].

Definition 2.16 [9, Definition 1.3]. For a stationary S ⊆ κ, a C-sequence
〈C� | � ∈ S〉 is amenable iff for every clubD ⊆ κ, the set {� ∈ S | sup(D ∩ � \
C�) < �} is nonstationary in κ.

Fact 2.17 [26, Corollary 3.11]. For every stationary S ⊆ κ, there exists a
stationary S– ⊆ S such that S– carries an amenable C-sequence.

Lemma 2.18. Suppose that S ⊆ κ is stationary and �C = 〈C� | � ∈ S〉 is
an amenable C-sequence. If κ ≥ ℵ2, then there exists a club D ⊆ κ for which
〈ΦD(C�) | � ∈ S〉 witnesses CG(S, κ, 1).

Proof. Suppose not. In this case, for every club D ⊆ κ, there is a club
FD ⊆ κ such that, for every � ∈ S,

sup(nacc(ΦD(C�)) ∩ FD) < �.

As κ ≥ ℵ2, we may construct a ⊆-decreasing sequence 〈Di | i ≤ �1〉 of clubs
in κ as follows:

(i) D0 := κ;
(ii) Di+1 := Di ∩ FDi ;

(iii) for i ∈ acc(�1 + 1), Di :=
⋂
i ′<i Di ′ .

As �C is amenable andD�1 is club in κ, we may pick some � ∈ S such that
sup(D�1 ∩ � \ C�) = �. For each i < �1, sinceDi ∩ � is a closed unbounded
subset of �, it is the case that

ΦDi (C�) = {sup(Di ∩ �) | � ∈ C�, � > min(Di)}.
So ΦDi (C�) ⊆ Di and acc(ΦDi (C�)) ⊆ acc(Di) ∩ acc(C�).

In addition, for each i < �1, since Di+1 ⊆ FDi , the following ordinal is
smaller than �:

�i := sup(nacc(ΦDi (C�)) ∩Di+1).

Claim 2.18.1. There exists I ⊆ �1 of ordertype � such that
sup{�i | i ∈ I } < �.
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Proof. If cf(�) > �1, then just let I := �. If cf(�) = �, then pick a
countable cofinal subset E of � and for each i ∈ �1, find the least � ∈ E such
�i ≤ �. By the pigeonhole principle, there is an � ∈ E for which {i ∈ I | �i ≤
�} is uncountable. In particular, this set contains a subset of ordertype�. �

Fix I as in the claim, and then pick � ∈ D�1 ∩ � \ C� above sup{�i | i ∈ I }.
As � /∈ C� , � := min(C� \ �) is in nacc(C�). As 〈sup(Di ∩ �) | i ∈ I 〉 is a
weakly decreasing sequence of ordinals, by well-foundedness there must
be a pair of ordinals i < j in I such that �i := sup(Di ∩ �) is equal to
�j := sup(Dj ∩ �).

As � ∈ D�1 ⊆ Di , �i < � ≤ �i ≤ �, so �i ∈ ΦDi (C�) ∩ (�i , �]. Likewise,
�j ∈ ΦDj (C�) ∩ (�j, �]. Recalling that �i = �j ∈ Dj ⊆ Di+1, it follows that
�i is an element of ΦDi (C�) ∩Di+1 above �i and hence �i ∈ acc(ΦDi (C�)).
However, acc(ΦDi (C�)) ⊆ acc(Di) ∩ acc(C�), and hence �i ∈ acc(C�). But
� ≤ �i ≤ � and C� ∩ [�, �] = {�}, and hence �i = �, contradicting the fact
that � ∈ nacc(C�). �

Proof of Theorem 2.15. Given a stationary S ⊆ κ, appeal to Fact 2.17
to find an amenable C-sequence 〈C� | � ∈ S–〉 for some stationary S– ⊆ S.
Then, by Lemma 2.18, CG(S–, κ, 1) holds. So CG(S, κ, 1) holds as well. �

As pointed out in the introduction, if ♦(S) holds for a given stationary
subset S of κ, then, for every stationary T ⊆ κ, CG(S,T, κ) holds. The next
result shows how to get CG(S,T, κ) from a principle weaker than ♦(S) and
even weaker than ♣(S) and of which many instances hold true in ZFC.

Definition 2.19 [47]. For a stationary subset S of a regular uncountable
cardinal κ, ♣–(S) asserts the existence of a sequence 〈A� | � ∈ S〉 such that:

(i) for all � ∈ S, A� ⊆ [�]<|�| and |A� | ≤ |�|;
(ii) for every cofinal Z ⊆ κ, there are � ∈ S and A ∈ A� with sup(A ∩
Z) = �.

Remark 2.20. Note that if ♣–(S) holds, then {� ∈ S | cf(�) < |�|} must
be stationary.

Fact 2.21 [47]. For an infinite cardinal � and a stationary S ⊆ �+ :

• If S ∩ E�+

�=cf(�) is stationary, then ♣–(S) holds.
• If �∗

� holds and S reflects stationarily often, then ♣–(S) holds.

In reading the statement of the next two propositions, keep in mind
Lemma 2.10.

Proposition 2.22. Suppose that ♣–(S) holds for a given stationary S ⊆ κ.
Then, for every stationary T ⊆ κ, CG(S,T, κ) holds.

Proof. Let 〈A� | � ∈ S〉 be a ♣–(S)-sequence. For each � ∈ S, fix an
enumeration {A�,i | i < �} of A� .
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Claim 2.22.1. There exists i < κ such that, for every club E ⊆ κ, there is
a � ∈ S with sup(A�,i ∩ E ∩ T ) = �.

Proof. Otherwise, for each i < κ, we may pick a counterexampleEi . Let
Z := T ∩�i<κEi . Pick � ∈ S and i < � such that sup(A�,i ∩ Z) = �. Since
Z ∩ (i, �) ⊆ T ∩ Ei , we have that sup(A�,i ∩ Ei ∩ T ) = �. This contradicts
the choice of Ei . �

Fix i as given by the preceding claim, and denoteA� := A�,i . We shall now
make use of the operator ΦB from Definition 2.8.

Claim 2.22.2. There exists a club D ⊆ κ such that, for every club E ⊆ κ,
there exists � ∈ S with sup(A�) = � and nacc(ΦD∩T (A�)) ⊆ E.

Proof. Suppose not. In this case, for every club D ⊆ κ, there is a club
FD ⊆ κ such that for every � ∈ S, either sup(A�) < � or nacc(ΦD∩T (A�)) �
FD . We construct a ⊆-decreasing sequence 〈Di | i < κ〉 of clubs in κ as
follows:

(i) D0 := κ;
(ii) Di+1 := Di ∩ FDi ;

(iii) for i ∈ acc(κ), Di :=
⋂
i ′<i Di ′ .

Let E := �i<κDi . Pick � ∈ S with sup(A� ∩ E ∩ T ) = �. For every i <
�, � ∈ acc+(Di ∩ T ) and nacc(ΦDi∩T (A�)) � Di+1, so that we may pick
�i ∈ (A� ∩Di ∩ T ) \Di+1. As |A� | < �, let us fix i < j < � such that �i =
�j . So �i /∈ Di+1 while �j ∈ Dj ⊆ Di+1. This is a contradiction. �

Let D be given by the preceding claim. For � ∈ S, let C� := ΦD∩T (A�).
Then 〈C� | � ∈ S〉 witness CG(S,T, κ). �

Corollary 2.23. For every uncountable cardinal �, every stationary
S ⊆ E�+

�=cf(�), and every stationary T ⊆ �+, CG(S,T, κ) holds. �

Remark 2.24. In Corollary 3.34 we provide a sufficient condition enabling
to handle the critical cofinality (that is, S ⊆ E�+

cf(�)) as well.

We end this section by saying a few words about the following natural
generalisation of Definition 2.2.

Definition 2.25. For an ideal Jκ over κ, CG�(Jκ, T, 
, �J ) asserts the
existence of a C-sequence �C = 〈C� | � < κ〉 such that {� < κ | otp(C�) >
�} ∈ Jκ, and such that for every club D ⊆ κ,

{� < κ | {� < � | succ
(C� \ �) ⊆ D ∩ T} ∈ J+
� } ∈ J+

κ .

First, the proof of Lemma 2.10 makes it clear that obtaining a
single witness � ∈ S to an instance of guessing a club is equivalent
to obtaining stationarily-many such witnesses. More precisely, the usual
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principle CG�(S,T, 
, �J ) coincides with CG�(Jκ, T, 
, �J ) for Jκ := NSκ�S.
Furthermore, if �C witnesses CG�(S,T, 
, �J ), then the collection of allS ′ ⊆ S
for which �C �S ′ fails to witness CG�(S ′, T, 
, �J ) forms a κ-complete normal
(and proper) ideal extending NSκ�S.

Second, in any of the upcoming results that involve pumping an instance
CG�(S, ...) into a better instance CG�̄(S, ...), no new ideas would be needed
in order to get the analogous result where S is replaced by an abstract
κ-complete ideal Jκ over κ. In fact, for many of the results, letting Jκ be an
ℵ1-indecomposable ideal (see, for instance, [14, Section 2]) over κ would be
sufficient. For this reason we eschew the added generality of Definition 2.25
and focus on Definition 2.2.

§3. Coherent sequences. We begin by reflecting on the previous section
and pointing out some commonalities in the proofs of Lemmas 2.9, 2.10,
2.13, and 2.18. In all of these, we started with a C-sequence, and then we
improved it using some operation Φ : P(κ) → P(κ). These similarities leads
one to describe abstractly the class of such operations to which the examples
we’ve met belong, in the hope that known members or properties of this class
might be of assistance in future endeavours. This class has in fact already
been delineated in work of Brodsky and Rinot in [9], where they occurred in
the work on constructing trees with prescribed properties by studying how
the properties of a C-sequence affect the properties of the trees derived from
walks on ordinals.

Definition 3.1 [9]. Let K(κ) := {x ∈ P(κ) | x �= ∅ & acc+(x) ⊆ x &
sup(x) /∈ x} be the set of all closed unbounded subsets of nonzero limit
ordinals ≤ κ. An operator Φ : K(κ) → K(κ) is a postprocessing function if
for every x ∈ K(κ):

(i) Φ(x) is a club in sup(x);
(ii) acc(Φ(x)) ⊆ acc(x);

(iii) Φ(x) ∩ ᾱ = Φ(x ∩ ᾱ) for every ᾱ ∈ acc(Φ(x)).

Remark 3.2. By the first clause, otp(Φ(x)) ≥ cf(sup(x)), and by the
second clause, otp(Φ(x)) ≤ otp(x).

It is easy to verify that the three operations we met in Section 2—when
their domains are restricted to K(κ)—are postprocessing functions. What’s
nice about postprocessing functions is that requirement (iii) implies that
they maintain coherence features of C-sequences. Indeed, the theme of this
section is to obtain club guessing sequences which have additional coherence
features. The particular coherence features we consider can be found in the
following definition and in Definition 3.16.
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Definition 3.3. Let �C = 〈C� | � ∈ S〉 be a C-sequence.

(i) For an infinite cardinal 
 ≤ κ, we say that �C is 
�-coherent iff
for all � ∈ S and �̄ ∈ acc(C�) ∩ Eκ≥
 , it is the case that �̄ ∈ S and

C�̄ = C� ∩ �̄.
(ii) We say that �C is coherent iff it is ��-coherent.

(iii) We say that �C is weakly coherent iff for every α < κ, |{C� ∩ α |
� ∈ S}| < κ.4

It is routine to verify that if Φ : K(κ) → K(κ) is a postprocessing function,
and 〈C� | � ∈ S〉 satisfies any of the above coherence properties, then
〈Φ(C�) | � ∈ S〉 satisfies the same coherence property as well, Clause (iii)
being key in the verification.

In particular, as a consequence of the use of postprocessing functions, in
each of Lemmas 2.9, 2.10, 2.13, and 2.18, if we start with a C-sequence with
one of the coherence properties above, the exact same proof ensures that
the guessing C-sequence obtained satisfies the same coherence property. In
Facts 3.8 and 3.9 and Theorem 3.11 we give three examples of this. To this
end, we first remind the reader of a couple of definitions.

Definition 3.4. ��(κ,<	) asserts the existence of a sequence 〈C� | � < κ〉
satisfying all of the following:

• for every limit ordinal � < κ, 1 < |C� | < 	, and each C ∈ C� is club in
� with otp(C ) ≤ �;

• for every � < κ, C ∈ C� , and �̄ ∈ acc(C ), C ∩ �̄ ∈ C�̄ ;
• for every club D inκ, there exists some � ∈ acc(D) such thatD ∩ � /∈ C� .
Remark 3.5. The instance�κ(κ,<2) is better known as�(κ), the instance

��(�+, <2) is better known as ��, and the instance ��(�+, <�+) is better
known as �∗

�.

Note that �� holds iff there exists a coherent �-bounded C-sequence
over �+, and that �∗

� holds iff there exists a weakly coherent �-bounded
C-sequence over �+. The following terminology is also quite useful.

Definition 3.6. A C-sequence �C = 〈C� | � < κ〉 is a transversal for
��(κ,<	) iff there exists a witness 〈C� | � < κ〉 for ��(κ,<	) such that
C� ∈ C� for all � < κ.

Remark 3.7. A transversal for �∗
� is nothing but a �-bounded and weakly

coherent C-sequence over �+.

4This property of �C is also sometimes called thin, especially in studies of strong tree
properties. We elect weak coherence to clarify the relationship to coherence and to the weak
square principle.
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By [9, Lemma 1.23], every transversal for a ��(κ,<	)-sequence with
� < κ or 	 < κ gives an amenable C-sequence 〈C� | � < κ〉 which can then
be supplied to the machinery in Lemma 2.18. Indeed, in [9], solving Question
16 from [49] in the affirmative, a wide club guessing theorem was proven using
Lemma 2.18:5

Fact 3.8 [9, Lemma 2.5]. If ��(κ,<	) holds for a regular cardinal
κ ≥ ℵ2 and a cardinal 	 < κ, then for every stationary S ⊆ κ, ��(κ,<	)
may be witnessed by a sequence 〈C� | � < κ〉 with the added feature that
for every club D ⊆ κ, there exists � ∈ S such that, for every C ∈ C� ,
sup(nacc(C ) ∩D) = �.

A special case of Fact 3.8 states that if �(κ) holds and κ ≥ ℵ2, then
for every stationary S ⊆ κ, there exists a �(κ)-sequence �C such that �C �S
witnesses CG(S, κ).6 Replacing �(κ) by ��, better forms of guessing are
available:

Fact 3.9 [52, Corollary 2.4]. Suppose that � is an uncountable cardinal.
Then �� holds iff there exists a coherent �-bounded C-sequence

〈C� | � < �+〉 with the feature that for every club D ⊆ �+ and every

 ∈ acc(�), there exists some � < �+ with otp(C�) = 
 such that C� ⊆ D.

Remark 3.10. Note that for a �C as above, the map � �→ otp(C�) yields a
canonical partition of acc(�+) into �-many pairwise disjoint stationary sets.

An inspection of the proofs of [52, Lemma 2.8] and Proposition 2.22
makes it clear that the following holds true.

Theorem 3.11. Suppose that � is an uncountable cardinal, and S,T are
stationary subsets of �+. Suppose also that either S ∩ E�+

�=cf(�) is stationary or
that Tr(S) is stationary. Then:

(1) �� holds iff there exists a coherent �-bounded C-sequence 〈C� | � < �+〉
with the feature that for every club D ⊆ �+, there exists a � ∈ S such
that nacc(C�) ⊆ D ∩ T .

(2) �∗
� holds iff there exists a weakly coherent �-bounded C-sequence

〈C� | � < �+〉 with the feature that for every club D ⊆ �+, there exists
a � ∈ S such that nacc(C�) ⊆ D ∩ T . �

We now turn to present another postprocessing function.

5The statement of [9, Lemma 2.5] does not mention the parameter �, however, its proof is
an application of a postprocessing function and hence does not increase ordertypes.

6Replacing κ by an abstract stationary set T is trickier, but note that if S is a stationary
subset of Eκ>
 that reflects stationarily often, then for every �(κ)-sequence �C such that �C �S
witnesses CG(S, T, 
), it is also the case that �C �Tr(S) witnesses CG(Tr(S), T, 
).
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Lemma 3.12 (See [11, Lemma 4.9]). For every function f : κ → [κ]<�, the
operator Φf : K(κ) → K(κ) defined via:

Φf(x) := x ∪
⋃

{f(�) ∩ (sup(x ∩ �), �) | � ∈ nacc(x)}

is a postprocessing function. �
The definition of Φf is motivated by the regressive functions ideal J [κ]

from [55], and the following extension of it from [57].

Definition 3.13 [57]. J�[κ] stands for the collection of all subsets S ⊆ κ
for which there exist a club C ⊆ κ and a sequence of functions 〈fi : κ →
[κ]<� | i < κ〉 with the property that for every � ∈ S ∩ C , every regressive
function f : � → �, and every cofinal subset Γ ⊆ �, there exists an i < �
such that

sup{� ∈ Γ | f(�) ∈ fi(�)} = �.

The next lemma gives a sufficient condition for moving from CG�(S, κ)
to CG�(S,T ).

Lemma 3.14. Suppose that �C = 〈C� | � ∈ S〉 is a C-sequence witnessing
CG�(S, κ). If S ∈ J�[κ], then for every stationary T ⊆ κ, there exists
a function f : κ → [κ]<� such that 〈Φf(C�) | � ∈ S〉 witnesses CG�(S,T )

Proof. Without loss of generality, S ⊆ acc(κ). Suppose that S ∈ J�[κ],
and fix a club C ⊆ κ and a sequence of functions 〈fi : κ → [κ]<� | i < κ〉
as in Definition 3.13. For all i < κ and � ∈ S, denoteC i� := Φfi (C�), so that
otp(C i� ) ≤ otp(C�).

Let T be an arbitrary stationary subset of κ.

Claim 3.14.1. There is an i < κ such that 〈C i� | � ∈ S〉 witnesses
CG(S,T ).

Proof. Suppose not. For each i < κ, pick a club Di ⊆ κ such that for
every � ∈ S,

sup(nacc(C i� ) ∩Di ∩ T ) < �.

Consider the two clubs D := C ∩�i<κDi and D ′ := acc+(D ∩ T ). By the
choice of �C , pick � ∈ S such that Γ := nacc(C�) ∩D ′ is cofinal in �. As Γ
is a subset of nacc(C�) ∩D ′, we may define a regressive function f : Γ → �
via:

f(�) := min{� ∈ D ∩ T | sup(C� ∩ �) < � < �}.
As � ∈ S ∩ C , find i < � such that Γ′ := {� ∈ Γ | f(�) ∈ fi(�)} is cofinal

in �. By possibly omitting an initial segment of Γ′, we may assume that
sup(C� ∩ min(Γ′)) > i . Recalling the definition of D, it follows that for every
� ∈ Γ′, f(�) ∈ Di ∩ T . So, for every � ∈ Γ′, if we let � := sup(C� ∩ �), then

https://doi.org/10.1017/bsl.2024.27 Published online by Cambridge University Press

https://doi.org/10.1017/bsl.2024.27


324 TANMAY INAMDAR AND ASSAF RINOT

C i� ∩ (�, �) is equal to the finite set fi(�) ∩ (�, �) that contains f(�) which
is an element of Di ∩ T . So sup(nacc(C i� ) ∩Di ∩ T ) = �, contradicting the
choice of Di . �

Let i be given by the preceding claim. Then f := fi is as sought. �
By [57, Proposition 3.3], J�[�+] contains no stationary subsets of E�

+

cf(�).
In particular, J�[�1] is empty. So, unlike Fact 3.8, in the following we don’t
need to explicitly require κ to be ≥ ℵ2.

Corollary 3.15. If �(κ) holds, then for every stationary S ∈ J�[κ] and
every stationary T ⊆ κ, there exists a �(κ)-sequence �C such that �C �S
witnesses CG(S,T ). �

We have described a way of moving from CG(S, κ) to CG(S,T ). Our next
goal is to describe a way for moving from CG(κ, T ) to CG(S,T ). First, a
definition.

Definition 3.16. We say that a C-sequence �C = 〈C� | � ∈ S〉 is �∗-
coherent iff for all � ∈ S and �̄ ∈ acc(C�), it is the case that �̄ ∈ S and
sup(C�̄ � (C� ∩ �̄)) < �̄.

Remark 3.17. Every �∗-coherent C-sequence is weakly coherent.

To preserve �∗-coherence, one needs to consider a strengthening of
Definition 3.1.

Definition 3.18. An operator Φ : K(κ) → K(κ) is a postprocessing∗

function if for every x ∈ K(κ), Clause (i)–(iii) of Definition 3.1 hold true,
and, in addition:

(iv) for every x̄ ∈ K(κ) such that x̄ �∗ x and sup(x̄) ∈ acc(Φ(x)),
Φ(x̄) �∗ Φ(x).

It is readily checked that all the postprocessing functions we have met so
far are moreover postprocessing∗ functions. An example of a postprocessing
function that is not postprocessing∗ function may be found in [42, Lemma
3.8]. In fact, it is unknown at present how to obtain the same effect of that
map using a postprocessing∗ function.

Theorem 3.19. Suppose that κ ≥ ℵ2, and that there exists an �∗-coherent
C-sequence witnessing CG(κ, T ).

For every stationary S ⊆ κ, there exists an �∗-coherent C-sequence over κ
whose restriction to S witnesses CG(S,T ).

Proof. The proof will be an adaptation of the proof of [55,
Theorem 4.13]. Suppose towards a contradiction that S is a counterexample.
Fix an �∗-coherent C-sequence �e = 〈e� | � < κ〉 witnessing CG(κ, T ). By
recursion on i < �1, we construct a club Di ⊆ κ and an �∗-coherent
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C-sequence �C i = 〈C iα | α < κ〉. Our construction will have the property
that for all α < κ and j < i < �1, Cjα ⊆ C iα.
� For i = 0, let D0 := κ and �C 0 := �e.
� For every i < �1 such that a club Di ⊆ κ and an �∗-coherent

C-sequence �C i have been constructed, by the assumption we can find a
club FDi such that, for every � ∈ S,

sup(nacc(C i� ) ∩ FDi ∩ T ) < �.

So let Di+1 := Di ∩ FDi . As for constructing �C i+1, we do this by recursion
onα < κ. To start, letC i+1

0 := ∅, and for everyα < κ letC i+1
α+1 := {α}. Next,

for α ∈ acc(κ),

C i+1
α := C iα ∪

⋃
{C i+1
� \ sup(C iα ∩ �) | � ∈ nacc(C iα) \ (FDi ∩ T )}.

It is clear that �C i+1 = 〈C i+1
α | α < κ〉 is �∗-coherent as well.

� For every i ∈ acc(�1) such that 〈(Dj, �Cj) | j < i〉 has been constructed
as required, let Di :=

⋂
j<i Dj and for every α < κ, let C iα :=

⋃
j<i C

j
α .

Claim 3.19.1. Let α < κ. Then acc+(C iα) =
⋃
j<i acc(Cjα ).

Proof. Let � ∈ acc+(C iα). The sequence 〈min(Cjα \ �) | j < i〉 is weakly
decreasing, and as i is a nonzero limit ordinal, it stabilizes at some j∗ < i . Let
�+ be this stable value (which may be equal to �). If there exists j ∈ [j∗, i)
such that �+ ∈ acc(Cjα ), then in fact �+ = � and we can finish. So, suppose
that this is not so. If there exists j ∈ [j∗, i) such that �+ /∈ FDj ∩ T , then
�+ ∈ acc(Cj+1

α ) and again we can finish. So suppose this is not so. Let
�– := sup(Cj

∗

α ∩ �+) so that�– < � ≤ �+. Now examining the construction
of Cjα for j ∈ (j∗, i), it is clear that for every j ∈ [j∗, i),

(�–, �+] ∩ Cj∗α = (�–, �+] ∩ Cjα .

However, this implies that � /∈ acc(C iα), which is a contradiction. �

So �C i = 〈C iα | α < κ〉 is a C-sequence. Furthermore, since, �Cj is �∗-
coherent for every j < i , the preceding claim altogether implies that �C i is
�∗-coherent.

Consider the clubD :=
⋂
i<�1
Di . As �C witnesses CG(κ, T ), the following

set is stationary:

B := {� < κ | sup(nacc(C�) ∩D ∩ T ) = �}.

Notice that by the nature of our recursive construction, for all i < �1,

nacc(C�) ∩D ∩ T ⊆ nacc(C i�) ∩D ∩ T,
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and hence, for all � ∈ B and i < �1,

sup(nacc(C i�) ∩D ∩ T ) = �.

Pick � ∈ S ∩ acc+(B). For each i < �1 the following ordinal is smaller
than �

�i := sup(nacc(C i� ) ∩ FDi ∩ T ).

We now perform a case analysis to reach a contradiction.

CASE 1. cf(�) > ℵ0. Let �∗ := supi<� �i , so that �∗ < �. Pick � ∈
(�∗, �) ∩ B . For every i < �, let �i := min(C i� \ �) so that 〈�i | i < �〉 is
weakly decreasing. Then pick i < � such that �i = �i+1.

SUBCASE 1.1. �i > � . It follows that �i ∈ nacc(C i� ). As �∗ < � < �i ,
we have that �i /∈ FDi ∩ T . It follows from our recursive construction that
C i+1
� ∩ [�, �i) = C i+1

�i ∩ [�, �i) and the latter set is nonempty so that �i+1 < �i
which is a contradiction.

SUBCASE 1.2. �i = � and � ∈ nacc(C i� ). So �i is an element of nacc(C i� )
above �∗, and we are back to Subcase 1.1.

SUBCASE 1.3. �i = � and � ∈ acc(C i� ). In this case, by �∗-coherence,
we have that sup((C i� � C i� ) ∩ �) < � . This implies that

sup(nacc(C i� ) ∩ � ∩D ∩ T ) = �.

But D ⊆ FDi , contradicting the fact that �i < � .

CASE 2. cf(�) = ℵ0. Find an uncountable I ⊆ �1 such that

�∗ := sup{max{�i , �i+1} | i ∈ I }

is smaller than �. Pick � ∈ (�∗, �) ∩ B . For every i < �1, let �i := min(C i� \
�) so that 〈�i | i < �1〉 is weakly decreasing. Pick a large enough i ∈ I such
that �i = �i+1.

SUBCASE 2.1. �i > � . Same as in Subcase 1.1.

SUBCASE 2.2. �i = � and � ∈ nacc(C i� ). Same as in Subcase 1.2.

SUBCASE 2.3. �i = � and � ∈ acc(C i� ). Same as in Subcase 1.3. �

Corollary 3.20. If �(κ) holds and J�[κ] contains a stationary set, then
for all stationary subsets S,T of κ, there exists an �∗-coherent C-sequence
�C = 〈C� | � < κ〉 such that �C �S witnesses CG(S,T ). �

Remark 3.21. By [57, Corollary 5.7], for every cardinal � ≥ ��, J [�+]
contains a stationary set, in particular, so does J�[�+]. When put together
with the preceding, this yields Theorem B.
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Question 3.22. Suppose that �(κ) holds with κ ≥ ℵ2. Does there exist
an �∗-coherent C-sequence that witnesses CG(κ,Eκ≥ℵ1

)?

Recalling Theorem 3.11, we now turn to deal with stationary subsets of
E�

+

cf(�), dividing the results into two, depending on whether � is regular or
singular.

Theorem 3.23. Suppose that � is a regular uncountable cardinal, and �∗
�

holds.
For every stationary S ⊆ E�+

� , there exists a transversal �C = 〈C� | � < �+〉
for �∗

� such that �C �S witnesses CG�(S,E�
+

� ).

Proof. Suppose not, and fix a stationary S ⊆ E�+

� that constitutes a
counterexample. As �∗

� holds, we may fix a transversal �e = 〈e� | � < �+〉 for
�∗
�. We shall recursively construct a sequence 〈(Dn, �en, �Cn) | n < �〉 such

that Dn is a club in �+, and �en and �Cn are transversals for �∗
�.

Set D0 := acc(�+), �e0 := �e and �C 0 := �e. Next, suppose that n < �
and that 〈(Dj, �ej, �Cj) | j ≤ n〉 has already been successfully defined.
As �Cn = 〈Cn� | � < �+〉 is a transversal for�∗

�, by the choice of the stationary
set S, it follows that we may pick a subclub Dn+1 ⊆ Dn such that, for every
� ∈ S,

sup(nacc(Cn� ) ∩Dn+1 ∩ E�
+

� ) < �.

Consider the postprocessing function ΦDn+1 from Definition 2.12. For
every � ∈ �+ \ S, let en+1

� := e� and Cn+1
� := e� . For every � ∈ S, let en+1

� :=
ΦDn+1(C

n
� ), and then let

Cn+1
� := en+1

� ∪ {e� \ sup(en+1
� ∩ �) | � ∈ nacc(en+1

� ) ∩ E�+

<�}.

By [10, Lemma 2.8], �en+1 := 〈en+1
� | � < �+〉 is again a transversal for �∗

�.

Claim 3.23.1.
�Cn+1 := 〈Cn+1

� | � < κ〉 is a transversal for �∗
�.

Proof. Since �en+1 is a �-bounded C-sequence, the definition of �Cn+1

makes it clear that it is as well. Suppose that �Cn+1 is not weakly coherent,
and pick the least α < �+ such that

|{Cn+1
� ∩ α | � < �+}| = �+.

As �Cn+1�(�+ \ S) = �en+1�(�+ \ S), and �en+1 is a transversal for �∗
�, it

follows that

|{en+1
� ∩ α | � ∈ S}| < |{Cn+1

� ∩ α | � ∈ S}| = �+,
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so we may fix Δ ∈ [S]�
+

such that:

• � �→ Cn+1
�

∩ α is injective over Δ, but
• � �→ en+1

�
∩ α is constant over Δ.

Fix � < α such that sup(en+1
� ∩ α) = � for all � ∈ Δ. By minimality of α,

and by possibly shrinking Δ further, we may also assume that

• � �→ Cn+1
�

∩ � is constant over Δ.

It thus follows from the definition of �Cn+1 that the map � �→ Cn+1
� ∩ [�, α)

is injective over Δ, and that, for every � ∈ Δ, Cn+1
� ∩ [�, α) = e� ∩ [�, α) for

� := min(en+1
� \ (� + 1)). In particular,

|{e� ∩ [�, α) | � < �+}| = �+,

contradicting the fact that �e is a transversal for a �∗
�-sequence. �

This completes the construction of the sequence 〈(Dn, �en, �Cn) | n < �〉.
Now, let D :=

⋂
n<� Dn. Pick � ∈ S such that otp(D ∩ �) = �� > �. Recall

that, for every n < �, the following ordinal is smaller than �:

�n := sup(nacc(Cn� ) ∩Dn+1 ∩ E�
+

� ).

Since cf(�) > �, for every α < �, otp(
⋃
n<� C

n
� ∩ α) < �. So,

otp(
⋃
n<� C

n
� ) = � < �� = otp(D ∩ �), and we may fix � ∈ D \

⋃
n<� C

n
�

above supn<� �n. Clearly, for each n < �, �n := min(Cn� \ �) is an element
of nacc(Cn� ) above � .

Let n < �. Since en+1
� = ΦDn+1(C

n
� ) and sup(Dn+1 ∩ �) = �,

en+1
� = {sup(Dn+1 ∩ �) | � ∈ Cn� , � > min(Dn+1)}.

In particular, sup(Dn+1 ∩ �n) ∈ en+1
� . As �n > � and � ∈ D ⊆ Dn+1, it is the

case that � ≤ sup(Dn+1 ∩ �n). As en+1
� ⊆ Cn+1

� , altogether,

� < �n+1 = min(Cn+1
� \ �) ≤ min(en+1

� \ �) = sup(Dn+1 ∩ �n) ≤ �n.

Now, pick n < � such that �n+1 = �n. There are two options, each leads
to a contradiction.
� If �n+1 ∈ en+1

� , then since en+1
� ⊆ Cn+1

� , and �n+1 ∈ nacc(Cn+1
� ), �n+1 ∈

nacc(en+1
� ). As �n+1 ∈ en+1

� ⊆ Dn+1 ⊆ D0, �n+1 is a limit ordinal. Since
Cn+1
� ∩ [�, �n+1) is empty, the definition of Cn+1

� implies that cf(�n+1) = �.
Altogether, �n+1 ∈ nacc(Cn+1

� ) ∩Dn+1 ∩ E�
+

� , contradicting the fact that
�n+1 > � > �n+1.
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� If �n+1 /∈ en+1
� , then since �n+1 = �n ∈ Cn� , the definition of en+1

� implies
that �n+1 < sup(Dn+1 ∩ �n). So, this time,

�n+1 = min(Cn+1
� \ �) < min(en+1

� \ �) = sup(Dn+1 ∩ �n) ≤ �n,
contradicting the choice of n. �

In order to obtain a correct analogue of the preceding result, we introduce
the following natural strengthening of Definition 2.2, in which we replace
the stationary setT ⊆ κ by a sequence �T = 〈Ti | i < �〉 of stationary subsets
of κ.

Definition 3.24. CG�(S, �T , 
, �J ) asserts the existence of a �-bounded C-
sequence �C = 〈C� | � ∈ S〉 such that, for every club D ⊆ κ there is a � ∈ S
such that for every i < min{�, �},

{� < � | succ
(C� \ �) ⊆ D ∩ Ti} ∈ J+
� .

Convention 3.25. Convention 2.3 applies to the above definition, as well.

Theorem 3.26. Suppose that � is a singular cardinal of uncountable
cofinality, and �∗

� holds. Let 〈�i | i < cf(�)〉 be the increasing enumeration
of a club in �.

For every stationary S ⊆ E�+

>�, there exists a transversal �C = 〈C� | � < �+〉
for �∗

� such that �C �S witnesses CG�(S, 〈E�
+

≥�i | i < cf(�)〉).

Proof. Suppose not, and fix a stationary S ⊆ E�+

>� that constitutes a
counterexample. Without loss of generality, min(S) ≥ �. As �∗

� holds, we
may fix a transversal �e = 〈e� | � < �+〉 for �∗

�. As � is singular, we may
assume that otp(e�) < � for every � < �+ (e.g., by appealing to [9, Lemma
3.1] with Σ := {�i | i < cf(�)}).

Following the proof approach of Theorem 3.23, we shall recursively
construct a sequence 〈(Dn, �en, �Cn) | n < �〉 such thatDn is a club in �+, and
�en and �Cn are transversals for �∗

�.

Set D0 := acc(�+), �e0 := �e and �C 0 := �e. Next, suppose that n < �
and that 〈(Dj, �ej, �Cj) | j ≤ n〉 has already been successfully defined.
As �Cn = 〈Cn� | � < �+〉 is a transversal for�∗

�, by the choice of the stationary
set S, it follows that we may pick a subclub Dn+1 ⊆ Dn such that, for every
� ∈ S, for some in+1

� < cf(�),

sup(nacc(Cn� ) ∩Dn+1 ∩ E�
+

≥�
in+1
�

) < �.

Consider the postprocessing function ΦDn+1 from Definition 2.12. For
every � ∈ �+ \ S, let en+1

� := e� and Cn+1
� := e� . For every � ∈ S, let en+1

� :=
ΦDn+1(C

n
� ), and then let

Cn+1
� := en+1

� ∪ {e� \ sup(en+1
� ∩ �) | � ∈ nacc(en+1

� ) ∩ E�+

<�
in+1
�

}.
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By [10, Lemma 2.8], �en+1 := 〈en+1
� | � < �+〉 is again a transversal for �∗

�.

By the exactly same proof of Claim 3.23.1, also �Cn+1 := 〈Cn+1
� | � < �+〉 is a

transversal for �∗
�. Furthermore, otp(en+1

� ) ≤ otp(Cn+1
� ) < � for all � < �+.

This completes the construction of the sequence 〈(Dn, �en, �Cn) | n < �〉.
Now, let D :=

⋂
n<� Dn. Pick � ∈ S such that otp(D ∩ �) = �� > �. Recall

that, for every n < �, the following ordinal is smaller than �:

�n := sup(nacc(Cn� ) ∩Dn+1 ∩ E�
+

≥�
in+1
�

).

As cf(�) > �, otp(
⋃
n<� C

n
� ) < �, so, we may fix � ∈ D \

⋃
n<� C

n
� above

supn<� �n. Clearly, for each n < �, �n := min(Cn� \ �) is an element of
nacc(Cn� ) above � .

Let n < �. Since en+1
� = ΦDn+1(C

n
� ) and sup(Dn+1 ∩ �) = �,

en+1
� = {sup(Dn+1 ∩ �) | � ∈ Cn� , � > min(Dn+1)}.

In particular, sup(Dn+1 ∩ �n) ∈ en+1
� . As �n > � and � ∈ D ⊆ Dn+1, it is the

case that � ≤ sup(Dn+1 ∩ �n). As en+1
� ⊆ Cn+1

� , altogether,

� < �n+1 = min(Cn+1
� \ �) ≤ min(en+1

� \ �) = sup(Dn+1 ∩ �n) ≤ �n.
Now, pick n < � such that �n+1 = �n. There are two options, each leads

to a contradiction.
� If �n+1 ∈ en+1

� , then since en+1
� ⊆ Cn+1

� , and �n+1 ∈ nacc(Cn+1
� ), �n+1 ∈

nacc(en+1
� ). As, �n+1 ∈ en+1

� ⊆ Dn+1 ⊆ D0, � is a limit ordinal. So, since
Cn+1
� ∩ [�, �n+1) is empty, the definition ofCn+1

� implies that cf(�n+1) ≥ �in+1
�

.

Altogether, �n+1 ∈ nacc(Cn+1
� ) ∩Dn+1 ∩ E�

+

�
in+1
�

, contradicting the fact that

�n+1 > � > �n+1.
� If �n+1 /∈ en+1

� , then since �n+1 = �n ∈ Cn� , the definition of en+1
� implies

that �n+1 < sup(Dn+1 ∩ �n). So, this time,

�n+1 = min(Cn+1
� \ �) < min(en+1

� \ �) = sup(Dn+1 ∩ �n) ≤ �n,
contradicting the choice of n. �

By applying the proof of Proposition 2.22 on the C-sequence produced
by the preceding, we get a somewhat cleaner form of guessing, as follows.

Corollary 3.27. Suppose that � is a singular cardinal of uncountable
cofinality, and �∗

� holds. For every stationary S ⊆ E�+

>�, there exists a
transversal �C = 〈C� | � < �+〉 for �∗

� satisfying the following:

• for every � < �+, otp(C�) < �;
• for every club D ⊆ �+, there exists � ∈ S such that C� ⊆ D and

sup(nacc(C�) ∩D ∩ E�+

>	) = � for every 	 < �. �
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Question 3.28. Is it possible to waive the assumption of Corollary 3.27
that the singular cardinal � be of uncountable cofinality?

3.1. When coherence is not available. Just as Facts 3.8 and 3.9 and
Theorem 3.11 were obtained simply from running the proofs of Section 2
on C-sequences which had additional coherence features, we can conversely
run the proofs we have just seen on C-sequences which lack coherence and
still obtain useful results.

Specifically, the proofs of Theorems 3.23 and 3.26 (together with
Proposition 2.22) yield, respectively, the general case of the introduction’s
Fact 1.4 and a result from [18].

Fact 3.29 [62, Claim 2.4]. For every regular uncountable cardinal �, for
every stationary S ⊆ E�+

� , CG�(S,E�
+

� ) holds. Furthermore, for every triple
� ≤ � < κ of regular uncountable cardinals, for every stationary S ⊆ Eκ� ,
CG�(S,Eκ≥�) holds.

Fact 3.30 [18, Theorem 2]. For every singular cardinal � of uncountable
cofinality and every stationary S ⊆ E�+

cf(�), there exists a cf(�)-bounded
C-sequence 〈C� | � ∈ S〉 satisfying the following.

For every clubD ⊆ �+, there exists � ∈ S such thatC� ⊆ D and 〈cf(�) | � ∈
nacc(C�)〉 is strictly increasing and converging to �.

Likewise, by changing the choice of the initial C-sequence �e in the proof
of Theorem 3.19, one obtains a proof of the following.

Theorem 3.31 (Shelah). Suppose that R,S, T are stationary subsets of a
regular cardinal κ ≥ ℵ2.

(1) If T is a nonreflecting stationary set, then CG(S,T ) holds.
(2) If R is a nonreflecting stationary subset of Eκ≥
 , then CG(R,T, 
)

implies CG(S,T, 
). �

Remark 3.32. Note that even if S ⊆ Eκ� , we still get CG(S,T ), but not
CG�(S,T ). Indeed, by the preceding corollary, if there exists a nonreflecting
stationary subset of Eℵ2

ℵ0
, then CG(Eℵ2

ℵ1
, Eℵ2

ℵ0
) holds. In contrast, running

the forcing from [2, Theorem 1.6] over a model of ��1 , one gets a
generic extension with a nonreflecting stationary subset of Eℵ2

ℵ0
in which

CG�1(E
ℵ2
ℵ1
, Eℵ2

ℵ0
) fails.

Corollary 3.33. Suppose 
 < 
+ < κ are infinite regular cardinals, and
Eκ
 admits a nonreflecting stationary set. For every stationary S ⊆ κ :

(1) CG(S, κ, 
) holds.
(2) If κ = �+ and 
 �= cf(�), then CG(S,T, 
) holds for every stationary
T ⊆ κ.
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Proof. Let R be a nonreflecting stationary subset of Eκ
 , By
Theorem 2.14, CG(R, κ, 
) holds. By Corollary 2.23, if κ = �+ and

 �= cf(�), then furthermore CG(R,T, 
) holds for every stationary T ⊆ κ.
Now appeal to Corollary 3.31(2). �

Forgetting about coherence, Corollary 3.20 has the following strong
consequence.

Corollary 3.34. Suppose that �(�+) holds, and one of the following:

• � ≥ ��.
• �ℵ0 = �.
• � = b = ℵ1.
• � ≥ 2ℵ1 and Shelah’s Strong Hypothesis (SSH) holds.
• There exists an infinite regular cardinal � such that 2� ≤ � < �+� .

Then CG(S,T ) holds for all stationary subsets S,T of �+.

Proof. By Corollaries 5.1, 5.3, and 5.7 of [57], any of the above
hypotheses imply that J�[�+] contains a stationary set. �

§4. Partitioned club guessing. The theme of this section is partitioned
club guessing as in Fact 1.7. The main definition is Definition 4.1, where two
types of partitions are considered. The bulk of our results, with the exception
of Section 4.2, however are about the stronger notion of partitioning club
guessing. The difference being that in the former we obtain a C-sequence
and a partition, whereas in the latter we are supplied with a C-sequence
which, for example, may possess additional features, and then are given the
task of partitioning it,

In Section 4.1, we partition club guessing sequences using colouring
principles from [26, 27] which in fact arose while working on partitioning
club guessing. We show how these colouring principles allow for an
abstract approach to partitioning club guessing, separating the club guessing
technology from the combinatorial technology given to us by the relevant
hypothesis.7

In Section 4.2, we construct partitioned club guessing using these
colouring principles. Furthermore, we can obtain partitioned club guessing
sequences satisfying coherence features as well.

In Section 4.3, we list results from [26–28] under which the colouring
principles can be obtained, and draw conclusions. In particular, we find a
setup sufficient for an higher analogue of a combinatorial construction on
ℵ1 due to Moore from [44].

7The interested reader may compare the variety of arguments in [63, Lemma 3.10] with
our unified approach using combinatorial principles.
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In Section 4.4, we address the problem of partitioning a club guessing
C-sequence �C over S ⊆ κ into κ many guessing sequences 〈 �C �Si | i < κ〉.

Definition 4.1. For a C-sequence �C = 〈C� | � ∈ S〉, we define two sets of
cardinals:

• Θ1( �C,T, 
, �J ) denotes the set of all nonzero cardinals � for which there
exists a function h : κ → � satisfying the following.For every clubD ⊆
κ, there exists � ∈ S such that, for every � < �,

{� < � | h(otp(C� ∩ �)) = � & succ
(C� \ �) ⊆ D ∩ T} ∈ J+
�
.

• Θ2( �C,T, 
, �J ) denotes the set of all nonzero cardinals � for which
there exists a sequence of functions 〈h� : C� → � | � ∈ S〉 satisfying
the following.

For every club D ⊆ κ, there exists � ∈ S such that, for every � < �,

{� < � | h�(min(C� \ �)) = � & succ
(C� \ �) ⊆ D ∩ T} ∈ J+
�
.

Convention 4.2. Convention 2.3 applies to the above definition, as well.

Remark 4.3. Θ1( �C,T, 
, �J ) ⊆ Θ2( �C,T, 
, �J ).

Proposition 4.4. For a stationary S ⊆ Eκ� and a sequence �C witnessing
CG(S,T, κ), � ∈ Θ2( �C,T, 
) for any choice of 
 < �. �

Lemma 4.5. Suppose that �C = 〈C� | � ∈ S〉 is a C-sequence witnessing
CG�(S,T ). For every � ∈ Θ2( �C,T ) such that α + � < � for all (α, �) ∈
� × �, there exists a C-sequence �C • = 〈C •

� | � ∈ S〉 witnessing CG�(S,T ) for
which � ∈ Θ1( �C •, T ).

Proof. Without loss of generality, S ⊆ acc(κ). Suppose that � ∈
Θ2( �C,T ) is such that α + � < � for all (α, �) ∈ � × �. Let h : κ → �
be a surjection such that, for every � < κ, {h(� + 1) | � < � < � + �} = �.
If � is uncountable, we also require that {h(� · �) | � < � < � + �} = � for
every � < κ. It follows that for each (�, �, �) ∈ κ × κ × �, we may fix y�,�,�
such that:

• y�,�,� is a closed nonempty subset of Eκ<� ;
• min(y�,�,�) = �;
• max(y�,�,�) < � + �;
• h(� + otp(y�,�,�) – 1) = �.

Fix a sequence 〈h� : C� → � | � ∈ S〉 witnessing that � ∈ Θ2( �C,T ). We
now construct �C • = 〈C •

� | � ∈ S〉 as follows. Given � ∈ S, let 〈�i | i <
otp(C�)〉 denote the increasing enumeration of {0} ∪ C� . Construct a
sequence 〈x�i | i < otp(C�)〉 by recursion on i < otp(C�), as follows:
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� If �i+1 < �i + �, then set x�i := {�i}.
� If �i+1 ≥ �i + �, then set x�i := y�,�,� , for � := �i , � := otp(

⋃
i ′<i x

�
i ′),

and � := h�(�i). In particular, h(otp(
⋃
i ′≤i x

�
i ′) – 1) = h�(�i).

Finally, let C •
� :=

⋃
i<otp(C�) x

�
i , so that C •

� is a club in �. Note that
otp(C •

� ) ≤ �, since otp(C�) ≤ � and α + � < � for all (α, �) ∈ � × �. Thus,
to see that �C • := 〈C •

� | � ∈ S〉 and h are as sought, let D be a club in κ.
By possibly shrinking D, we may assume that every element of D is an
indecomposable ordinal greater than �.

Pick � ∈ S such that, for every � < �,

sup{� < � | h�(min(C� \ �)) = � & min(C� \ (� + 1)) ∈ D ∩ T} = �.

Equivalently, for every � < �, the following set is cofinal in �:

B� := {� ∈ C� | h�(�) = � & min(C� \ (� + 1)) ∈ D ∩ T}.

Let � < � and let � ∈ B� . Pick i < otp(C�) such that � = �i . Put � ′ :=
max(x�i ) so that � ≤ � ′ < �i+1 = min(C •

� \ (� ′ + 1)). Since �i+1 ∈ D, we
know that �i + � < �i+1. Consequently,

h(otp(C •
� ∩� ′)) = h(otp(

⋃
i ′≤i
x�i ′) – 1) = h�(�i) = �,

as sought. �

Remark 4.6. The preceding lemma should not be interpreted as saying
that Θ1(...) and Θ2(...) are essentially the same, since the move from �C to
�C • may lead to the loss of coherence features of �C . In addition, the above

lemma is limited to 
 = 1, though a simple tweak yields that if �C is a witness
for CG�(S,T, 
, 〈J� | � ∈ S〉) with 
 < min{� + 1, �}, and nacc(�) ∈ J� for
all � ∈ S, then a �C • may be cooked-up to satisfy � ∈ Θ1( �C •, T, 
).

4.1. Using colourings. We now introduce two colouring principles from
[26] which we shall use in this subsection. As explained in [26, Remark 8.2],
these principles are a spin-off of Sierpiński’s onto mapping principle.

Definition 4.7 [26]. Let J be an ideal over �, and � ≤ � be some
cardinal.

• onto(J, �) asserts the existence of a colouring c : [�]2 → � such that for
every B ∈ J+, there is an � < � such that

c[{�}� B] = �;

• unbounded(J, �) asserts the existence of an upper-regressive colouring
c : [�]2 → � such that for every B ∈ J+, there is an � < � such that

otp(c[{�}� B]) = �.
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Our first application of which will make use of the following pumping up
result.

Fact 4.8 [27, Theorem 4.1]. Let � ≤ � be a pair of infinite cardinals, with
� regular.

(1) If onto(Jbd[�], �) holds, then there exists a colouring c : [�]2 → � such
that for every �-complete ideal J on some ordinal � of cofinality �
and every map � : � → � satisfying sup(�[B]) = � for all B ∈ J+, the
following holds. For every B ∈ J+, there exists an � < � such that

{� < � | {� ∈ B | � < �(�) & c(�, �(�)) = �} ∈ J+} = �.

(2) If unbounded(Jbd[�], �) holds, then there exists a colouring
c : [�]2 → � such that for every �-complete ideal J on some ordinal
� of cofinality � and every map � : � → � satisfying sup(�[B]) = �
for all B ∈ J+, the following holds. For every B ∈ J+, there exists an
� < � such that

otp({� < � | {� ∈ B | � < �(�) & c(�, �(�)) = �} ∈ J+}) = �.

Theorem 4.9. Suppose that �C witnesses CG�(S,T, 
, �J ) with S ⊆ Eκ� , and
that � ≤ � is infinite.

(1) If onto(Jbd[�], �) holds and � = �, then � ∈ Θ1( �C,T, 
, �J ).
(2) If onto(Jbd[�], �) holds, then � ∈ Θ2( �C,T, 
, �J ).
(3) If unbounded(Jbd[�], �) holds and �+ < κ, then � ∈ Θ2( �C,T, 
, �J ).

Proof. For every � ∈ S, fix a subclub e� of C� of ordertype �. In
case that � = �, moreover set e� := C� . Define �� : � → � via ��(�) :=
otp(e� ∩ �) and note that for every � < �, ��(�) = ��(min(C� \ �)). As
J� is a �-complete ideal on � extending J bd[�], it is also the case that
sup(��[B]) = � for every B ∈ J+

� .
(1) and (2): Suppose that onto(J bd[�], �) holds, and fix a colouring
c : [�]2 → � as in Fact 4.8(1).

Claim 4.9.1. There exists an � < � such that, for every club D ⊆ κ, there
exists a � ∈ S, such that, for every � < �,

{� < � | � < ��(�) & c(�, ��(�)) = � & succ
(C� \ �) ⊆ D ∩ T} ∈ J+
� .

Proof. Suppose not. For every � < �, fix a counterexample clubD� ⊆ κ.
Let D :=

⋂
�<� D�. By the choice of �C , let us now pick � ∈ S such that the

following set is in J+
� :

B := {� < � | succ
(C� \ �) ⊆ D ∩ T}.
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Recalling that c was given by Fact 4.8(1), there is an � < � such that

{� < � | {� ∈ B | � < �(�) & c(�, �(�)) = �} ∈ J+
� } = �.

However, as D ⊆ D�, this contradicts the choice of D�. �

Let � < � be given by the preceding claim. Choose �h = 〈h� : C� → � |
� ∈ S〉 satisfying h�(�) = c(�, ��(�)) for all � ∈ S and � ∈ C� such that � <
��(�). Then �h witnesses that � ∈ Θ2( �C,T, 
, �J ). Furthermore, in the special
case that �C is �-bounded, any map h : κ → � satisfying h(�̄) = c(�, �̄) for
every �̄ ∈ (�, �) witnesses that � ∈ Θ1( �C,T, 
, �J ).

(3) Suppose that unbounded(J bd[�], �) holds with � < �, and fix a
colouring c : [�]2 → � as in Fact 4.8(2). For every clubD ⊆ κ, for all � ∈ S
and � < �, denote

D(�, �) :={� < � | {� < � | � < ��(�) & c(�, ��(�)) = � & succ
(C� \ �)
⊆ D ∩ T} ∈ J+

� }.

Claim 4.9.2. There exists an � < � such that, for every club D ⊆ κ, there
exists a � ∈ S such that |D(�, �)| = �.

Proof. Suppose not. For every � < �, fix a counterexample clubD� ⊆ κ.
Let D :=

⋂
�<� D�. By the choice of �C , let us now pick � ∈ S such that the

following set is in J+
� :

B := {� < � | succ
(C� \ �) ⊆ D ∩ T}.

Recalling that c was given by Fact 4.8(2), there is an � < � such that

otp({� < � | {� ∈ B | � < �(�) & c(�, �(�)) = �} ∈ J+
� }) = �.

So |D(�, �)| = �. However, as D ⊆ D�, and D� was chosen so that
|D�(�, �)| < �, we reach a contradiction. �

We fix from here on an � < � as given by the previous claim, and for
simplicity of notation, for D ⊆ κ a club and � ∈ S, we denote D(�) :=
D(�, �).

Claim 4.9.3. There exists a clubD∗ ⊆ κ such that for every clubD ⊆ D∗,
there exists � ∈ S such that D(�) = D∗(�) and this set has size �.

Proof. Suppose this is not so. In that case, we can construct a ⊆-
decreasing sequence 〈Di | i ≤ �+〉 of clubs in κ as follows:

(i) D0 := κ;
(ii) Di+1 ⊆ Di is some club such that for every � ∈ S, either |D(�)| < �

or Di+1(�) � Di(�);
(iii) for i ∈ acc(�+ + 1), Di :=

⋂
i ′<i Di ′ .
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Since D�+ is again a club in κ, we may fix a � ∈ S such that |D�+(�)| = �.
In particular, for every i ≤ �+, |Di(�)| = �, and hence, by the construction,
〈Di(�) | i ≤ �+〉must be a strictly⊆-decreasing sequence of subsets ofD0(�),
contradicting the fact that |D0(�)| = �. �

Let D∗ ⊆ κ be given by the preceding claim. Then any sequence
�h = 〈h� : C� → � | � ∈ S〉 satisfying that for all � ∈ S and � ∈ C� with
��(�) > �,

h�(�) = otp(c(�, ��(�)) ∩D∗(�))

witnesses that � ∈ Θ2( �C,T, 
, �J ). �

We now move on to the case of normal ideals. We first need an analogue
of Fact 4.8. In what follows, for a set of ordinals A, its collapsing map is
the unique function � : A→ otp(A) satisfying �(α) = otp(A ∩ α) for all
α ∈ A.

Theorem 4.10. Suppose that � is a regular uncountable cardinal, and � ≤ �
is a cardinal.

(1) If unbounded(NS�, �) holds, then there exists a colouring c : [�]2 → �
such that for every �-complete normal ideal J on some ordinal � of
cofinality �, for every club A in � of ordertype �, for its collapsing map
� : A→ � the following holds. For all B ∈ J+, there exists an � < �
such that

otp({� < � | {� ∈ B ∩ A | � < �(�) & c(�, �(�)) = �} ∈ J+}) = �.

(2) If onto(NS�, �) holds, then there exists a colouring c : [�]2 → � such
that for every normal �-complete ideal J on some ordinal � of cofinality
�, for every club A in � of ordertype �, for its collapsing map � : A→ �
the following holds. For all B ∈ J+, there exists an � < � such that

{� < � | {� ∈ B ∩ A | � < �(�) & c(�, �(�)) = �} ∈ J+} = �.

Proof. Clauses (1) and (2) follow from [26, Proposition 2.25]. Since the
proof of Clause (2) was omitted in [26], we give it here.

(2) Given a normal �-complete ideal J on some ordinal � of cofinality
�, and a club A in � of ordertype �, it is the case that A ∈ J ∗, since J is
normal. Let � denote the collapsing map of A. For all B ⊆ �, � < � and
� < �, denote

B�,� := {� ∈ B ∩A | � < �(�) & c(�, �(�)) = �}.

Suppose onto(NS�, �) holds, and fix a witnessing colouring c : [�]2 → �.
Towards a contradiction, suppose that there exists B ∈ J+ such that,
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for every � < �, there is a �� < � such that B�,�� ∈ J . As J is normal,
E := �–1[��<�(� \ �[B�,�� ]] is in J ∗. Note that

E = {� ∈ A | ∀� < �(�) (� /∈ B�,��)}.

As E ∈ J ∗ and B ∈ J+, B ∩ E ∈ J+, so since J is normal, �[B ∩ E] is
stationary. It thus follows from the choice of c that we may pick � < �
such that c[{�}� �[B ∩ E]] = �. Find � ∈ B ∩ E such that �(�) > � and
c(�, �(�)) = ��. Then � ∈ B�,�� , contradicting the fact that � ∈ E. �

Theorem 4.11. Suppose that � is a regular uncountable cardinal, �C
witnesses CG�(S,T, 
, �J ) with S ⊆ Eκ� and for every � ∈ S, J� is a normal
�-complete ideal on � extending J bd[�]. Then:

(1) If onto(NS�, �) holds and � = �, then � ∈ Θ1( �C,T, 
, �J ).
(2) If onto(NS�, �) holds, then � ∈ Θ2( �C,T, 
, �J ).
(3) If unbounded(NS�, �) holds and � < �, then �2 ∈ Θ2( �C,T, 
, �J ).

Proof. Write �C as 〈C� | � ∈ S〉. For each � ∈ S, if otp(C�) = �, then
set A� := C� . Otherwise, just let A� be some club in � of ordertype �.
Then, let �� : A� → � be the corresponding collapsing map. We can now
repeat the proof of Theorem 4.9 except that we use Theorem 4.10 instead of
Fact 4.8. �

4.2. Maintaining coherence. By Theorem 4.9, onto(J bd[�], �) implies
that � ∈ Θ1( �C,T ). In contrast, unbounded(J bd[�], �) gives � ∈ Θ2( �C,T ),
and then Lemma 4.5 only yields another C-sequence �C • such that � ∈
Θ1( �C •, T ).

In the next theorem, we combine the two results carefully in order to obtain
a C-sequence �C • with � ∈ Θ1( �C •, T ) while maintaining some coherence
features of the original sequence �C .

Theorem 4.12. Suppose that � < � < κ are infinite cardinals,
unbounded(J bd[�], �) holds, and S is a stationary subset of Eκ� .

For every C-sequence �C = 〈C� | � < κ〉 such that �C �S witnesses CG�(S,T ),
there exists a corresponding C-sequence �C • = 〈C •

� | � < κ〉 such that:

• �C •�S is �-bounded.
• If �C is weakly coherent, then so is �C •.
• For every infinite cardinal 
 ∈ [�, κ), if �C is 
�-coherent, then so is �C •.
• � ∈ Θ1( �C •�S,T ).

Proof. Without loss of generality, 0 ∈ C� for all nonzero � < κ. For
every � < κ, denote �� := otp(C�), let �� : C� → �� be the collapsing map
of C� , and let 〈�i | i < ��〉 denote the increasing enumeration of C� so that
��(�i) = i for every i < �� .
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Fix a colouring c : [�]2 → � as in Fact 4.8(2). For every club D ⊆ κ, for
all � ∈ S and � < �, denote

D(�, �) := {� < � | sup{� < � | c(�, ��(�)) = � & min(C� \ (� + 1))
∈ D ∩ T} = �}.

By Claims 4.9.2 and 4.9.3, we may pick �∗ < � and a clubD∗ ⊆ κ such that
for every club D ⊆ D∗, there exists � ∈ S such that D(�∗, �) = D∗(�∗, �)
and this set has size �. By possibly shrinking D∗, we may assume that D∗

consists of indecomposable ordinals, and that min(D∗) > �.
For every � ∈ S, since cf(�) = � > �, the set

N� := {� < � | c(�∗, ��(�)) /∈ D∗(�∗, �) & min(C� \ (� + 1)) ∈ D∗ ∩ T}

is bounded in �. So, by one more stabilization argument, we may fix an
ε < � such that every club D ⊆ D∗, there exists � ∈ S such that D(�∗, �) =
D∗(�∗, �), |D∗(�∗, �)| = �, and also

sup({��(�) | � ∈ N�}) = ε.

For all � ∈ acc(κ) and i ≤ �� , denote

T i� := {c(�∗, j) | ε < j < i, �∗ < j, �j+1 ∈ D∗ ∩ T}.

Fix a surjection h : κ → � and a sequence of sets 〈y�,�,� | (�, �, �) ∈ κ ×
κ × �〉 as in the proof of Lemma 4.5. We now construct the new C-sequence
�C • = 〈C •

� | � < κ〉, as follows. SetC •
0 := ∅ andC •

�+1 := {�} for every � < κ.
Next, given � ∈ acc(κ), construct a sequence 〈xi� | i < ��〉 by recursion on
i < �� , as follows:
� If �i+1 /∈ D∗, then set xi� := {�i}.
� If �i+1 ∈ D∗, then in particular, �i+1 ≥ �i + �, so we set xi� := y�,�,� , for
� := �i , � := otp(

⋃
i ′<i x

i ′

� ), and

� := otp(c(�∗, i) ∩ T i� ).

Note that, for every � ∈ acc(κ), C� ⊆ C •
� , and also acc(C •

� ) ∩ Eκ≥� ⊆
acc(C�), since y�,�,� ⊆ Eκ<� for every (�, �, �) ∈ κ × κ × �. In addition, for
every � ∈ acc(κ), if α + � < �� for all (α, �) ∈ � × �� , then otp(C •

� ) = �� .
In particular, otp(C •

� ) = � for all � ∈ S.

Claim 4.12.1. Let 
 ∈ [�, κ) be an infinite cardinal.
If �C is 
�-coherent, then so is �C •.

Proof. Suppose that �C is 
�-coherent. Let � < κ and �̄ ∈ acc(C •
� ) ∩

Eκ≥
 ; we need to verify that C •
� ∩ �̄ � C •

� . As acc(C •
� ) ∩ Eκ≥� ⊆ acc(C�) and
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 ≥ �, we infer that �̄ ∈ acc(C�), so by 
�-coherence of �C , C� ∩ �̄ � C� . It
follows that:

• 〈�̄i | i < ��̄〉 = 〈�i | i < ��̄〉,
• 〈T i

�̄
| i < ��̄〉 = 〈T i� | i < ��̄〉, and hence

• 〈xi
�̄
| i < ��̄〉 = 〈xi� | i < ��̄〉,

so C •
� ∩ �̄ =

⋃
i<��̄
xi� =

⋃
i<��̄
xi
�̄

= C •
�̄

, as sought. �

Claim 4.12.2. If �C is weakly coherent, then so is �C •.

Proof. Towards a contradiction, suppose that �C is weakly coherent, but
�C • is not. Fix the least α < κ such that |{C •

� ∩ α | � < κ}| = κ. So we may
fix a cofinal subset Δ of acc(κ) such that:

(1) � �→ C •
� ∩ α is injective over Δ, but

(2) � �→ C� ∩ α is constant over Δ.

Fix � < α such that sup(C� ∩ α) = � for all � ∈ Δ. By minimality of α, and
by possibly shrinking Δ further, we may also assume that

(3) � �→ C •
� ∩ � is constant over Δ.

It thus follows that the map � �→ C •
� ∩ [�, α) is injective over Δ. However,

for every � ∈ Δ, C •
� ∩ [�, α) is equal to y�,�,� ∩ α, for � := otp(C •

� ∩ �) and
some � < �. Recalling Clause (3), there exists an � < κ such that:

{C •
� ∩ [�, α) | � ∈ Δ} ⊆ {y�,�,� ∩ α | � < �},

contradicting the fact that the set on the right hand size has size≤ � < κ. �

Finally, to see that � ∈ Θ1( �C •�S,T ), let D be a club in κ. By possibly
shrinking D, we may assume that D ⊆ D∗. Pick � ∈ S such that D(�∗, �) =
D∗(�∗, �), |D∗(�∗, �)| = �, and also

sup({��(�) | � ∈ N�}) = ε.

For any D ′ ∈ {D,D∗},

D ′(�∗, �) = {� < � | sup{i < � | c(�∗, i) = � & �i+1 ∈ D ′ ∩ T} = �}.

So, since D(�∗, �) = D∗(�∗, �), the definition of ε implies that

D(�∗, �) = {c(�∗, j) | ε < j < �, �∗ < j, �j+1 ∈ D∗ ∩ T} = T�� .

In particular, |T�� | = �. Now, given a prescribed colour �∗ and some α < �,
we shall find a �∗ ∈ C •

� above α such that min(C •
� \ (�∗ + 1)) ∈ D ∩ T and

h(C •
� ∩ �∗) = �∗. Fix the unique � ∈ T�� such that otp(T�� ∩ �) = �∗. Note

that for a tail of i < �, T�� ∩ � = T i� ∩ �.
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As � ∈ D(�∗, �), there are cofinally many � ∈ C� such that
min(C� \ (� + 1)) ∈ D ∩ T , �∗ < ��(�) and c(�∗, ��(�)) = �. So, we may
find a large enough i < � such that:

• �i+1 ∈ D ∩ T ,
• �∗ < i ,
• c(�∗, i) = �,
• α < �i , and
• T�� ∩ � = T i� ∩ �.

So otp(c(�∗, i) ∩ T i� ) = otp(� ∩ T i� ) = otp(T�� ∩ �) = �∗. Put �∗ :=
max(xi�) so that �i ≤ �∗ < �i+1 = min(C •

� \ (�∗ + 1)). Since �i+1 ∈ D ⊆
D∗, we know that xi� = y�,�,�∗ , for � := �i and � := otp(

⋃
i ′<i x

i ′

� ).
Consequently,

h(otp(C •
� ∩ �∗)) = h(otp(

⋃
i ′≤i
x�i ′) – 1) = �∗,

as sought. �

By [26, Proposition 2.18 and Lemma 8.4], in Gödel’s constructible
universe L, for every weakly compact cardinal � that is not ineffable,
unbounded(J bd[�], �) fails for every cardinal � ∈ [3, �], but onto(NS�, �)
holds. Thus, it is easier to get unbounded(J, �) with J := NS� than with J :=
J bd[�]. In the upcoming theorem, the hypothesis of unbounded(J bd[�], �)
from Theorem 4.12 is reduced to unbounded(NS�, �) at the cost of requiring
�C �S to witness CG�(S,T, 1, 〈NS� | � ∈ S〉).

Theorem 4.13. Suppose that � < � < κ are infinite cardinals,
unbounded(NS�, �) holds, and S is a stationary subset of Eκ� .

For every C-sequence �C = 〈C� | � < κ〉 such that �C �S witnesses
CG�(S,T, 1, 〈NS� | � ∈ S〉), there exists a corresponding C-sequence
�C • = 〈C •

� | � < κ〉 such that:

• �C •�S is �-bounded.
• If �C is weakly coherent, then so is �C •.
• For every infinite cardinal 
 ∈ [�, κ), if �C is 
�-coherent, then so is �C •.
• � ∈ Θ1( �C •�S,T ).

Proof. For every � < κ, let�� : C� → otp(C�) denote the collapsing map
of C� . Let c : [κ]2 → � be a colouring given by Theorem 4.10(1).

Claim 4.13.1. There exists an � < � such that, for every clubD ⊆ κ, there
exists a � ∈ S, such that the following set has size � :

D(�, �) := {� < � | sup{� < � | c(�, ��(�)) = � & min(C� \ (� + 1))
∈ D ∩ T} = �}.
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Proof. Suppose not. For every � < �, fix a counterexample clubD� ⊆ κ.
Let D :=

⋂
�<� D�. By the hypothesis on �C �S, let us now pick � ∈ S such

that the following set is stationary in �:

B := {� < � | min(C� \ (� + 1)) ∈ D ∩ T}.
By the choice of c, there is an � < � such that

otp({� < � | {� ∈ B | � < ��(�) & c(�, ��(�)) = �} ∈ (NS�)+}) = �.

In particular, |D(�, �)| = �, contradicting the fact that D ⊆ D�. �
The rest of the proof is now identical to that of Theorem 4.12. �
Remark 4.14. Since nacc(�) ∈ NS� for all � ∈ S, for every 
 ≤ � such

that 
 < �, if �C �S moreover witnesses CG�(S,T, 
, 〈NS� | � ∈ S〉), then the
preceding proof may be slightly tweaked to secure that � ∈ Θ1( �C •�S,T, 
).
The first change is to require that the surjection h : κ → � satisfies that for
every � < κ, for every � < �, there exists � ∈ (�, � + �) such that {h(� + �) |
� ≤ 
} = {�}. The second change is to imposexi� = {�i} for all i ∈ nacc(��).
The details are left to the reader.

4.3. Applications. We now utilize the results from [26–28] in order to
partition club guessing sequences. This proves Theorem C.

Fact 4.15 [26]. Suppose that � is regular and uncountable.
Any of the following implies that onto(J bd[�], �) holds:

(1) � = � = ℵ1 = non(M).
(2) � = � is a successor cardinal, and |•(�) holds.
(3) � = � and ♦(T ) holds for a stationary T ⊆ � that does not reflect at

regulars.
(4) � < � and �� [�]2

� holds.
(5) � < � is regular and unbounded(Jbd[�], �) holds.8

Fact 4.16 [27]. Suppose that � is regular and uncountable, and � ≤ �.
Any of the following implies that unbounded(J bd[�], �) holds:

(1) � admits a nontrivial C-sequence in the sense of [80, Definition 6.3.1].
(2) �(�,<	) holds for some 	 < �.
(3) � is not greatly Mahlo.
(4) � is not weakly compact in L.
(5) � is not weakly compact, and � = �.
(6) � is not strongly inaccessible, and � = log2(�).9

8More generally, by [27, Theorem 4.1(3) and Corollary 4.18(2)], if unbounded(Jbd[�],Λ)
holds for an infinite cardinal Λ ≤ �, then onto(Jbd[�], �) holds for every regular � < Λ.

9This is optimal. By [26, Theorem 9.10], it is consistent that � is weakly inaccessible,
log2(�) = ℵ0 and unbounded(Jbd[�],ℵ1) fails.
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Fact 4.17 [28]. If � is a regular uncountable cardinal and there exists a
�-Aronszajn tree, then unbounded(J bd[�], �) holds for every cardinal
� < �. In particular, if � is a strongly inaccessible cardinal that is not weakly
compact, then onto(J bd[�], �) holds for every � < �.

Corollary 4.18. Suppose that � is a regular uncountable cardinal, and �C
witnesses CG�(S,T, 
, �J ) with S ⊆ Eκ� .

(1) If � = �<� is a successor cardinal, then � ∈ Θ1( �C,T, 
, �J ).
(2) If � = �+ and � is regular, then � ∈ Θ1( �C,T, 
, �J ).
(3) If � is not Mahlo and ♦(�) holds, then � ∈ Θ1( �C,T, 
, �J ).
(4) If � is not greatly Mahlo or if there is a �-Aronszajn tree, then � ∈ Θ2( �C,
T, 
, �J ) for every cardinal � < �.

(5) If � is not strongly inaccessible, then log2(�) ∈ Θ2( �C,T, 
, �J ). �
Fact 4.19 [26]. Let � be a regular uncountable cardinal.

(1) If ♦∗(�) holds, then so does onto(NS�, �).
(2) If � admits an amenable C-sequence, then onto(NS�, �) holds for all

regular � < �.
(3) unbounded(NS�, �) holds iff � is not ineffable.

Fact 4.20 [28]. If � is a regular uncountable cardinal such that �-ITP fails,10

then unbounded(NS�, �) holds for every � < �. In particular, if � is a strongly
inaccessible cardinal that is not ineffable, then onto(NS�, �) holds for every
� < �.

Corollary 4.21. Suppose that � is a regular uncountable cardinal, and �C
witnesses CG�(S,T, 
, �J ) with S ⊆ Eκ� and �J is a sequence of normal ideals.

(1) If ♦∗(�) holds, then � ∈ Θ1( �C,T, 
, �J ).
(2) If � admits an amenable C-sequence, then � ∈ Θ1( �C,T, 
, �J ) for all

regular � < �.
(3) If � is a non-ineffable strongly inaccessible, then � ∈ Θ1( �C,T, 
, �J ) for

every cardinal � < �.
(4) If � is a non-ineffable, then � ∈ Θ2( �C,T, 
, �J ). �
In [44], the (weak) club guessing principle � was shown to give rise to a

C-sequence �C over�1 for which the corresponding object T (� �C
0 ) is a special

Aronszajn tree of pathological nature. In the terminology developed in this
paper, the key features of �C sufficient for the construction are that �C be
a transversal for �∗

� and that � ∈ Θ1( �C,�1). Arguably, the higher analog
of this would assert the existence of a transversal �C = 〈C� | � < �+〉 for
�∗
� such that log2(�) ∈ Θ1( �C, �+). By the next corollary, if � is not strongly

10In the language of [82, Section 1.2], this means that there is a thin �-effable �-list.
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inaccessible (in particular, if � = ℵ1), then the existence of such a C-sequence
is in fact no stronger than �∗

�.

Corollary 4.22. Suppose that � is a regular uncountable cardinal, and
� = log2(�).

(1) If �∗
� holds and � < �, then there exists a transversal �C for �∗

� such that
� ∈ Θ1( �C �E�+

� , E
�+

� ).
(2) If ♦(�) holds and � is not Mahlo, then there exists a transversal �C for

�∗
� such that � ∈ Θ1( �C �E�+

� , E
�+

� ).
(3) If ♦∗(�) holds, then there exists a transversal �C for �∗

� such that
� ∈ Θ1( �C �E�+

� , �
+).

Proof. (1) Suppose that � < � and �∗
� holds. Appeal to Theorem 3.23 to

find a transversal �C for �∗
� such that �C �E�+

� witnesses CG�(E�
+

� , E
�+

� ). By
Corollary 4.18(5), � ∈ Θ1( �C �E�+

� , E
�+

� ).
(2) Appeal to Fact 3.29 to pick a �-bounded C-sequence �C = 〈C� | � < �+〉

such that C �E�+

� witnesses CG�(E�
+

� , E
�+

� ). Suppose that ♦(�) holds. In
particular, �<� = �, so �C is trivially weakly coherent. In addition, since
♦(�) holds, Corollary 4.18(3) implies that � ∈ Θ1(E�

+

� , E
�+

� ).
(3) By Fact 3.29 together with Corollary 6.10 below, we may fix a
�-bounded C-sequence �C = 〈C� | � < �+〉 such that �C �E�+

� witnesses
CG�(E�

+

� , �
+, 1, 〈NS� | � ∈ S〉). Suppose that ♦∗(�) holds. In particular,

�C is trivially weakly coherent. In addition, since ♦∗(�) holds, Corollary
4.21(1) implies that � ∈ Θ1( �C �E�+

� , �
+). �

We also record the following variation.

Corollary 4.23. Suppose that � is a regular uncountable cardinal that is
not strongly inaccessible. If �� holds, then it may be witnessed by a C-sequence
�C such that log2(�) ∈ Θ1( �C �E�+

� , �
+).

Proof. By Fact 3.8, using (�, κ, 	, S) := (�, �+, 2, E�
+

� ), and Corollary
4.18(5). �

4.4. Another form of partitioning. By [11, Theorem 3.7], if ♣(S) holds,
then there exists a decomposition S =

⊎
i<κ Si such that ♣(Si) holds for

every i < κ. We close this section by showing that this form of partitioning
also holds for CG. When taken together with Theorem 2.15, this yields
Solovay’s decomposition theorem for cardinals greater than ℵ1 (at the level
of ℵ1, Solovay’s theorem follows using an Ulam matrix).

Proposition 4.24. Suppose that �C witnesses CG�(S,T, 
, �J ). Then there
exists a decompositionS =

⊎
i<κ Si such that �C �Si witnesses CG�(Si , T, 
, �J )

for all i < κ.
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Proof. For all � < i < κ, let S�i := {� ∈ S ∩ acc(κ \ �) | min(C� \
(� + 1)) = i}. It suffices to prove that there exists a � < κ for which the
following set has size κ:

I� := {i ∈ (�, κ) | �C �S�i witnesses CG�(S
�
i , T, 
,

�J )}.
So, suppose that this is not the case, and fix a sparse enough club E ⊆ κ
such that, for every � ∈ E, for every � < �, sup(I�) < �. In addition, fix a
triangular matrix 〈D�i | � < i < κ〉 of clubs in κ such that, for all � < i < κ,
if i /∈ I� , then for every � ∈ S�i ,

{� < � | succ
(C� \ �) ⊆ D�i ∩ T} ∈ J�.

Consider the club D := {� ∈ E | ∀i < �∀� < i(� ∈ D�i )}. By the choice of
�C , pick � ∈ S such that the following set is in J+

� :

B := {� < � | succ
(C� \ �) ⊆ D ∩ T}.
Claim 4.24.1. For every � < �, min(C� \ (� + 1)) ∈ I� .

Proof. Given � < �, if we let i := min(C� \ (� + 1)), then � ∈ S�i , and
since D ∩ � is almost included in D�i ∩ �, it is the case that

{� < � | succ
(C� \ �) ⊆ D�i ∩ T} ∈ J+
� ,

so that i ∈ I� . �
Pick � ∈ B and set � := min(C� \ (� + 1)). As � ∈ D ∩ T ⊆ E and � < �,

sup(I�) < �, contradicting the preceding claim. �

§5. Increasing 
. In this section we are interested in improving the quality
of guessing by guessing many consecutive nonaccumulation points as in
Question 1.6. As we shall see, guessing clubs relative to points of prescribed
cofinality turns out be of great help for this purpose. The main result of this
section reads as follows.

Corollary 5.1. Suppose � < � ≤ κ are infinite cardinals, and that
S ⊆ Eκ>� .

For every (possibly finite) cardinal 
 < �, if CG�(S,Eκ≥
 ∩ Eκ≤� , 1, �J ) holds,
then so does CG�(S, κ, 
, �J ).

Proof. � If 
 is finite, then appeal to Theorem 5.2.
� If 
 = � and CG�(S,Eκ
 , 1, �J ) holds then appeal to Theorem 5.4.
� If 
 = � and CG�(S,Eκ
 , 1, �J ) fails, then since S ⊆ Eκ>� , it follows

from Proposition 2.5 that CG�(S,Eκ�̄ , 1, �J ) holds for some cardinal �̄ with

 < �̄ ≤ �. Now appeal to Theorem 5.5(2) with T := κ.
� If 
 > �, then appeal to Theorem 5.5 with T := κ. �
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Another key result is Theorem 5.5 where a version of this result relative
to a set T is proved.

We commence with a result that pumps up 
 from 1 to any prescribed
positive integer using a postprocessing∗ function (thereby, preserving
coherence features).

Theorem 5.2. Suppose 
 < � ≤ � < κ are cardinals.
Suppose that �C = 〈C� | � ∈ S〉 witnesses CG�(S,Eκ≤� , 1, �J ), with S ⊆ Eκ>� .

Then there exists a postprocessing∗ function Φ : K(κ) → K(κ) such that
〈Φ(C�) | � ∈ S〉 witnesses CG�(S, κ, 
, �J ).

Proof. Fix an auxiliary C-sequence �e = 〈e� | � < κ〉 such that otp(e�) =
cf(�) for every � < κ. In what follows we shall use the operator ΦD from
Definition 2.12.

Claim 5.2.1. There is a club D ⊆ κ such that for every club E ⊆ κ there
is a � ∈ S such that

{α < � | � := min(C� \ (α + 1)) & � ∈ Eκ≤� & |ΦD(e�) ∩ (E \ α)| > 
} ∈ J+
� .

Proof. Suppose that the claim does not hold. In this case, for every club
D ⊆ κ, there is a club FD ⊆ κ such that for every � ∈ S,

{α < � | � := min(C� \ (α + 1)) & � ∈ Eκ≤� & |ΦD(e�) ∩ (FD \ α)| > 
} ∈ J�.

Let	 := ℵ0 so that	 ≤ � < κ. We construct now a⊆-decreasing sequence
〈Di | i ≤ 	〉 of clubs in κ as follows:

(i) D0 := κ;
(ii) Di+1 := Di ∩ FDi ;

(iii) for i ∈ acc(	+ 1), Di :=
⋂
i ′<i Di ′ .

Since 	 < κ, all these are clubs in κ. Finally, consider the club

D∗ := {� < κ | otp(D	 ∩ �) = � > �}.

As �C = 〈C� | � ∈ S〉 witnesses CG�(S,Eκ≤� , 1, �J ), let us pick � ∈ S such
that

A := {α < � | min(C� \ (α + 1)) ∈ D∗ ∩ Eκ≤�}

is in J+
� .

For every i < 	, by the choice of FDi , the following set

Ai := {α < � | � := min(C� \ (α + 1)) & � ∈ Eκ≤� & |ΦDi (e�) ∩ (FDi \ α)| > 
}

is in J� . As J� is cf(�)-additive, and cf(�) > �, we may now fix α ∈ A \⋃
i<	 Ai . Set � := min(C� \ (α + 1)), so that � ∈ D∗ ∩ Eκ≤� . Since � ∈ D∗ ⊆

acc(Di) for every i ≤ 	, we have that ΦDi (e�) ⊆ Di .
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As � ∈ D∗, otp(D	 ∩ �) = � > � ≥ otp(e�), so that (D	 ∩ �) \ e� is cofinal
in �. Recursively construct 〈(�n, �n) | n ≤ 
〉 by letting:

(i) �0 := min(D	 \ (e� ∪ α)),
(ii) �0 := min(e� \ �0),
(iii) �n+1 := min(D	 \ (e� ∪ �n)), and
(iv) �n+1 := min(e� \ �n+1).

Evidently, α ≤ �n < �n < �n+1.
For every n ≤ 
, denote �ni := sup(�n ∩Di), and fix a large enough jn <
� such that �ni = �njn for every integer i ≥ jn. Set i∗ := max{jn | n ≤ 
}
which is finite as 
 is finite. Altogether, for every n < 
,

α ≤ �n ≤ �ni∗ = �ni∗+1 ≤ �n < �n+1.

It thus follows that {�ni∗ | n ≤ 
} consists of 
 + 1 many distinct elements
of ΦDi∗ (e�) ∩ (Di∗+1 \ α). But Di∗+1 is a subset of FDi∗ so |ΦDi∗ (e�) ∩
(FDi∗ \ α)| > 
, and since � = min(C� \ (α + 1)), we have contradicted the
fact that α �∈ Ai∗ . �

Let D ⊆ κ be a club as given by the preceding claim. For all � ∈ Eκ≤� and
z ∈ [�]<�, we define a finite subset of �:

z� := {� ∈ ΦD(e�) | otp(ΦD(e�) ∩ �) ∈ z}.

Now, for every z ∈ [�]<�, define a postprocessing∗ function Φz : K(κ) →
K(κ) via

Φz(x) := x ∪ {z� \ sup(x ∩ �) | � ∈ nacc(x) ∩ Eκ≤�}.

Claim 5.2.2. There exists z ∈ [�]
+1 such that �Cz := 〈Φz(C�) | � ∈ S〉
witnesses CG�(S, κ, 
, �J ).

Proof. Suppose not. For each z ∈ [�]
+1 fix a counterexample Ez . Set
E :=

⋂
{Ez | z ∈ [�]
+1}. Recalling the choice of D, let us now fix � ∈ S for

which

A := {α < � | � := min(C� \ (α + 1)) & � ∈ Eκ≤� & |ΦD(e�) ∩ (E \ α)| > 
}

is in J+
� . For every α ∈ A, let �α := min(C� \ (α + 1)) and fix zα ∈ [�]
+1

such that (zα)�α ⊆ E \ α. As J� is cf(�)-additive and cf(�) > � = |[�]
+1|, it
follows that there exists some z ∈ [�]
+1 for which {α ∈ A | zα = z} is in
J+
� . As E ⊆ Ez , this is a contradiction. �

Let z be given by the preceding claim. Then Φz is as sought. �

Corollary 5.3. Suppose � < � < κ are infinite regular cardinals, and
S ⊆ Eκ� .
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If CG�(S,Eκ� ) holds, then there exists a �-bounded C-sequence �C = 〈C� |
� ∈ S〉 satisfying the following. For every club D ⊆ κ, for every n < �, there
exists a � ∈ S such that sup{� < � | succn(C� \ �) ⊆ D} = �. �

Theorem 5.4. Suppose � ≤ κ are uncountable cardinals.
For every stationary S ⊆ Eκ>�1

, CG�(S,Eκ�, 1, �J ) implies CG�(S, κ,�, �J ).

Proof. Suppose that �C = 〈C� | � ∈ S〉 witnesses CG�(S,Eκ�, 1, �J ), with
S ⊆ Eκ>�. In particular,κ ≥ ℵ2. Fix an auxiliary C-sequence �e = 〈e� | � < κ〉
such that otp(e�) = cf(�) for every � < κ. In what follows we shall use the
operator ΦD from Definition 2.12.

Claim 5.4.1. There is a club D ⊆ κ such that for every club E ⊆ κ there
is a � ∈ S such that

{α < � | � := min(C� \ (α + 1)) & � ∈ Eκ� & ΦD(e�) ⊆ E} ∈ J+
� .

Proof. Suppose that the claim does not hold. In this case, for every club
D ⊆ κ, there is a club FD ⊆ κ such that for every � ∈ S,

{α < � | � := min(C� \ (α + 1)) & � ∈ Eκ� & ΦD(e�) ⊆ FD} ∈ J�.

Let 	 := ℵ1 so that 	 < κ. We construct now a ⊆-decreasing sequence
〈Di | i ≤ 	〉 of clubs in κ as follows:

(i) D0 := κ;
(ii) Di+1 := Di ∩ FDi ;

(iii) for i ∈ acc(	+ 1), Di :=
⋂
i ′<i Di ′ .

Since 	 < κ, all these are club in κ. Finally, consider the club

D∗ := {� < κ | otp(D	 ∩ �) = �}.

As �C = 〈C� | � ∈ S〉 witnesses CG�(S,Eκ�, 1, �J ), let us pick � ∈ S such
that

A := {α < � | min(C� \ (α + 1)) ∈ D∗ ∩ Eκ�}

is in J+
� .

For every i < 	, by the choice of FDi , the following set is in J� :

Ai := {α < � | � := min(C� \ (α + 1)) & � ∈ Eκ� & ΦDi (e�) ⊆ FDi}.

As J� is cf(�)-additive, and cf(�) > �1, we may now fix α ∈ A \
⋃
i<	 Ai .

Set � := min(C� \ (α + 1)), so that � ∈ D∗ ∩ Eκ�. Since � ∈ D∗ ⊆ acc(Di)
for every i ≤ 	, we have that ΦDi (e�) ⊆ Di for every i < 	.

For � ∈ e� , let �i := sup(� ∩Di). Since 〈Di | i ≤ 	〉 is ⊆-decreasing,
〈�i | i < 	〉 is a non-increasing sequence, and hence it must stabilize beyond
some ordinal j(�) < 	. That is, for every i ≥ j(�) we have �i = �j(�).
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Let i∗ := sup�∈e� j(�), and note that i∗ < 	, since 	 = ℵ1 = |e� |+. In
particular, this implies that

ΦDi∗ (e�) = ΦDi∗+1(e�) ⊆ Di∗+1 ⊆ Di∗ ∩ FDi∗ .

On the other hand, since α /∈ Ai∗ , we have that ΦDi∗ (e�) � FDi∗ . This is a
contradiction. �

Let D ⊆ κ be a club as given by the preceding claim. Consider a new
C-sequence �C • = 〈C •

� | � ∈ S〉 defined via

C •
� := C� ∪ {ΦD(e�) \ sup(C� ∩ �) | � ∈ nacc(C�) ∩ Eκ�}.

Note that for any � ∈ S, since otp(C�) ≤ � and for each � ∈ Eκ� we
have otp(ΦD(e�)) ≤ otp(e) ≤ �, we have that the ordertype of every initial
segment of C •

� is strictly less than �, and hence otp(C •
� ) ≤ �.

Now, if E ⊆ κ is a club, then by the choice of D there is some � ∈ S such
that

A := {α < � | � := min(C� \ (α + 1)) & � ∈ Eκ� & ΦD(e�) ⊆ acc(D) ∩ E}

is in J+
� . For every α ∈ A, if we let �α := min(C •

� \ (α + 1)), then �α ∈ Eκ�
andC •

� ∩ [α, �α) is equal to ΦD(e�α) \ α, which is an end segment of ΦD(e�α).
Since any end segment of ΦD(e�α) has ordertype � as well, it follows that
for any α ∈ A, there is an end segment of C •

� ∩ �α of ordertype � which
is contained in E. Since this interval of ordertype � which is contained in
E also contains � successive non-accumulation points of C •

� ∩ �α, we infer
that

B := {� < � | succ�(C •
� \ �) ⊆ E}

covers A. In particular, B ∈ J+
� . �

Theorem 5.5. Let 
 < � < � ≤ κ be infinite cardinals. Suppose that
S ⊆ Eκ>� and T ⊆ κ are stationary sets.

(1) If CG�(S,Eκ
 ∩ Tr(T ), 1, �J ) holds, then so does CG�(S,T, 
, �J ).
(2) If CG�(S,Eκ� ∩ Tr(T ), 1, �J ) holds, then so does CG�(S,T, 
, �J ).

Proof. For the proof of both cases, we fix an auxiliary C-sequence
�e = 〈e� | � < κ〉 such that otp(e�) = cf(�) for every � < κ.

(1) Suppose that �C = 〈C� | � ∈ S〉 witnesses CG�(S,Eκ
 ∩ Tr(T ), 1, �J ).
Let ΦB be the operator from Definition 2.8.

Claim 5.5.1. There is a club D ⊆ κ such that for every club E ⊆ κ there
is a � ∈ S such that

{α < � | � := min(C� \ (α + 1)) & � ∈ Eκ
 ∩ Tr(T ) & ΦD∩T (e�) ⊆ E} ∈ J+
� .
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Proof. Suppose that the claim does not hold. In this case, for every club
D ⊆ κ, there is a club FD ⊆ κ such that, for every � ∈ S,

{α < � | � := min(C� \ (α + 1)) & � ∈ Eκ
 ∩ Tr(T ) & ΦD∩T (e�) ⊆ FD} ∈ J�.

Set 	 := 
+, so that 	 ≤ � < κ. We construct now a ⊆-decreasing sequence
〈Di | i ≤ 	〉 of clubs in κ as follows:

(i) D0 := κ;
(ii) Di+1 := Di ∩ FDi ;

(iii) for i ∈ acc(	+ 1), Di :=
⋂
i ′<i Di ′ .

Next, let D∗ := acc(D	) and fix � ∈ S such that

A := {α < � | min(C� \ (α + 1)) ∈ D∗ ∩ Eκ
 ∩ Tr(T )}

is in J+
� .

For every i < 	, as Di+1 ⊆ FDi , the following set

Ai := {α < � | � := min(C� \ (α + 1)) & � ∈ Eκ
 ∩ Tr(T ) & ΦDi∩T (e�) ⊆ D+i}

is in J� . As cf(�) > � ≥ 	, we may fix α ∈ A \
⋃
i<	 Ai . Set � := min(C� \

(α + 1)), so that � ∈ D∗ ∩ Eκ
 ∩ Tr(T ).
For every i < 	, � ∈ acc(Di) ∩ Tr(T ), so that e� ∩Di ∩ T is stationary in
�, and hence ΦDi∩T (e�) = cl(e� ∩Di ∩ T ). Thus, for every i < 	, as α /∈ Ai ,
it must be the case that ΦDi∩T (e�) � Di+i ; but Di+1 is closed, so that, in
fact, e� ∩Di ∩ T � Di+i . For each i < 	, pick �i ∈ (e� ∩Di ∩ T ) \Di+i .
As |e� | < 	, we may now fix (i, j) ∈ [	]2 such that �i = �j . So �i /∈ Di+1

while �j ∈ Dj ⊆ Di+1. This is a contradiction. �

Let D ⊆ κ be given by the preceding claim. Consider the C-sequence
�C • = 〈C •

� | � ∈ S〉 defined via

C •
� := C� ∪ {ΦD∩T (e�) \ sup(C� ∩ �) | � ∈ nacc(C�) ∩ Eκ
 }.

It is clear that �C • witnesses CG�(S,T, 
, �J ).
(2) Suppose that �C = 〈C� | � ∈ S〉 witnesses CG�(S,Eκ� ∩ Tr(T ), 1, �J ).

For all � < κ and � < �, let e�� := {� ∈ e� ∩ T | otp(e� ∩ �) < �} so that it
is an initial segment of e� ∩ T .

Claim 5.5.2. There is � < � such that, for every clubE ⊆ κ, there is � ∈ S
with

{α < � | � := min(C� \ (α + 1)) & otp(e�� ∩ (E \ α)) > 
} ∈ J+
� .

Proof. Otherwise, pick a counterexample E� for each � < �, and set
E :=

⋂
�<� E� . Pick � ∈ S such that

A := {α < � | min(C� \ (α + 1)) ∈ acc(E) ∩ Tr(T ) ∩ Eκ� }
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is in J+
� . For every α ∈ A, if we let �α := min(C� \ (α + 1)), then e� ∩ E ∩ T

is a stationary subset of � of ordertype �, so there exists some �α < � such
that otp(e�α�α ∩ E \ α) > 
. As J� is cf(�)-additive and cf(�) > �, there must
exist some � < � for which A� := {α ∈ A | �α = �} is in J+

� . But E ⊆ E� .
This is a contradiction. �

Let � be given by the claim.

Claim 5.5.3. There is a club D ⊆ κ such that for every club E ⊆ κ there
is a � ∈ S such that

{α < � | � := min(C� \ (α + 1)) & e�� ∩D ⊆ E & otp(e�� ∩ (D \ α)) > 
} ∈ J+
� .

Proof. Suppose that the claim does not hold. In this case, for every club
D ⊆ κ, there is a club FD ⊆ κ such that, for every � ∈ S,

{α < � | � := min(C� \ (α + 1)) & e�� ∩D ⊆ FD & otp(e�� ∩ (D \ α)) > 
} ∈ J�.

We construct now a ⊆-decreasing sequence 〈Di | i ≤ �〉 of clubs in κ as
follows:

(i) D0 := κ;
(ii) Di+1 := Di ∩ FDi ;

(iii) for i ∈ acc(� + 1), Di :=
⋂
i ′<i Di ′ .

Let D∗ := D� and fix � ∈ S such that

A := {α < � | � := min(C� \ (α + 1)) & otp(e�� ∩ (D∗ \ α)) > 
}

is in J+
� .

For every i < �, the following set

Ai := {α < � | � := min(C� \ (α + 1)) & e�� ∩Di ⊆ FDi & otp(e�� ∩ (Di \ α)) > 
}

is in J� . Fix α ∈ A \
⋃
i<� Ai . Set � := min(C� \ (α + 1)), so that otp(e�� ∩

(D∗ \ α)) > 
.
For every i < �, since D∗ ⊆ Di and Di+1 ⊆ FDi , we have that otp(e�� ∩

(Di \ α)) > 
, and hence it must be the case that Di ∩ e�� � FDi , and
therefore, Di ∩ e�� � Di+1. So 〈Di ∩ e�� | i < �〉 is a strictly ⊆-decreasing
sequence of subsets of e�� , contradicting the fact that |e�� | ≤ |�| < �. �

Let D be given by the claim. As � < �, for every � < κ, |e�� | < �. It
altogether follows that the C-sequence �C • = 〈C •

� | � ∈ S〉 defined via

C •
� := C� ∪ {cl(D ∩ e��) \ sup(C� ∩ �) | � ∈ nacc(C�)},

is as sought. �

Corollary 5.6. Let 	 < 
 < 
+ < � < κ be infinite regular cardinals.
Then CG�(Eκ� , E

κ

 , 1, �J ) implies CG�(Eκ� , E

κ
	, 
, �J ).

https://doi.org/10.1017/bsl.2024.27 Published online by Cambridge University Press

https://doi.org/10.1017/bsl.2024.27


352 TANMAY INAMDAR AND ASSAF RINOT

Proof. Appeal to Theorem 5.5(1) with � := 
+, � := �, S := Eκ� and
T := Eκ	 . �

Corollary 5.7. For every successor cardinal �, if CG�(E�
+

� , E
�+

<�, 1) holds,
then so does CG�(E�

+

� , �
+, 2).

Proof. By Theorem 5.2, using 
 := 2, � := �+, κ := �+, S := Eκ� , and
�J := 〈J bd[�] | � ∈ S〉. �

Remark 5.8. This shows that Clause (4) of [2, Theorem 1.6] follows from
Clause (5) of the same theorem, provided that the cardinal κ there is a
successor cardinal.

§6. Moving between ideals. As shown in the Section 4, it is easier to
partition a witness for CG�(S,T, 
, �J ) in the case that the ideals in �J are
normal. So, we address here the problem of deriving CG�(S,T, 
, 〈NS� | � ∈
S〉) from CG�(S,T, 
, 〈J bd[�] | � ∈ S〉). The key lemma is Lemma 6.3. In
Theorem 6.4 it is used to improve results from Section 4. At successor
cardinals, Lemma 6.3 is particularly useful as seen by the main result of this
section, which combines Theorems A and E:

Corollary 6.1. Suppose that � is a successor cardinal, and S ⊆ E�+

� is
stationary.

Then:

(1) CG�(S,E�
+

� , 1, 〈NS� | � ∈ S〉) holds.
(2) CG�(S,E�

+

<�) implies CG�(S, �+, n, 〈NS� | � ∈ S〉) for every n < �.
(3) If � > ℵ1, then CG�(S,E�

+

<�) implies CG�(S, �+, �, 〈NS� | � ∈ S〉).

Proof. Let � denote the predecessor of �.
(1) By Fact 3.29 and Theorem 6.11(1).
(2) Suppose that CG�(S,E�

+

<�), equivalently CG�(S,E�
+

≥� ∩ E�+

≤�), holds.
Then, by Corollary 5.1, also CG�(S, �+, n) holds for every n < �. Finally, By
Theorem 6.11(1), moreover CG�(S, �+, n, 〈NS� | � ∈ E�

+

� 〉) holds for every
n < �.

(3) Assuming that � is uncountable, by Corollary 5.1, CG�(S,E�
+

≥� ∩
E�

+

≤�) implies CG�(S, �+, �), which, by Theorem 6.11(1), implies
CG�(S, �+, �, 〈NS� | � ∈ E�

+

� 〉). �

Lemma 6.2. Let ℵ0 < � < κ and S ⊆ Eκ� be stationary. Assume 1 ≤ 
 < �.
If �J = 〈J� | � ∈ S〉 is such that NS� ⊆ J� for all �, then CG(S,T, 
, �J )

implies CG�(S,T, 
, �J ).
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Proof. Let �C = 〈C� | � ∈ S〉 be a witness to CG(S,T, 
, �J ). For each
� ∈ S, define a function f� : � → � via

f�(�) := sup(succ
(C� \ �)) + 1,

then fix a club e� in � of ordertype cf(�) consisting of closure points of f� ,
and finally let C •

� be the ordinal closure below � of the following set:⋃
{succ
(C� \ �) | � ∈ e�}.

To see that 〈C •
� | � ∈ S〉 witnesses CG�(S,T, 
, �J ), let D be a club in κ. Pick

� ∈ S for which the following set is in J+
� :

B := {� < � | succ
(C� \ �) ⊆ D ∩ T}.

Then e� ∩ B ∈ J+
� , and for every � ∈ e� ∩ B , succ
(C •

� \ �) =
succ
(C� \ �). �

Lemma 6.3. Suppose that �C = 〈C� | � ∈ S〉 witnesses CG(S,T, 
), with
S ⊆ Eκ>� and T ⊆ κ. Then there exists a C-sequence �e = 〈e� | � ∈ S〉 such
that, for every club D ⊆ κ, there exists � ∈ S such that the following set is
stationary in � :

{α ∈ e� | ∃� ∈ C� [α ≤ � < min(e� \ (α + 1)) & succ
(C� \ �) ⊆ D ∩ T ]}.

Proof. Suppose not. For every � ∈ S, let e0
� := C� . Next, suppose that

i < � and that 〈ei� | � ∈ S〉 has already been defined. By assumption, we
can find a club Di ⊆ κ such that, for every � ∈ S, the following set is
nonstationary in �:

{α ∈ ei� | ∃� ∈ C� [α ≤ � < min(ei� \ (α + 1)) & succ
(C� \ �) ⊆ Di ∩ T ]},

so let us pick a subclub ei+1
� of ei� disjoint from it.

Put D :=
⋂
i<� Di . By the choice of �C , let us now pick � ∈ S such that

sup{� < � | succ
(C� \ �) ⊆ D ∩ T} = �.

Pick � < � above min(
⋂
i<� e

i
�) such that succ
(C� \ �) ⊆ D ∩ T . Con-

sider the ordinal

� := min(succ
(C� \ �)),

and then, for every i < �, let αi := sup(ei� ∩ �). As acc(ei�) ⊆ acc(C�), and
� is in nacc(C�) and above min(ei�), we infer that αi ∈ ei� ∩ �. As 〈ei� | i < �〉
is a ⊆-decreasing chain, 〈αi | i < �〉 is ≤-decreasing, so we may find a large
enough i < � such that αi+1 = αi . In particular, αi ∈ ei+1

� , so by the choice
of ei+1

� ,

∀� ∈ C� [α ≤ � < min(ei� \ (α + 1)) → succ
(C� \ �) � Di ∩ T ].
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On the other hand, since αi = sup(ei� ∩ �), it is the case that min(ei� \
(αi + 1)) ≥ �. Recalling also that e0

� ⊆ C� , altogether αi ≤ � < min(ei� \
(αi + 1)), and

succ
(C� \ �) ⊆ D ∩ T ⊆ Di ∩ T.

This is a contradiction. �

An immediate consequence of the preceding lemma is an improvement of
Clauses (2) and (3) of Theorem 4.9, for the special case of �J = 〈J bd[�] |
� ∈ S〉.

Theorem 6.4. Suppose that �C witnesses CG(S,T, 
) with S ⊆ Eκ� , and �
regular uncountable.

(1) If onto(NS�, �) holds, then � ∈ Θ2( �C,T, 
).
(2) If unbounded(NS�, �) holds and � < �, then � ∈ Θ2( �C,T, 
).

Proof. Let �e = 〈e� | � ∈ S〉 be the corresponding C-sequence given by
Lemma 6.3. Without loss of generality, e� ⊆ C� and otp(e�) = � for all
� ∈ S. Define �� : � → � via ��(�) := otp(e� ∩ �), so that, for everyA ⊆ �,
��[A] is stationary in � iff A is stationary in �.

(1) Suppose that onto(NS�, �) holds, and fix a colouring c : [�]2 → � as
in Theorem 4.10(2). As nacc(κ) is in NS�, we may assume that for all
� < α < κ, c(�, α + 1) = c(�, α). Now, a proof nearly identical to that of
Claim 4.9.1 yields an � < � such that, for every club D ⊆ κ, there exists a
� ∈ S, such that, for every � < �:

sup{� < � | � < ��(�) & c(�, ��(�)) = � & succ
(C� \ �) ⊆ D ∩ T} = �.

Choose �h = 〈h� : C� → � | � ∈ S〉 satisfying h�(�) = c(�, ��(�)) for all � ∈
S and � ∈ C� such that � < ��(�). Then �h witnesses that � ∈ Θ2( �C,T, 
).

(2) Suppose that unbounded(J bd[�], �) holds with � < �, and fix a
colouring c : [�]2 → � as in Theorem 4.10(1). For every club D ⊆ κ, for
all � ∈ S and � < �, let D(�, �) denote the set:

{� < � | sup{� < � | � < ��(�) & c(�, ��(�)) = � & succ
(C� \ �) ⊆ D ∩ T} = �}.

A proof nearly identical to that of Claim 4.9.2 yields an � < � such that, for
every clubD ⊆ κ, there exists � ∈ S, such that |D(�, �)| = �. The rest of the
proof is now identical to that of Theorem 4.9(3). �

We are now in conditions to prove Theorem D:

Corollary 6.5. Suppose that �C witnesses CG(S,T, 
) with S ⊆ Eκ� , and
� regular uncountable.

(i) If ♦∗(�) holds, then � ∈ Θ2( �C,T, 
).
(ii) If � is not strongly inaccessible, then log2(�) ∈ Θ2( �C,T, 
).
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(iii) If � is strongly inaccessible, not ineffable, then � ∈ Θ2( �C,T, 
) for every
� < �.

(iv) If � is not greatly Mahlo, then � ∈ Θ2( �C,T, 
) for every � < �.

Proof.

(i) By Theorem 6.4 and Fact 4.19(1).
(ii) By Theorem 6.4 and Fact 4.16(6).
(iii) By Theorem 6.4 and Fact 4.20.
(iv) By Theorem 4.9(3) and Fact 4.16(3). �
Motivated by Fact 4.16(1), we ask:

Question 6.6. Suppose that CG(S,T ) holds for stationary S ⊆ Eκ>� and
T ⊆ κ.

Does there exist a cardinal 	 < κ such that CG(S,T, 1, 〈NS��E�	 | � ∈ S〉)
holds?

Lemma 6.3 suggests the following variation of Definition 2.2.

Definition 6.7. CG�(S,T, 1
2 ,

�J ) asserts the existence of a �-bounded
C-sequence �C = 〈C� | � ∈ S〉 such that, for every club D ⊆ κ there is a
� ∈ S such that

{� < � | (�,min(C� \ (� + 1))] ∩D ∩ T �= ∅} ∈ J+
� .

Corollary 6.8. For all stationary S ⊆ Eκ>� andT ⊆ κ, if CG(S,T ) holds,
then so does CG(S,T, 1

2 , 〈NS� | � ∈ S〉). �

Note that by extending Definition 4.1 to incorporate the case 
 = 1
2 ,

Moore’s principle � holds iff there is an �-bounded C-sequence �C over �1

such that � ∈ Θ2( �C,�1,
1
2 ). We now show that over subsets of Eκ>� it is

possible to upgrade 
 = 1
2 to 
 = 1, but at the cost of losing control over

the set T.

Lemma 6.9. Suppose that S ⊆ Eκ>� is stationary.
For every C-sequence 〈C� | � ∈ S〉 witnessing CG(S, κ, 1

2 ,
�J ), there exists

a postprocessing∗ function Φ : K(κ) → K(κ) such that 〈Φ(C�) | � ∈ S〉
witnesses CG(S, κ, 1, �J ).

Proof. We shall make use of the operator ΦD from Definition 2.12.

Claim 6.9.1. There exists a club D ⊆ κ such that, 〈ΦD(C�) | � ∈ S〉
witnesses CG(S, κ, 1, �J ).

Proof. Suppose not. In this case, for every club D ⊆ κ, there is a club
FD ⊆ κ such that for every � ∈ S

{� < � | min(ΦD(C�) \ (� + 1)) ∈ FD} ∈ J�.
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Construct a ⊆-decreasing sequence 〈Dn | n < �〉 of clubs in κ by letting
D0 := κ and Dn+1 := acc(Dn) ∩ FDn for every n < �. Set D :=

⋂
n<� Dn

and then pick � ∈ S for which the following set is in J+
� :

B := {� < � | (�,min(C� \ (� + 1))] ∩D �= ∅}.

In particular, � ∈ acc(D), so that, for every n < �,

ΦDn(C�) = {sup(Dn ∩ �) | � ∈ C�, � > min(Dn)}.

Now, as cf(�) > � and J� is cf(�)-complete, the following set is nonempty:

B \
⋃
n<�

{� < � | min(ΦDn(C�) \ (� + 1)) ∈ FDn},

so we may pick in it some ordinal � . Set � := min(C� \ (� + 1)). As
� ∈ B , we know that D ∩ (�, �] �= ∅. In particular, for every n < �,
acc(Dn) ∩ (�, �] �= ∅ and �n := sup(Dn ∩ �) is an element ofDn greater than
� , so that

min(ΦDn(C�) \ (� + 1)) = {�n}.

As 〈Dn | n < �〉 is a ⊆-decreasing chain, we may fix n < � such
that �n+1 = �n. Then min(ΦDn(C�) \ (� + 1)) = �n = �n+1 ∈ Dn+1 ⊆ FDn ,
contradicting the choice of � . �

Let D be given by the preceding claim. Then Φ := ΦD is as sought. �

Corollary 6.10. Suppose that S ⊆ Eκ>� is stationary.
If CG(S, κ) holds, then so does CG(S, κ, 1, 〈NS� | � ∈ S〉).

Proof. By Corollary 6.8 and Lemma 6.9. �

Note that the preceding result is restricted to 
 := 1 and T := κ. We now
provide a condition sufficient for waiving this restriction.

Theorem 6.11. Suppose that � is an infinite successor cardinal, and S ⊆ Eκ�
is stationary.

(1) If CG�(S,T, 
) holds, then so does CG�(S,T, 
, 〈NS� | � ∈ S〉).
(2) If CG�(S,T,

1
2) holds, then so does CG�(S,T, 1, 〈NS� | � ∈ S〉).

Proof. We provide a proof of Clause (1) and leave the modification of
the argument to obtain Clause (2) to the reader.

As CG�(S,T, �) is equivalent to CG(S,T, κ), by Lemma 2.10, we
may assume that 
 < �. Now, suppose that �C = 〈C� | � ∈ S〉 witnesses
CG�(S,T, 
), and let �e = 〈e� | � ∈ S〉 be the corresponding C-sequence
given by Lemma 6.3. For each � ∈ S, by possibly shrinking e� as in the
proof of Lemma 6.2, we may assume that for every � ∈ e� and every � < �,
sup(succ
(C� \ �)) < �.
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Let 	 be such that � = 	+, and then, for all � ∈ S and α ∈ e� , let ϕ�,α be
some surjection from 	 to C� ∩ [α,min(e� \ (α + 1))).

For every i < 	, let C i� be the ordinal closure below � of the following set:⋃
{succ
(C� \ ϕ�,α(i)) | α ∈ e�}.

Claim 6.11.1. There exists i < 	, such that, for every club D ⊆ κ, there
exists � ∈ S for which the following set is stationary in � :

{� < � | succ
(C i� \ �) ⊆ D ∩ T}.
Proof. Suppose not. For each i < 	, pick a counterexample clubDi ⊆ κ.

Consider the club D :=
⋂
i<	 Di . By the choice of �e, pick � ∈ S such that

A := {α ∈ e� | ∃� ∈ C� [α ≤ � < min(e� \ (α + 1)) & succ
(C� \ �) ⊆ D ∩ T ]}

is stationary. For every α ∈ A, pick iα < 	 such that � := ϕ�,α(i) witnesses
that α ∈ A, that is, such that succ
(C� \ ϕ�,α(i)) ⊆ D ∩ T . As cf(�) = � >
	, there must exist some stationary A∗ ⊆ A on which the map α �→ iα is
constant, with value, say, i∗. For every pair α < α′ of ordinals from e� ,

sup(succ
(C� \ ϕ�,α(i∗))) < α′ ≤ min(succ
(C� \ ϕ�,α′(i∗))),

so, recalling the definition of C i∗� , for every α ∈ A∗,

succ
(C i
∗

� \ α) = succ
(C� \ ϕ�,α(i∗)) ⊆ D ∩ T,
contradicting the fact that D ⊆ Di∗ . �

Let i < 	 be given by the preceding. Then 〈C i� | � ∈ S〉 witnesses
CG�(S,T, 
, 〈NS� | � ∈ S〉). �

Remark 6.12. The above ordertype restriction cannot be waived, that
is, the hypothesis CG�(S,T, 
) in Theorem 6.11 cannot be relaxed to
CG(S,T, 
).

By Theorem 3.31(1), if there exists a nonreflecting stationary subset
of Eℵ2

ℵ0
, then CG(Eℵ2

ℵ1
, Eℵ2

ℵ0
) holds, and then, by Theorem 5.2, using

� = κ = ℵ2 and S = Eℵ2
ℵ1

, so does CG(Eℵ2
ℵ1
, �2, 2). Now, if the ordertype

restriction in Theorem 6.11 could have been waived, then this would imply
that CG(Eℵ2

ℵ1
, �2, 2, 〈NS� | � ∈ Eℵ2

ℵ1
〉) holds. In particular, by Lemma 6.2,

CG�1(E
ℵ2
ℵ1
, �2, 2) holds. However, running the forcing from [2, Theorem

1.6] over a model of ��1 , one gets a generic extension with a nonreflecting
stationary subset of Eℵ2

ℵ0
in which CG�1(E

ℵ2
ℵ1
, �2, 2) fails. This is a

contradiction.

Remark 6.13. An obvious complication of the proof of Theorem 6.11
shows that if � an infinite successor cardinal, S ⊆ Eκ� is stationary, and �C is

a �-bounded C-sequence over S such that � ∈ Θ2( �C,T, 
), then there exists a
�-bounded C-sequence �C • over S such that � ∈ Θ2( �C •, T, 
, 〈NS� | � ∈ S〉).
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[2] D. Asperó, The consistency of a club-guessing failure at the successor of a regular
cardinal, Infinity, Computability, and Metamathematics (S. Geschke, B. Lowe, and P.

Schlicht, editors), Tributes, 23, College Publications, London, 2014, pp. 5–27.
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