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Abstract. We consider a one-dimensional weakly damped wave equation, with a
damping coefficient depending on the displacement. We prove the existence of a regular
connected global attractor of finite fractal dimension for the associated dynamical
system, as well as the existence of an exponential attractor.
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1. The Equation. For u = u(x, 1) : [0, ] x Rt — R, we consider the following
one-dimensional nonlinear wave equation

Uy — Uy +o(u, +gw) =1, xe€(0,7), t>0,
u(0,0) =u(wr,t)=0, eR",

u(x, 0) = up(x), x€(0,n), 4.
w(x, 0) = vo(x),  x € (0, 7).
Here, f € L*(0, 7) is independent of time, whereas o € C'(R) is such that
o(r) > 0, vreR. (1.2)
Finally, g € C'(R) fulfills the dissipation inequality
liminf@ > —1. (1.3)

[rl>o00 1
Observe that 1 is the first eigenvalue of the self-adjoint (strictly) positive operator — %:2,
acting on L(0, 7r), with Dirichlet boundary conditions.

This problem describes, for instance, the motion of a vibrating string with fixed
endpoints in a viscous medium. In particular, u represents the displacement from
equilibrium, while u, is the velocity. The term o (u)u, is a resistance force. The coefficient
of viscous resistance o is usually a positive constant; however, if the viscous medium
embedding the string is stratified, then o depends on u. The term g(u) — f may
correspond to a (nonlinear) elastic force. A similar model has been considered in
[1], in connection with a quenching problem.
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Notation. Wedenote by (-, -) and || - || the inner product and the normin L?(0, ),
and we consider the Hilbert spaces

H=Hy0,7)x L*0,7) and  V=[H*0,7)N Hy0, )] x HyO, ),
normed by, respectively,
G, 0I5 = lel® + lvl> and 1@, V)1 = el + ol
Then, we have the compact inclusion V € H, along with the inequalities

lull < llusll,  Yue HNO, ),
luell < lluxell, Yu € HX0, ) N HL(O, ).

The quantities
1 2 1 2
E()(H, U) = E”(uv v)”'}-{ and El(ua U) = EH(H’ v)”V

represent the energy and the higher-order energy, respectively, associated with the
vector (u, v).

2. Preliminaries. With standard methods (see e.g. [14]), problem (1.1) is easily
seen to generate a strongly continuous semigroup S(¢) acting on M. In particular, the
continuous dependence estimate

1S()z1 — S(Dzally < €|z — z2lln 2.1

holds forevery r € R, for some ¢ > 0 depending only on the norms of zy, z,. Let us just
briefly mention how to obtain (2.1). If u!, u? are two solutions to (1.1) corresponding to
the initial values zy, z, € H, we multiply the difference of the respective equations by i,
where it = u' — u? (indeed, this has to be done within a proper approximation scheme).
Then, we end up with a differential inequality for the function ||S(¢)z; — S(¢)z> ||${. Once
suitable energy estimates are available (cf. the next section), the only problematic term
to control is

(U(ul)u} — a(uz)u,z, u,‘ — u2>.

For that, the continuous embedding H}(0, 7) C L>(0, 7) and the assumptions on o
furnish

(o @y} — o, )| < (oW, u)| + |([o@W") — o @, )| < cEo(@, i),

for some ¢ depending only on the size of the initial data. An application of the Gronwall
lemma completes the argument.

Our main theorem reads as follows (see [3, 11, 12, 15] for definitions and related
results on the subject).

THEOREM 2.1. The strongly continuous semigroup S(t) possesses a (unique)
connected global attractor A C H, which coincides with the unstable manifold of the
set S of stationary points of S(¢t). In addition, A is contained and bounded in V.
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As it is customary in the study of the asymptotic dynamics of semigroups, the first
step towards the global attractor is the existence of a bounded set (in ) absorbing
in finite time all the trajectories departing from bounded sets (the so-called absorbing
set). This, in particular, ensures that the damping coefficient o (), accounting for the
dynamical friction, cannot blow up. It is indeed clear from a physical viewpoint that
a very large o plays against energy dissipation: just consider the damped linear wave
equation with a large constant o, whose dissipation exponent is related to 1/o.

The way to produce uniform in time energy estimates has been suggested by Babin
and Vishik in their pioneering work [2], namely, to multiply the equation by u, + eu
in L*(0, ), for some ¢ > 0 small. In the present case, this strategy can be pursued by
introducing a suitable energy functional, and making use of [4, Lemma 2.7]. On the
other hand, because of the hyperbolic nature of the equation, it is possible to prove
quite easily the existence of a global Lyapunov functional. Then, exploiting an abstract
result (cf. [11, 13]), we can directly demonstrate the existence of the global attractor (of
the desired regularity) without passing through the absorbing set. Of course, once we
have the attractor, we also recover the absorbing set.

A quite interesting (and much harder) problem would be to consider (1.1) in
dimension three. In that case, even assuming the natural bound

o(r) < c(1+ |rP), vreR,
so that o(u)u, € H~'(R), our argument does not apply. Indeed, as it will be clear
from the forthcoming proofs, we heavily rely on the continuous embedding H& 0,7) C
L>(0, ), which is false in dimensions greater than one.

We conclude this introductory notes reporting a modified form of the Gronwall
lemma that will be needed in the sequel (see e.g. [S] for the proof).

LEMMA 2.2. Let v : RY — R be an absolutely continuous function, which fulfills for
some ¢ > 0 and almost every t > 0 the differential inequality

d
2 V(O +2e9(0) = (Y () + hao(0),

where [!hi(y)dy < my + e(t — 1), for all T € [0, £], and sup,., f,’H |a(y)|dy < my, for
some constants my, my > 0. Then there exist My, M, > 0 such that

Y (1) < Mily(0)e™" + Mo, vie RT.

Moreover, if my = 0 (that is, if h, = 0), it follows that M, = 0.

3. The Lyapunov Functional. We begin to prove that S(z) is a gradient system,
that is, there exists a global Lyapunov functional. For u € HO1 (0, ), we define

T u(x)
G(u) = / / g(r)drdx and F(u) = —{f, u).
0o Jo
Then, we consider the function ®; € C(H, R) given by

Do(u, v) = Eo(u, v) + G(u) + F(u).
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It is apparent from (1.3) that @, satisfies the two inequalities
VEy(u, v) — ¢ < Op(u, v) < Y(Ey(u, v)),

for some v > 0, ¢ > 0, and some increasing function Y : Rt — R*. Besides, ® is
decreasing along the trajectories of S(¢). Indeed, setting (u(¢), u,(¢)) = S(¢)(ug, vo), we
have the equality

%Cbo(u, u;) + (o (wu, u;) = 0. 3.1

In particular, because of (1.2), if ®¢(u, u,) is constant, then u,(x, f) = 0 almost every-
where, so that

(u(t), u (1)) = (w*,0) € H, Vi e RT,
where u* solves the elliptic problem

{ —uy +gw) =/ xe(0,7)

w(0)=u*(r)=0.

This means that (u*, 0) € S, the set of stationary points of S(7).
REMARK 3.1. It is also clear by (1.3) that the set S is bounded in H.
Let us summarize the above results in the following proposition.

PROPOSITION 3.2. There exists a global Lyapunov functional ®g for S(t), namely, a
Sfunction ®y € C(H, R) such that

- ®y(z) > oo if and only if ||z||y — o0,
- ®y(S(1)z2) is nonincreasing for any z € H,
- if Do(S(£)z) = Do(z) forallt > 0, thenz € S.

REMARK 3.3. The Lyapunov functional yields, for any fixed initial data (i, vo) €
'H, the existence of a positive constant C, depending (increasingly) only on the norm
of (ug, vy), such that the corresponding solution satisfies

Su(l))[llux(t)ll + lu ()|l < C.

In particular, using (1.2) and the continuous embedding H}(0, 7) C L*(0, ), we learn
that

o(r) > oy, VreR, 3.2)

for some g9 = 0o(C) > 0. Then, integrating (3.1) on R*, we also obtain the integral
control (redefining C accordingly)

/O lu(0)1dt < C. (3.3)
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4. Proof of Theorem 2.1. In light of Remark 3.1 and Proposition 3.2, by applying
[11, Theorem 3.8.5] (cf. also [13]) we will reach the desired conclusion if we can show
that, for every fixed bounded set B C H, the semigroup S(¢) admits the decomposition
(possibly depending on )

S(t) = L(t) + N(1),
such that

lim [sup || L(?)z||x] = O and supsup [|N(t)z|ly < oo.
=30 ;e >0 zeB

Hence, let B C H be a fixed bounded set. For given initial data (ug, vy) € B, set
S()(uo, vo) = (1), u(1)),  L()(uo, vo) = (v(1), v(1)),  N(D)(uo, vo) = (w(1), w(1)),
with v and w solutions to the problems

Uy — Uy + o ()v, =0,
v(0, 1) = v(m, 1) =0,

2(0) = 1o, 4.1)
v/(0) = vo,
and
Wy — Wyy + a(u)w, + g(u) :f,
w(0, 1) = w(m, 1) =0,
(0 = 0. 4.2)
w,(0) = 0.

We now state and prove some lemmata. All the following results hold uniformly as
(uo, vo) € B. Until the end of this section, ¢ > 0 will be a generic constant depending
only on B.

LEMMA 4.1. There exists v = v(B) > 0 such that
Ep(v(1), vi(1)) < ce™.

The quite standard proof of this lemma, based on the multiplication of (4.1) by
v, + ev with ¢ > 0 small, is left to the reader. The only new ingredient here is the fact
that, due to Remark 3.3, o(u) is bounded (from above and from below), with positive
bounds depending on 5. As a byproduct, we obtain the boundedness of Ey(w, wy).

LEMMA 4.2. For every ¢ > 0, there exists C, = Cy(B) such that

/ NI+ oW+ lw)ITdy < et = 1) + G,

forallt >t >0.

Proof. Itis clear from Lemma 4.1 that

/ o)1 + o)1 dy < c.
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Since, due to (3.3), the same inequality holds for u«,;, we conclude that

f lw(»)*dy < c.

Hence, the Young inequality yields the thesis. O

LEMMA 4.3. There holds

sup Ey(w(?), wi(?)) < c.

>0
Proof. For n € (0, %), we define the functional
CD](U), wt) = El(wv wt) - (g(u)v wxx) - F(wxx) + n(wxh wx)

Then, in view of Remark 3.3, we have the two inequalities

1

EEl(w’ wy) — ¢ < Py(w, wy) <2E1(w, wy) + c. 4.3)
Multiplying (4.2) by —w,; — nwyy, on account of (3.2), we obtain

d
= 21w, wo) + (o0 — Mlwll* + nllwll?

< n{g) + o (Ww, — £ wy) — (g Wr, wix) — (0 @y wy, W)
It is straightforward to check that
’ Ui
n{gw) + o (Ww; — f, wyx) — (g Wy, wyy) < E”wnllz +c.

At this stage however, ¢ depends on 7, but this will be fixed eventually. The remaining
term is controlled as

—(d(u)uxw,, wxr) = _<U/(”)vxwtv th) - (U/(u)wxwtv th)

< clloxlllwsell® + elwl lwalllwa |-

Hence, using (4.3) and setting  small enough, we are led to

d
E‘Dl(w’ w;) + eP(w, wy) < c(llvell + lw ANP(w, wy) + ¢,

for some ¢ > 0. Due to Lemma 4.2, the generalized Gronwall Lemma 2.2 yields
Q1 (w(1), w(1) < ¢,

which, by (4.3), gives the result. Il
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Collecting Lemma 4.1 and Lemma 4.3, the proof of Theorem 2.1 is completed.

REMARK 4.4. In fact, Theorem 2.1 also holds for the semigroup associated to a
generalized version of (1.1) (cf. [8]); namely,

Uy — Uyy + o (Wh(u,) + g(u) = f, xe(0,7m), >0,
u(0, 1) = u(mw, 1) = 0, t>0,
u(x, 0) = up(x), x € (0, m),
us(x, 0) = vo(x), x € (0, m),

where h e C'(R) is globally Lipschitz continuous with /4(0) =0, and satisfies the
following condition: for any ¢ > 0, there exists p, > 0 such that

[h(r1) — h(r2))(r1 — r2) > pelr — 12l

whenever |r; — ro| > . We will not enter into the details of these calculations in this
work.

5. Regular Exponentially Attracting Sets. We now show that there exists a closed
ball B; in V which is exponentially attracting in H and absorbs itself under the action
of S(¢). First, as a byproduct of Theorem 2.1, we have a corollary.

COROLLARY 5.1. The semigroup S(t) possesses a bounded absorbing set By C H.

Once the existence of a bounded absorbing set By is established, Lemma 4.1 and
Lemma 4.3 imply, in particular, the existence of a closed ball K C V (hence, compact
in H) which is exponentially attracting for S(¢).

REMARK 5.2. For the generalized problem considered in Remark 4.4, such a set K
is still attracting, but not exponentially attracting, since the condition //(r) > ¢ > 0 is
not assumed.

To obtain the desired set 3;, we possibly have to modify K, in order to have the
required absorbing property. To this aim, we need a lemma.

" LEMMA 5.3. There exist vi > 0, Ry > 0, and an increasing positive function T1 such
that

sup E(u(1), u (1)) < TI(R)e ™" + Ry,
>0
whenever E\(ug, v9) < R.
The proof of this lemma, based on a multiplication of (1.1) by —u,; — nuy, for
n > 0, parallels to the one of Lemma 4.3, and is therefore omitted. Note that the
exponent v; does not depend on B, due to the existence of the absorbing set 5.

It is then clear that, up to properly enlarging X, we obtain the following
proposition.

PROPOSITION 5.4. There exists a closed ball By C V such that
(i) there is a positive increasing function M such that, for every bounded set B C 'H
with R = sup..z ||z|ln, there holds

disty(S()B, By) < M(R)e™",

withv = v(By) > 0 as in Lemma 4.1,
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(1) there is a time ty > 0 such that
S(Z)Bl C By, vt > 1.

Here, dist; denotes the usual Hausdorff semidistance in H.

6. Exponential Attractors. Finally we state and prove a result on the existence of
an exponential attractor.

THEOREM 6.1. Assuming g’ locally Lipschitz continuous, the semigroup S(t) possesses
a regular exponential attractor, namely, a bounded set £ C 'V, closed and of finite fractal
dimension in ‘H, positively invariant for S(t), and satisfying the following exponential
attraction property:
(EA) there exist w > 0 and a positive increasing function J such that, for every bounded
set B C 'H with R = sup,g ||z|ln, there holds

disty(S()B, £) < J(R)e ™"

Since the exponential attractor is, in particular, a compact attracting set, it
necessarily contains the global attractor .4, which is the minimal compact attracting
set.

COROLLARY 6.2. If g is locally Lipschitz continuous, then the global attractor A of
S(?) has finite fractal dimension in H.

The proof of Theorem 6.1 leans on the next abstract result from [6, 9], adapted to
the present case. We use the notation of Proposition 5.4.

LEMMA 6.3. Let there exist t* > t| such that the following conditions hold.
(C1) The map

(t,2) = S(t)z : [t*, 2] x By — By

is Lipschitz continuous when B, is endowed with the H-topology.
(C2) Setting S = S(t*), there are A € (0, %) and A > 0 such that, for every z\, z, € By,

Sz — Szy = D(z1, 22) + K(z1, 22),
where
1D(z1, 22)ll3 < Allz1 — z2llm
and
I1K(z1, 22)lly < Allz1 — z2lln.

Then there exists a set £ C By, closed and of finite fractal dimension in 'H, positively
invariant for S(t), such that

disty(S(0)B1, €) < Joe™™",

for some wy > 0 and Jy > 0.
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Hence, provided that (C1)-(C2) are verified, we have the thesis of Theorem 6.1,
except that the basin of exponential attraction is 53;, and not the whole space H, as
required. To fill this gap, we shall exploit the transitivity of the exponential attraction,
devised in [7, Theorem 5.1]. Namely, if (2.1) holds, and

disty(S()B, B1) < M(R)e™  and disty(S(H)B1, E) < Joe™ ',

then the desired property (EA) follows.
Thus, we are left to prove conditions (C1)-(C2) true. This will be done in the next
section.

7. Verifying Conditions (C1)-(C2) of Lemma 6.3. Throughout this section, ¢ > 0
will denote a generic constant depending only on Bj.
e Since

1S()z1 — S(T)z2lln < 1S(D)z1 — S(Dz2ll + 1S(D)z2 — S()z2l94,
condition (C1) follows directly from (2.1) and the bound

supsup [9,5()z[ln < c.

>t zeB,
Indeed, for ¢ > 11, ||uy(?)]] < ¢ by (ii) of Proposition 5.4, and ||u,(¢)|| < ¢ by comparison
in (1.1).

e To prove (C2), for i = 1, 2, consider initial data z; = (uy;, vy;) € B;, and denote the
difference of the corresponding solutions to (1.1) by

u(t) = u' (1) — (1)

Also, introduce the function

1
(1) = / o' (su' (1) + (1 = s)u*(1)) ds.
0
Notice that

sup ()]l < c. (7.1)

>0
Then, we can write
S(1)z1 — S(1)z2 = (0(2), V(1)) + (W (1), wi(1)),
where v and w are the solutions to the systems

Uy — Uxx + G(ul)l_Jt + ¢1/l,21_} =0,
50, 1) = 5, 1) = 0,

_ 7.2
v(x, 0) = uor — upa, (7.2)

v;(x, 0) = vo1 — vo2,
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and
Wiy — Wy + o (W), + dr?w + gu') — gu*) = 0,

(0, 1) = w(r, 1) = 0,
w(x, 0) =0, (7.3)
,(x, 0) = 0.

LEMMA 7.1. There exists w > 0 such that
Eo(0(1), 5,(1)) < ce” ™" |1z — 213,
Proof. For n > 0, let us set
W(v, v) = Ey(v, v;) + n{v, vy).
It is apparent that, for n small enough,
%EO(T), v,) < VU(v, vy) < 2Ey(v, vy).
Multiplying (7.2) by v, + v, thanks to 3.2, we have
%\vw, 9) + (00 = M + 1llT:l* < ~{¢u70, ) — nio "), B) — n{du;v, B).
On account of (7.1), we easily obtain
—(pu;v, v,) — nlguiv, v) < c|uf | Eo(®, B)),
while
~1(o @), 5) < 25l + nel .
Hence, if 1 is small enough, we are led to
%w(a, U + 20 W(D, b)) < c|ul|| W (o, B),
for some @w > 0. The thesis is then a consequence of (3.3) and Lemma 2.2. O
LEMMA 7.2. There holds
Ei(@(2), (1)) < celz1 — 223,
Proof. Multiplying (7.3) by —wy., and using 1.2, we see that
%El(w, Do) + 0ol xel® < (@it D, Doe) — (P13, 0, W) — (D147 D, D)
~(g' @y — g (P We) — o (W ey, D)
Notice that
~{g/ @y, — & @iy, W) = — (g Uik, D) — (I8 (") — & A)ury, )
<l @l + el | Nl @

=2 = 12
< oollwx ™ + el
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and
I, 1= = _ 0
—(o" Wiy, W) < cllivy .
Moreover, from (7.1),

—(put; 0, W) — (Pur, W, W) — (P17 D, W)
< || sl @l + el | 1@l |0

S CE] (ID? II)[)
In conclusion, we have

d . _ o _
S B1(@, D) < cE\(@, D) + clliy|l?,

and the assertion follows from (2.1) and the Gronwall lemma. ]
Exploiting Lemma 7.1, we choose ¢* > t; large enough such that

o e
Eo(v(2), v,(1)) < 7”21 — oll3,

for a fixed A < % Choosing

D(z1, z2) = (0(r"), 0(1"))

and
K(z1, z2) = (W(t"), w(1")),

by virtue of Lemma 7.2, we obtain (C2).
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