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Pragmatics, Utterance Meaning, and Representational Gesture 1

1 Communication, Pragmatics and Prediction
1.1 Introduction

Why are humans so good at communicating? The simple answer is that we
possess languages. Languages are rich, systematic pairings of types of action
with representations. The representational capacity of language is infinite. Lan-
guage can be used to describe what is, what was and what might be. As a result,
the communicational capacities of a language-possessing species are equally
infinite. The reason I call this the simple answer is that it often leads to the
idea that humans are good at communicating because of a single tool (i.e., lan-
guage). Evidence for this view can be found in the lack of language in any
non-human species.
The less simple answer is that humans possess a suite of cognitive gadgets

(Heyes, 2018) that make us good at working out other people’s goals, inten-
tions, thoughts, and so on. These gadgets make humans particularly susceptible
to attempts at communication. Evidence for this view can be found in the fact
that linguistic acts often communicate more than their conventionally paired
representations. In other words, what we mean is often different from what we
say. Additional evidence for this view is that humans communicate in a range
of non-linguistic ways. For example, pointing gestures are present in every
documented human culture on the planet (Cooperrider, Slotta & Nunez, 2018).
Further, in every documented culture, pre-linguistic infants point to commu-
nicate prior to language (Liszkowski et al., 2012). Human pointing, like other
forms of human communication, involves what might be called mind reading
(Heyes & Frith, 2014; Sperber & Wilson, 2002), which is the process of repre-
senting someone else’s mental states. If I point to something, I not only want
you to engage with it, I also want you to realise that I want you to engage
with it. Human-like pointing, just like language, has not been observed in any
non-human species (Tomasello, 2006).
Both of these answers are partly correct. It is possible to outline two capaci-

ties of importance to human communication: a semantic capacity for represent-
ing/presenting thoughts linguistically and a pragmatic capacity for working
out why someone presented those thoughts linguistically. Mind reading, I
believe, is a key component of this pragmatic capacity.1 Within linguistics,
the complementary fields of semantics and pragmatics have been involved in
exploring the nature of these two capacities. Broadly, semantics is the study of

1 As suggested by a reviewer, communicators are also capable of representing counterfactuals,
imagining what other things might have happened, and use this ability to work out why some-
thing was said. I agree with this point, but would argue that mind reading plays an apparently
unique role in human communication.
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2 Pragmatics

the rules connecting linguistic form with meaning. Pragmatics can be thought
of as the study of what an utterance is taken to mean in a particular context,
focussing on how features of extra-linguistic setting or environment play a role
in determining why an utterance conveying a particular semantic content was
presented. As a result of this focus, pragmatics can be considered narrowly
to be about how the production and comprehension of a linguistic act goes
beyond semantic rules or more broadly to involve exploring the interactional
achievement of two or more individuals, not as separate individuals but as a
complex interactional unit (H. H. Clark, 1996). Here, my focus is on the nar-
rower construal of pragmatics, but I will touch upon the notion of joint action in
Section 1.5.
Gesture studies has emerged as a discipline that explores the ways in

which non-linguistic behaviours have an impact on communication. There-
fore, gesture studies and pragmatics share the fundamental supposition that
communication does not endwith the conventional pairing of language and rep-
resentation. Language is just one resource among the many that people employ
during communication. The goal of this Element is to explore the relationship
between gesture and pragmatics by exploring the role of gesture in linguistic
communication.2

My main conclusion is that gestures are (or can be) communicative in all
the ways language is. I arrive at this conclusion on the basis that communica-
tion involves prediction. Communicators predict the behaviours of themselves
and others, and such predictions guide production and comprehension. When
these predictions are accurate, things move on (guided by new predictions).
However, when predictions are not accurate, resulting in prediction errors,
communicators must infer novel explanations. Over time, communicators
reduce such prediction errors by improving their predictions. People gesture
because doing so reduces prediction errors associated with communicative
acts. Describing how gestures perform a role in facilitating prediction will be
the focus of Section 4. However, in this first section I will spend some time
outlining a theory of communication that incorporates pragmatic theories of
language and predictive theories of the mind.3 In Section 2 I introduce gesture
and outline the major theories of gesture production in both pragmatics and the

2 By gesture I am referring to primarily manual representational contributions that communica-
tors make. I do not mean to include human behaviours such as crying or blushing. I will spend
Section 2 defining what I mean by gesture. Interested readers may wish to jump to that section
first.

3 In order to make this work accessible to scholars across various pragmatic disciplines and
gesture studies, I do not adopt a single pragmatic theory, but conceptualise communication in
a way that I hope will be acceptable to many scholars working within pragmatics.
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Pragmatics, Utterance Meaning, and Representational Gesture 3

gesture literature. In Section 3 I explore the experimental evidence for the role
of gesture in communication. Finally, in Section 4 I bring everything together
as a model of utterance production and comprehension that can accommodate
gesture, without violating the core tenets of pragmatics.

1.2 What Is Communication?
1.2.1 Signs and Signals

Humans are not the only things on the planet that communicate. Many non-
human animals and human-made systems communicate. At its heart, com-
munication is a form of meaning making, but not all meaning is a form
of communication. Since Grice (1957) it has been acknowledged that the
word meaning is fairly vague. The terms sign and signal have been used to
describe two types of meaningful phenomena, but only signals are communi-
cative (Bara, 2010; Hauser, 1996; Wharton, 2009).4 Some examples can help
illuminate the difference.
Domesticated dogs (canis lupus familiaris) have olfactory capabilities that

far exceed human beings (Kokocińska-Kusiak et al., 2021). For example, it
has been shown that dogs can detect the presence of a rodent 50 m away (Gsell
et al., 2010). In this case the scent trail left by the rodent is a sign to the dog of
the rodent’s presence. Other examples of signs are things like smoke which is a
sign of fire, footprints, which can also be signs of the presence of an animal, and
certain spots, which can be a sign of measles. These types of sign all represent
an inverse causal relationship. Fire causes smoke, the presence of an animal
caused the footprints and measles cause a certain type of visible spots. Only
someone or something that is capable of perceiving an effect and linking it to
its cause can interpret the meaning of a sign.
We can return to dogs for an example of a signal. In addition to detecting

animals via scent trails, dogs also scent mark with urine to communicate with
other dogs (Kokocińska-Kusiak et al., 2021). The mark communicates to dogs
information about the identity, size, sex and reproductive status of the dog who
left it (Cafazzo, Natoli, & Valsecchi, 2012; McGuire & Bemis, 2017; McGuire
& Kable, 2012). Scent marking is a signal that communicates specific infor-
mation. Other examples of signalling include the mating dances performed by
certain birds, traffic lights and the waggle dance performed by bees. What uni-
fies signals is that they invoke a signalling system into which a signal producer

4 In what follows I am conflating the notions of cue and sign. Bara (2010) provides a more
detailed taxonomy.
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4 Pragmatics

is capable of encoding a message and from which a signal comprehender is
capable of decoding that message.5

There is a cost associated with the creation of both signs and signals (Bara,
2010). The cost associated with the creation of a sign has nothing to do with its
effectiveness as a sign. The scent trail left by a potential prey animal may be
a sign to a dog, but the animal that left the trail is unlikely to have done so to
communicate its presence to that dog. The cost associatedwith a sign’smeaning
is borne by the animal able to comprehend it because it has to take the time
and effort to interpret the sign. This is by no means a simple process for dogs
(Thesen, Steen, &Doving, 1993). The cost associated with a signal, however, is
a function from its creation (on both an evolutionary and an individual level) to
its effectiveness at communicating. On an evolutionary level, scent marking is
instinctual and male dogs urinate in a distinct way by cocking their leg to direct
their urine on upright structures such as trees and lampposts (Hart, 1974). The
dog sniffing the mark also needs to be able to discriminate the information
contained in the urine. On an individual level, both signal producer and signal
comprehender have to spend the time and effort to leave and interpret a mark.
This distinction can be thought of in terms of direct and derived functions

(Millikan, 1984). The direct function of scent marking is to communicate some-
thing to another dog; its purpose is to exchange information. However, being
meaningful to a dog is not a direct function of a scent trail left by a prey ani-
mal, yet a dog may work out on the basis of the scent trail that a prey animal is
nearby. In this case, indicating the presence of an animal is a derived function
of the scent trail to the dog. Being meaningful is a direct function of a signal,
but it can only ever be the derived function of a sign.
How does this link to human communication? One of the most prevalent fea-

tures of human communication is that humans employ complex communication
systems we call languages. Languages are signalling systems par excellence.
However, in Sections 1.2.2–1.3 I will argue that being able to interpret signs
and not signals is the basis for most human communication.

1.2.2 Human Communication

What is the basis for human communication? A potential answer is that humans
communicate by encoding their thoughts into signals that are communica-
tive because someone else has access to the same signalling system. This
description is a very simplified version of what has become known as the code

5 Throughout this Element I will use the word producer to refer to the thing or person respon-
sible for producing a communicative behaviour and comprehender for the thing or person that
interprets it.
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Pragmatics, Utterance Meaning, and Representational Gesture 5

model of communication (Shannon &Weaver, 1949). Within pragmatics it has
been repeatedly demonstrated that this kind of approach rarely works (Bara,
2010; Sperber &Wilson, 1995; Stenning, Lascarides &Calder, 2006;Wharton,
2009). An example6 can show why:

(1) tiśbūb
you.climb

bark-īs
into-it.f.

w-axayr
and-better

h-ūk
for-you.m.s.

tiśbūb
you.climb

aġawf
up

‘You climb into it and it’s better for you to go up’

In (1) M1, who is a user of Mehri, an endangered modern South Arabian lan-
guage, is describing how to get to a researcher’s home. Just before (1) he said
that he would rather take a bus than walk. In (1) he explains how he likes to
sit on the upper deck of the bus. Without access to Mehri, it is impossible to
understand what M1 is communicating. Examples like (1) appear to be excel-
lent evidence that humans can communicate because two people with access to
a signalling system (Mehri, in this case) can understand each other’s messages.
However, if we only take the signal into account then we would be missing a
lot of M1’s message. The context also plays a role in determining M1’s mes-
sage. For instance, M1 is speaking to a researcher, who is being referred to
with the second-person form of ‘tiśbūb’ (lit. you go up). If this was said to
someone else it would refer to a different person. So the physical setting is
playing a role in determining M1’s message. Also, M1 does not actually men-
tion stairs or an upper deck in his description; this must be worked out on the
basis that he has already expressed a preference for getting on the bus and with
the general knowledge that buses may include things like upper decks. So gen-
eral knowledge is playing a role in determining M1’s message. Finally, despite
the fact that his utterance is realised as an imperative, M1 is not commanding
the researcher to climb into the bus and go up the stairs; rather, he is expressing
a preference for doing so (which might be paraphrased as if you get the chance
you should…). So M1’s reason for saying (1) is playing a role in determin-
ing M1’s message. These three points are all part of the context used in order
to understand the meaning of M1’s utterance, showing that human linguistic
communication goes beyond applying a signalling system.

1.2.3 Saying and Meaning

Since thework of Grice (seeGrice, 1989), most scholars working on pragmatics
have suggested that a communicative act can be considered in terms of what is

6 I would like to thank Janet Watson and the local researchers from Oman for permitting me to
use this example and supporting with translation and analysis.
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6 Pragmatics

said and what is meant.7 It is possible to say thatM1 said the word ‘tiśbūb’ or
that M1 said ‘tiśbūb bark-īs w-axayr h-ūk tiśbūb aġawf’, which suggests that
what is said is a complete linguistic element (e.g., word or sentence). However,
what M1 meant is a vaguer, less determinate thing. When we think about what
M1 meant, we are drawn to his reasons for saying what he did.
Grice’s work was fundamentally interested in why utterances have meaning

that deviates from linguistic content. Schiffer (1972, p. 7) argued that Grice’s
seminal 1957 paper ‘Meaning’ was ‘the only published attempt ever made by a
philosopher or anyone else to say precisely and completely what it is for some-
one tomean something’. Schiffer’s point captures an aspect of Grice’s approach
that presents an interesting opportunity for gesture scholars. Grice was inter-
ested in capturingmeaning completely. His aimwas to provide amodel of when
people mean things and when they do not (and not just what the words a person
says mean). The starting point for Grice’s theory of meaning was to distinguish
between two senses of the word mean.
In Section 1.2.1 I argued that both signs and signals havemeaning but that the

direct function of a signal is to communicate something. The signs and signals
discussed in Section 1.2.1 are both inherently meaningful, but there is nothing
inherently meaningful about M1’s utterance. Grice distinguished between nat-
ural meaning (or meaningN) and non-natural meaning (or meaningNN). Natural
meaning is exemplified by signs like those outlined in Section 1.2.1. Smoke
meansN fire; footprints meanN an animal is nearby; certain spots meanN mea-
sles. Non-natural meaning is defined by the fact that a producer intends (or
m-intends in Grice’s terms) to communicate a message. Grice did not provide
an analysis of signals, but following other scholars working with pragmatics
(Wharton, 2009) I am treating them as communicating natural meaning since
signal producers (e.g., dogs, traffic lights) do not m-intend to communicate.
Why is M1’s utterance not inherently meaningful? First, Mehri is composed

of largely arbitrary noises that are not produced via instinct or designed program
(as is the case with most animal and program-based signalling systems). And
second, what he appears to be communicating is not exhausted by the meaning
of what he said. Understanding both these points involves slightly different
notions of meaningNN. Grice distinguished between timeless meaningNN and
occasion-specific meaningNN (Grice, 1957, 1968). Timeless meaningNN refers
to what a hypothetical speaker would typically meanNN if they said something.

7 This distinction is also regularly framed as a distinction between what is said and what is
implicated. However, within the pragmatics literature there are rifts about what constitutes
saying and implicating. Kepa and Perry (2020) provide an excellent introduction to pragmatics
and the ‘near’ and ‘far-side’ distinction.
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Pragmatics, Utterance Meaning, and Representational Gesture 7

In other words, the meaning of what was said. And occasion-specific meaning
refers to what a producer actually meant.
For linguistic communication it is assumed that, unless there is evidence to

the contrary, producers intend to communicate the timeless meaningNN of what
they say. The timeless meaningNN of a communicative act is determined by the
semantic rules of a language. However, when there is evidence to the contrary,
what a producer m-intends to communicate can be very different from what
they have said.
Going back to the notion of direct and derived functions, it seems that the

direct function of an utterance is to say something and a derived function is to
meanNN something. This is partially correct since a comprehender can derive
meaning that goes beyond what a producer is saying. However, it also puts the
cart before the horse. The difference between communicative acts and natural
signals can be exemplified by an analogy (Fiengo, 2007; Kissine, 2013). The
direct function of a hammer is to hit in a nail. A derived function of a hammer
is to build a house. However, no one would argue that using a hammer is the
reason why someone built a house. This is because the desire to build a house
existed before the hammer was used and the hammer is a tool that helps achieve
this desire. In the same way, it does not make sense to suggest that what is said
is the reason for what is meant. The desire to communicate something is the
reason a producer said anything in the first place. In other words, the content
of an utterance (i.e., what is said) is a tool for communicating what is meant.
From this perspective, all human communicative acts involve the inference (see
Box 1) of what is meant based on the evidence of what is said (Grice, 1957;
Sperber & Wilson, 1995).

Box 1 Inference
An inference is a conclusion reached on the basis of evidence and reason-
ing. However, while they can be, there is no reason to assume that
inferences are consciously entertained. It is possible to argue that a dog
infers the presence of another animal on the basis of a scent trail, but the
inference is unlikely to be conscious. Equally, it is not necessary that the
comprehender of M1’s utterance is aware of the fact that they are inferring
what he meant on the basis of what he said and the context. As will be dis-
cussed in Section 1.6, many cognitive processes can be analysed as being
inferential.

Examples like (1) have led many working in pragmatics to think that humans
are good at communicating because they are very good at inferring the reasons
behind people’s actions more generally. For example, upon seeing someone
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8 Pragmatics

close a window, we might immediately jump to the conclusion that they are
cold and they want to warm the room up. Using the definitions of signs and
signals, a person’s action is a sign of the reason a person has for performing
that action. It is a natural sign of their intention. However, unlike instrumental
actions and scent trails (see Section 1.2.1), which are natural signs, commu-
nicative behaviours are produced with an awareness of what effect they might
have. Such an awareness plays a role in why a certain communicative behav-
iour was produced. Communicative behaviours are non-natural signs. So what
does this mean for the status of language?While it is possible to infer intentions
from acts, it is not really possible to infer complex representational contents
from acts. To borrow an example from Sperber and Wilson (1995), it might
be possible to infer that someone wants you to fix or replace their hairdryer
from the fact that they have left a broken one in a place where you are likely to
see it. However, as the complexity of what a producer wants to communicate
increases, so too does the necessity of a linguistic or similarly complex system.
From this perspective, language is a system that conventionally pairs linguistic
form with meaning (H. H. Clark, 1996; Lewis, 1969). In other words, language
is a shortcut to a lengthy inferential process of working out what someone is
thinking (Enfield, 2009; Sperber, 1995). Language is a non-natural signalling
system that makes interpreting the non-natural signs of communicators much
easier. However, because the main business of communication is inferring non-
natural signs, it is possible to infer much more than is dictated by the signalling
system. Humans can use signals to communicate beyond their associatedmean-
ings. Box 2 presents a taxonomy of signs and signals using the notion of natural
and non-natural meaning.

Box 2 Natural and Non-natural Signs and Signals
Natural Sign Natural Signal
The scent left by a rodent is a

natural sign of the rodent’s
presence.

Canine scent marking is a natural
signal communicating the
size, sex and so on of the dog
that left the scent.

Non-natural Sign Non-natural Signal
Leaving a broken hairdryer in a

place where someone is likely
to see it is a non-natural sign
that the person who left it
wants the person who found it
to repair it.

An utterance ofWould you fix my
broken hairdryer? is a
non-natural signal of the fact
that the producer wants their
interlocutor to fix their
hairdryer.
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Pragmatics, Utterance Meaning, and Representational Gesture 9

1.2.4 Specifying Context

Even if we accept that a person can work out what someone means based
on what they have said and that their message is not exhausted by the con-
tents of their utterance, we still need to explain how people do this. What
information does an utterance producer use to design their utterances and
what information does a comprehender use to interpret them? The general
answer is that people use context. However, context has been a debated topic
within the pragmatics literature and in this section I will briefly outline four
assumptions that are involved in the inference of what is meant from what is
said.
The first assumption is that producers are (at least partially) rational

(Grice, 1975). If we assume that a producer (P) had a range of behaviours,
{b1,b2, . . . ,bn}, to choose from, then P has picked the best behaviour to com-
municate their message, taking into account how costly it was to produce that
behaviour. This cost–benefit equation results in the behaviour with the highest
utility (Goodman & Frank, 2016; Lewis, 1969; Parikh, 2019). So information
about what a producer could have done but has not may play a role in interpret-
ing what they mean. I will have more to say about utility in Section 1.5, but the
intuitive idea will do for now.
The second assumption is that humans have prosocial motivations (Heyes,

2018). However, this does not mean that people are always helpful; it is often
enough that humans accommodate other people and share goals with them.
Typically, communication is embedded within a non-communicative activity
(e.g., cooking together) and an utterance is interpreted to the extent that it
contributes to that activity (Bara, 2010; H. H. Clark, 1996; Levinson, 1979).
The third assumption is that people share a lot of knowledge or common

ground (H. H. Clark, 1996; Lewis, 1969; Stalnaker, 2002). For communication,
a language is a big part of common ground, but communicators also typically
share knowledge about cultures and institutions. Common ground can also refer
to personal knowledge that may lead to an understanding of what an utterance
producer means. Communicators also share a spatial setting, which has been
referred to as visual common ground (Rubio-Fernández, 2019).
The fourth assumption is that communicators are capable of metarepresent-

ing other people’s cognitive states (e.g., intentions) (Sperber & Wilson, 1995).
Intention reading plays a fundamental role in many post-Gricean models of
communication. For this reason I will spend the next section outlining what I
mean by intention.
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10 Pragmatics

1.2.5 A Closer Look at Intention

Before going further, I want to specify what I mean by intention. One definition
(see Davidson, 2001; Kockelman, 2012) is that intentions are inferences. This
is represented in Box 3.

Box 3 Inferences in Intentions
Premise 1: If I close the window, the room will warm.
Premise 2: I want the room to warm.
Conclusion: So I shall close the window.

In Box 3, Premise 1 is a belief of a causal relationship between two things.
Premise 2 is a pro-attitude. Taken together, Premises 1 and 2 are the conditions
of satisfaction of the intention (Searle, 1983). The conclusion is the action plan
that will satisfy Premises 1 and 2. If someone was asked to provide a reason
why they closed a window, they could provide both Premise 1 and Premise 2
as reasons.
This way of thinking about intentions sometimes leads to the assumption

that people should be conscious of their intentions (Bara, 2010, p. 78). I do not
think this is necessarily the case, but will hold off on an explanation for now.
There is also no need to suggest that the type of causal statement represented
in Premise 1 need be a belief at all; it could be a learnt association (see Heyes,
2018) which the intender is not even aware they hold.

1.2.6 Defining Communicative Acts

Taking inference and intention into consideration, Box 4 presents aGricean def-
inition of communicative acts. This definition follows a contemporary Gricean
approach to communicative acts (Bara, 2010; Moore, 2017; Neale, 1992;
Sperber & Wilson, 1995).

Box 4 Definition of a Communicative Act
Within a particular context U, a behaviour B is a non-natural sign of a
messageM if:

1. the producer P of B intends to communicateM ;
2. P intends condition (1) to be inferable by a comprehender C.

The definition in Box 4 has two parts. The first is that the producer intended
for a behaviour to communicate a particular message. The second says that the
producer intends condition (1) to be inferable by a comprehender.
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Pragmatics, Utterance Meaning, and Representational Gesture 11

This characterisation of communication is often referred to as ostensive
(Sperber & Wilson, 1995). For example, Tomasello (2010) has adopted the
same analysis for understanding the meaning of pointing gestures, but it can
be applied to any communicative behaviour (Sperber &Wilson, 1995). Within
the pragmatics literature, conditions (1) and (2) from Box 4 are often referred
to as the informative and the communicative intention, respectively (Sperber &
Wilson, 1995). I will follow this convention here.
The definition of communicative acts in Box 4 represents a third-person per-

spective. However, it is important to represent such acts from the utterance
producer’s and the comprehender’s perspectives. Utterance producers make
practical inferences (Kenny, 1966) from intentions to actions and comprehen-
ders make inferences to the best explanation (Harman, 1965) from action to
intention. We can represent this using a similar inference to the one in Box 3,
so long as wemake a small adjustment. Since utterances are context-dependent,
this must be represented in the syllogism in Box 5:

Box 5 Producer’s Inference
Premise 1: If I perform a behaviour B in a context U, then I will

communicateM.
Premise 2: I want to communicateM in U.
Conclusion: So I shall perform B.

The inference in Box 5 can be remodelled to explain comprehension in Box 6:

Box 6 Comprehender’s Inference
Premise 1: If I perform a behaviour B in a context U, then I will

communicateM.
Premise 2: P performed B in U.
Conclusion: P wanted to communicateM.

Both producer and comprehender share the association of a behaviour B
with the same message M. For the comprehender, unlike the producer, they
experience the behaviour B and must work out what it is intended to commu-
nicate, namely M. In essence, the two inferential processes involve the same
ingredients but in a different order. This might seem as though I am suggesting
that an interpreter is working out a premise from a conclusion. As pointed out
by Levinson (1995), we should not treat interpretation as ‘upside down’ prac-
tical reasoning where the interpreter works out on the basis of the conclusion of
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12 Pragmatics

practical reasoning what the premise was.8 To demonstrate this point, Levin-
son (1995, p. 231) argues that even though it is possible to conclude ‘p’ from
‘p and q’, this does not mean that from ‘p’ you could conclude ‘p and q’. The
reason for this is that there are no logical grounds for the validity of this second
inference that would not also allow us to conclude ‘p and r’ or ‘p and s’ and so
on from ‘p’. Levinson (1995, p. 231) goes on to say: ‘Simple though the point
is, it establishes a fundamental asymmetry between actor-based accounts and
interpreter-based accounts, between acting and understanding others’ actions.
There simply cannot be any computational solution to this problem, as so far
described.’
I would argue that as I have presented things in Boxes 5 and 6, I have not

fallen into this trap. My point is not that a comprehender makes an inference
from a conclusion to a premise. A comprehender takes an observed action as a
premise and concludes an intentional state that would make sense of the action.
The comprehender is able to do this because they have access to a generalisa-
tion (what I label as Premise 1 for both utterance producer and comprehender)
that a particular behaviour will communicate a particular message in the utter-
ance context. In other words, using Levinson’s example, it would be possible to
conclude ‘p and q’ from ‘p’ if I have a general assumption that if ‘p’ then ‘p and
q’. I believe that the general question we need to answer is not directly about
the difference between acting and interpreting but about why the producer and
the comprehender have as a premise something that can be represented as the
conditional ‘if B then M’. I discussed a partial answer in Section 1.2.4. Both
producers and comprehenders assume (partial) rationality, pro-social motiv-
ations and common ground. The other thing both producers and comprehenders
assume is the intentional status of the other. This final point is often fairly con-
tentious in the pragmatics literature, so I will spend the next section presenting
some neurological evidence for it.

1.3 A Closer Look at the Human Capacities for Communication
At this point it should be clear that language and communication are dis-
tinct phenomena. This distinction is corroborated by neurological evidence
that language and communication are related to separate networks in the brain
(Noordzij et al., 2009) and the network responsible for language does not under-
lie the network responsible for communication (Willems & Varley, 2010). In
other words, communication involves language but is not determined by it. In

8 I would like to thank Michael Haugh for drawing my attention to this interpretation and to
Levinson (1995).
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Pragmatics, Utterance Meaning, and Representational Gesture 13

this section, in order to explore the dissociation between language and com-
munication further, I will explore how the capacity to interpret other people’s
intentions is realised neurologically.
So far I have assumed without much evidence that understanding other peo-

ple during communication is fundamentally about inferring intentions. This
process is often referred to as mind reading (Heyes & Frith, 2014; Sperber
& Wilson, 1995) and involves the metarepresentation of someone else’s men-
tal states. Within pragmatics, mind reading is often treated as a single process,
that involves the explicit representation of an informative intention. Critics of
this approach argue that this results in a conceptualisation of communication
that is overly intellectual (see Gallagher, 2020; Geurts, 2019). In this section, I
argue that what is commonly referred to as mind reading is actually related to
two cognitive processes, and that these two processes are realised in different
neurological regions.
While bodies are observable, minds are not. However, the reasons typically

given for actions are to do with mental and not physical states. For example,
most people observing someone suddenly stand up are likely to attribute an
intentional reason (e.g., they want to go somewhere) rather than a physical one
(e.g., their legs caused them to stand). In other words, humans typically provide
reasons for actions that are not visible and have the potential to be wrong.
There are at least two distinct theories (and many in between) about how

mind reading works. The first theory, which developed from the discovery
of mirror neurons (di Pellegrino et al., 1992; Rizzolatti & Arbib, 1998), sug-
gests that humans are able to interpret the behaviour of others because they
are able to mirror the neural activation that would be involved in producing a
behaviour while inhibiting the action that would follow. The neural network
involved in mirroring is the putative Mirror Neuron System (pMNS), which
includes the anterior intraparietal sulcus (aIPS) and the premotor cortex (PMC)
(Van Overwalle & Baetens, 2009). The second theory suggests that we are able
to understand the behaviours of others because we can represent a model of
their minds (e.g., intentions, desires, etc.) and infer based on this model why
they are performing some action. The ability to represent mental states is often
referred to as mentalising. The neural network associated with mentalising
involves the precuneus (PC), the temporal parietal junction (TPJ) and the med-
ial prefontal cortex (mPFC) (Van Overwalle & Baetens, 2009). For the rest of
this Element I will refer to these areas as the mirror and the mentalising areas.
I do not want to engage in the theoretical debates associated with mentalising

and mirroring (for an overview of the literature on mentalising and mirror-
ing see Gallagher, 2020). Instead, I will follow Heyes and Frith (2014) who
argue that both processes are likely to be involved in mind reading. Studies

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
03

10
80

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009031080


14 Pragmatics

have demonstrated that these areas are activated when people are asked to con-
sider why someone did something vs how they did it or what they did (Spunt,
Kemmerer, &Adolphs, 2016; Spunt, Satpute, & Lieberman, 2011). Themirror-
ing area is active during responses to all questions, but as the requirement for
considering intentional states increases, so too does the involvement of the
mentalising area. These findings suggests that the mirror area contributes to
low-level processing of observed action and the mentalising area responds to
high-level processing of mental states (Heyes & Catmur, 2020).
The identification of distinct neural areas associated withmirroring andmen-

talising is critical for pragmatic research because it is possible to investigate
whether mental states are used to interpret what someone means. The dis-
sociation between the mirroring and the mentalising areas has been shown to
play a role in understanding communicative behaviours (Bara, Enrici, & Aden-
zato, 2016; Enrici et al., 2011; Enrici, Bara, & Adenzato, 2019; Noordzij et al.,
2009; Willems & Varley, 2010). As a result, researchers working in pragmatics
argue that a third network (which includes both the mirroring and the men-
talising areas) is involved in understanding communicative intentions (Bara
et al., 2016). This network, called the Intentional Processing Network (IPN), is
modulated by the communicative nature of a behaviour. I will have more to say
about this in Sections 3.2 and 3.3 when we explore the neuroscientific evidence
for the communicative nature of gesture, but for now it is enough to argue that
both mirroring and mentalising play a role in understanding both instrumental
and communicative actions. What this means is that what is commonly referred
to as mind reading may operate differently in different situations and that men-
talising might come into play when understanding the intentional motivation
for an act is needed, but may not when it is not.
This section has argued that actions (including communicative acts) are

neurologically complex. In the next section I want to capture some of this
neurological complexity theoretically.

1.4 Action
So far I have been discussing the representational function of communication.
However, it is also possible to analyse communication as an instrumental phe-
nomenon. Speech act theory is an area of pragmatic research with a focus on
the instrumental nature of communicative acts (Austin, 1962; Searle, 1969). If
we are to capitalise on the neuroscientific insights of the role of mirroring and
mentalising in communication, it is necessary to start with an analysis of action
more broadly before considering communicative acts.
Representations are not necessarily bound to the time of speaking. However,

actions are bound to the time of acting. The basic theoretical unit for many

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
03

10
80

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009031080


Pragmatics, Utterance Meaning, and Representational Gesture 15

conceptualisations of time are instants (t), which are points in time. Instants do
not play much of a role in human conceptions of time and it is typical to think
of time not as a sequence of instants but as intervals (I) that are bound by two
instants (e.g., the interval between 3pm and 4pm). Following Davidson (2001),
intervals can be categorised as events. In this section I build on Kissine’s (2013)
treatment of several important observations fundamental to speech acts.
The event (e1) in which A raises their arm during an interval (I1) bounded

by two instants t1 and t2 can be represented as:

(2) {t1 ≺ t2}I1 = raised_arm(A,e1)

Example (2) says that the interval, I1, bounded by the instants, t1 and t2, is
equivalent to the event in which A raised their arm. However, it is also pos-
sible that A’s act of raising their arm may have constituted an act of voting,
represented in (3):

(3) {t1 ≺ t2}I 1 = vote(A,e1)

The point is that one event e1 is referred to in (2) and (3), but it is conceptu-
alised as two different actions. If we assume that A raised their arm in order
to vote, then the act of raising their arm caused the act of voting. In this way,
it is possible to argue that both acts are governed by the same intention, but
that (3) is governed by a secondary embedded intention. Searle (1983) distin-
guished between these two intentions by calling the intention to vote a prior
intention and the intention to raise their arm an intention-in-action. In this way
we can argue that A voted by way of raising their arm (Searle, 2010). When
Searle uses the term prior intention, he seems to be referring to consciously
held plans. For example, someone could form a prior intention to vote days or
weeks before the voting takes place. This is reflected in Gallagher (2020) who
uses the term distal intention to talk about prior intentions. Although I think
what I am presenting is compatible with Searle’s and Gallagher’s views, the
way I use prior intention is as an intention that guides an intention-in-action
where the intention-in-action guides bodily movement. Gallagher (2020) actu-
ally introduces a third intention, which he calls the motor intention. In many
ways, the distinction between prior intention and intention-in-action is based
on the analyst’s perspective rather than the actor’s. We could continue to add
complexity or remove complexity and present a fairly idealised model. In what
follows I aim to make the picture as complex as is necessary and no more.
It is also possible for two events to be linked by a single act. The classic

example is the link between Gavrilo Princip (GP) pulling the trigger of a gun
and in doing so killing Archduke Ferdinand (AF). In this example, one event

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
03

10
80

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009031080


16 Pragmatics

(e1) containing the act of pulling the trigger causes another event (e2) in which
Ferdinand died.

(4) {t1 ≺ t2}I 1 = pull_the_trigger(GP,e1)

(5) {t3 ≺ t4}I 2 = die(AF,e2)

The details in (4) and (5) can be used to analyse the sentence of Princip killed
Ferdinand as (6):

(6) {t1 ≺ t4}I = cause(e1,e2)

If we assume that Princip intended to kill Ferdinand then, according to Searle
(2010), Princip caused Ferdinand to die by means of pulling the trigger. In this
case, Princip had a prior intention for Ferdinand to die and he achieved it via
his intention-in-action of pulling the trigger.
One complexity not discussed by Kissine is that an act at one level may

be made up of multiple acts at another level.9 This can be evidenced in the
distinction between the several senses of clap. The generic sense of clap1 is that
it is the bringing together of two things (e.g., hands). However, the sentence
A clapped is not likely to refer to A bringing their hands together once, but
repeatedly over a temporal interval. This sense of clap2 is represented in (7):

(7) A clapped2
{t1 ≺ t2}I = clap2(A,e1)
{t1 ≺ t2}I = {clap1(A,e1.1) ≺ clap1(A,e1.2) ≺ clap1(A,e1.3)}

In (7), the event in which A clapped2 is represented as involving the sequen-
tially produced sub-events in which A clapped1. Each sub-event satisfies a
separate intention-in-action, but all are satisfying a single prior intention.
It is also possible to represent every event of A clapped1 as involving two

simultaneous actions, one of the left hand being brought into contact with the
right (LH) and one of the right hand being brought into contact with the left
(RH). If these two actions are not coordinated then A will fail to clap. This is
represented in (8).

(8) A clapped1
{t1 ≺ t2}I = clap1(A,e1.1)
{t1 ≺ t2}I = clap3(LH,e1.1) ∧ clap3(RH,e1.1)

9 Such actions have been called semelfactives in the semantics literature (Talmy, 1985).
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Pragmatics, Utterance Meaning, and Representational Gesture 17

To summarise, a single prior intention may be used to conceptualise one event
as involving two actions. For example, I may vote by way of raising my arm.
Equally, two events may be linked by a single prior intention. For example,
GP’s prior intention to kill AF was achieved by means of an intention-in-action
to pull the trigger of a gun. Finally, at a different level one event may be made
up of sequential and/or simultaneous sub-events. In this case, these sub-events
satisfy further intentions-in-action. For example, imagine that A had a prior
intention to demonstrate how much they enjoyed a performance. This prior
intention is satisfied by clapping2 that is made up of individual sequential acts
of clapping1, which are themselves made up of the simultaneous acts of the left
and the right hands.
Returning to the discussion of mirroring and mentalising from Section 1.3,

intentions-in-action guide bodily movement and the mirroring areas are
involved in the processing of low-level intentions-in-action whereas the men-
talising areas are involved in processing the higher-level prior intentions. For
example, mirroring may represent the neural network associated with the
intention-in-actions directly satisfied by the bodily actions of raising an arm,
pulling a trigger or bringing the hands together. Mentalising, on the other hand,
would involve representations of the reasons behind raising an arm, pulling a
trigger or clapping in the form of metarepresented prior intentions. In the next
section I will apply these ideas to communicative acts.

1.5 Communicative Acts
Since communicative acts are acts, the same categories of prior intention and
intention-in-action can be applied to them. Within pragmatics there is a trad-
ition of modelling communicative acts as a sequence of constituent acts at
different levels (see, for example, Bara, 2010; Clark, 1996; Enfield & Sidnell,
2017; Kissine, 2013; Parikh, 2019). This tradition dates back at least to Austin’s
(1962) pioneering work on speech acts where communicative acts are divided
into the following (as schematized by Enfield and Sidnell, 2017, pp. 101–2):10

I. Phonetic act = ‘uttering certain noises’
II. Phatic act = ‘uttering certain words’ by means of a phonetic act
III. Rhetic act = using a phatic act ‘with a sense and reference’

A. Locutionary act = rhetic act directed at someone (I–III taken together)
B. Illocutionary act = ‘in what way we are using the locution’

10 The quotations that appear in Enfield and Sidnell’s (2017) schema are taken fromAustin (1962,
pp. 94–103).
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18 Pragmatics

C. Perlocutionary act = ‘produce certain consequential effects’ by means of an
illocutionary act.

Following several theories within pragmatics (Schiffer, 1972; Sperber &
Wilson, 1995), the relationship between locutionary act and illocutionary act
can be explained using the Gricean model outlined in Section 1.2.2. The locu-
tionary act is an act of saying something and the illocutionary act is an act of
meaning something. Phrased a different way, the informative intention is sat-
isfied by an illocutionary act and the communicative intention is satisfied by a
locutionary act. A perlocutionary act satisfies what might be called a social
intention (Bara, 2017; Tomasello, 2010). The informative intention and the
social intention are sometimes treated as synonyms. However, it makes sense to
distinguish them. An informative intention is an intention to inform someone
of something (its conditions of satisfaction are representational) and a social
intention is an intention for a comprehender to do something (its conditions of
satisfaction are instrumental).
Herbert H. Clark (1996, p. 222) develops Austin’s model by considering

the acts of both the producer and the comprehender under a single theoretical
structure he calls an action ladder (see Figure 1).
In the action ladder, Clark has reduced Austin’s phonetic, phatic and rhetic

acts to a single act of executing. However, by providing the responsive actions
of the comprehender, Clark’s model presents additional details on how the pro-
cesses of production and comprehension work. The central idea of the action
ladder is that the different levels are upwardly causal and therefore higher lev-
els provide downward evidence that lower levels have been completed (Clark,
1996, pp. 147–8).
Joint projects form the top level of the action ladder. For Clark (1996), joint

projects necessarily include two events in sequence, where the second event
in a joint project is achieved by means of the first. For example (p. 150), a
joint project may comprise A saying please sit down to B followed by B sitting
down. Both A’s and B’s behaviours are considered necessary parts of the joint
project.

Figure 1 Action ladder (from Clark, 1996, p. 222)
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Figure 2 Levels of action

Figure 2 combines the approaches of Austin, Kissine and Clark, together
with the idea of embedded sequential acts, by considering speech acts in time.
I have also replaced Austin’s terms rhetic and phatic with grammatical and
lexical, respectively. Figure 2 presents an analysis of the command of sit down.
In Figure 2 the same event is represented from a grammatical, a locutionary

and an illocutionary perspective. In other words, the producer of sit down could
be considered to have produced the sentence of English: [sit[down]advp]vp,
said sit down to B and told B to sit down. Furthermore, the grammatical act
of producing the English sentence [sit[down]advp]vp is composed of the lex-
ical acts of producing the lexeme sit followed by the lexeme down. The acts
of producing lexical items are not usually taken as acts/events by themselves
but are sub-events (like individual instances of clapping1 in order to applaud
something). If we conceptualise a grammatical act as occurring in an interval
of time, the interval containing the lexical act of producing sit must occur prior
to the interval containing the lexical act down. In a similar way, the lexical act
of producing sit is made up of the phonetic acts of producing the sounds /s/,
/ɪ/ and /t/.11 The interval that includes /s/ must occur prior to the interval that
includes /ɪ/. This may seem unnecessarily complex, but it will play a critical
role in Section 1.6. These points can be summarised as follows: an illocution-
ary act is produced by way of a locutionary act that is produced by way of a
grammatical act that is produced by way of multiple sequentially produced lex-
ical acts that were produced by way of multiple sequentially produced phonetic
acts.
Perlocutionary acts are joint projects and therefore they necessarily include

two acts, one of the producer and one of the comprehender. These acts occur
in different events. The second event is achieved by means of the first and is
often referred to as a perlocutionary effect (Kissine, 2013). In general, if A has
satisfied their social intention of getting B to sit down, then this entails that B

11 Due to space, the braces around each phonetic appear on the line beneath the acts. So in Figure 2
‘e1.1.1’ contains ‘/s/’.
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20 Pragmatics

sat down. This is identical to the Gavrilo Princip example. The perlocutionary
act can be represented as:

(9) told_B_to_sit_down(A,e1)
sit_down(B,e7)
cause(e1,e7)

If B sits down then this provides downward evidence that B recognised A’s
illocutionary act, identified A’s locutionary act, parsed A’s grammatical act,
retrieved the concepts associated with A’s lexical act and heard A’s phonetic
act. Following Kissine (2013), it is also possible to conceptualise each of these
as a separate event. Events 2–7 are caused bymeans of the corresponding acts of
A. However, unlike a perlocutionary act, A has still achieved their illocutionary
act of telling B to sit down even if B does not sit down. However, A cannot
achieve their illocutionary act if B has not identified A’s locutionary act. So the
event of B caused by means of the phonetic act is a requirement of A satisfying
their lexical act, and the event of B caused by means of their lexical act is a
requirement of A satisfying their grammatical act and so on. In the next section
I will explore the ideas discussed so far using predictive models of perception
and action.

1.6 Utterances and Prediction
1.6.1 Prediction

In Sections 1.2.2–1.2.4 the inferential processes involved in utterances and
actions were described as if the first premises are fixed in advance. The
examples of first premises included things like:

(10) If I close the window, then the room will warm.

(11) If I perform a behaviour B in a context U, then I will communicateM.

However, it is possible that the roomwill not warm or that Bwill not communi-
cate M. Therefore, instead of being fixed, we should think of such conditional
premises as being based on predictions. We can rewrite (10) and (11) to reflect
this as:

(12) I predict that if I close the window, then the room will warm.

(13) I predict that if I produce an utterance B inU, then I will communicate
M.

In Section 1.2.4 I said that it is typically assumed that utterance producers
are partially rational and that they select their communicative act from a set
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of behaviours {b1,b2, . . . ,bn}. If a producer picked b1 and not b2 then it is
because b1 had the highest utility, which means that it does the best job of
communicating M while costing the least effort. Recent approaches in com-
putational pragmatics have started to present formalisations of the types of
inferential approach needed to deal with (13) (see Degen et al., 2020; Good-
man & Frank, 2016). However, most approaches to the predictions involved in
utterance production follow the Neo-Gricean tradition of representing a produ-
cer’s choice as relating to the quantity of information in an utterance compared
to alternative utterances (see Horn, 2004). For example, imagine B walks into
A’s office and A is sat behind their desk with a chair in front of the desk. Then
A wants B to sit in the chair. In Figure 2 A said sit down, but there is a range
of possible alternatives they could have produced:

(14) sit down

(15) B, sit down

(16) sit down on the chair

(17) B, sit down on the chair

Compared to (14), (15) and (16), both provide more-specific information.
Arguably, this information would be redundant in the context just described.
Alternative (17) would be even worse because it contains two pieces of
unnecessary information. Contemporary pragmatics treats utterance produc-
tion as an inference related to the amount of information presented against the
amount of effort required to produce that information. Producers who include
overly specific information are seen as presenting redundant information that
is not tailored for an audience. Following Rubio-Fernández (2016, 2019), I
believe this approach to be wrong. While packaging information in a utility-
maximising way is an important aspect of speaking, it cannot be the inferential
process driving utterance production. There is a wealth of evidence that shows
that producers produce utterances that are redundant in the way just described
(see Davies & Richardson, 2021, for a review).
Recall the analogy of using a hammer to build a house. Treating the pre-

diction involved in utterance production as one relating to the quantity of
information to be expressed presupposes that language has been selected as
the tool to communicate a producer’s message. This is the equivalent of ask-
ing How should I use this hammer? rather than Which tool should I use? This
point may not play much of a role in a model of communication where a produ-
cer chooses between alternative ways of saying the same thing, but this model
does not reflect the natural setting in which producers find themselves. As I
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will argue repeatedly throughout the rest of this Element, language is just one
tool that producers use to communicate, and therefore the inference a produ-
cer makes potentially involves a range of communicative behaviours. It is for
this reason that in this section I start with an exploration of predictive coding
models (PCMs) of perception/cognition more generally and then reintroduce
communication.
To begin then, PCMs of perception/cognition (A. Clark, 2015; Hohwy, 2013)

are based on the idea that perception (including exteroception, propriocep-
tion and interoception) involves an inference from expectation to actuality.
When humans perceive the world, they are not perceiving it bottom up like an
old-fashioned video camera capturing light and via a chemical reaction leav-
ing an image on cellulose. As countless visual illusions have shown, human
beings use context-dependent top-down predictions to make the process of per-
ceiving more efficient. What illusions reveal is that the perceptual process is
hierarchical and based on levels representing space and time.
A good example of this process can be exemplified using the following from

Clark (2015).
Depending on the reading direction, horizontal or vertical, the middle item

in Figure 3 is interpreted as the number 13 or the letter B. This is because we
are able to represent higher-level models of sequences (numbers or letters) and
the sequence we are representing will be determined by whether we have just
read the number 12 or the letter A. If I am using the number sequence model,
then I predict that the next item will be a number so I perceive a number. If I am
using the letter sequence model, then I predict that the next item will be a letter

Figure 3 Contextual cues set up expectations (based on Clark, 2015)
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so I perceive a letter. When this prediction is accurate, we do not wait to think
about what else it might have been. However, such predictions are not always
accurate. For example, imagine walking down a corridor and seeing the first
two horizontal digits in Figure 3 on a door, interpreting the room number as
1213. In this case we might predict that the number on the next door would be
1214. However, what we see is that the number on the next door is 12 C. Seeing
12 C creates a prediction error, not just at the level of the order of the rooms but
also retrospectively in terms of the perception of the number on the room we
now know to be room 12 B. Such prediction errors may bring to consciousness
processes we were not conscious of (e.g., how we had interpreted the number
on the door). What this example illustrates is that predictions make perception
incredibly efficient, but theymight be wrong.When predictions are wrong, they
result in prediction errors that help make future predictions more accurate. In
the corridor example, the prediction error may result in the establishment of a
model of that particular corridor that includes it having room labels consisting
of the number 12 followed by a letter. This corridor model will mean that we
no longer have to concern ourselves with whether or not the label on a door is
12 B or 1213, because 12 B is directly predicted by the model.
And PCMs are also thought to be involved in human action. Prediction is

used to plan actions and interpret other people’s. Starting with self actions,
imagine walking over to a window because you wanted to close it. In this
example, temporally higher-level plans and intentions are unpacked into lower-
level predictions regarding visual perception and proprioception. Our predic-
tions relate to things including the distance between you and the window,
what the window’s handle will feel like, where your hand will need to be.
Now imagine the alternative scenario where A is observing B closing the
window; the idea is that B’s behaviour can be interpreted by mirroring the
predictions A would have had in that scenario and inferring their intentions,
perhaps supported by mentalising and a representation of context (this was dis-
cussed in terms of intentions in Section 1.3). In other words, the same cognitive
mechanism controls my behaviour and is used to interpret the behaviour of
another.
If the same mechanism is involved in producing and interpreting actions,

then how do I distinguish my behaviour from someone else’s? The argument
from Clark (2015) is that we do this by varying the precision weighting of our
predictions. Precision weighting relates to how flexible our predictions are.
Lower-precision-weighted predictions will not trigger a prediction error in a
wider variety of situations than higher-weighted ones.When we are performing
an action, the precision weighting is high because we are able to predict, with
a fairly low degree of error, the future state of the perceptual system. When we
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are observing another, there needs to be more room for error and the precision
weighting is low. The difference in precision weighting is one of the ingredients
in our sense of agency. The predictions we make about our own actions are also
believed to be a kind of self-fulfilling prophecy in that the way we act is driven
by the predictions we make. The whole process of inferring future states of the
perceptual system is referred to as active inference and it represents a rather
neat perspective on perception and action, capturing the distinction between
self, other, action and perception using the precision of predictions.
Another insight of PCMs is that when predictions are accurate, there is no

need to consciously attend to lower-level processes. This is true of both per-
ception and action. For example, when opening a window, if the handle feels
the way we expect, then we are probably not aware of how tightly we have
grasped it. However, we might have forgotten that we were wearing gloves
and thus failed to predict the correct pressure. In this scenario there would be
a prediction error related to the pressure applied to the handle that might then
lead to conscious awareness of the amount of pressure we need to apply to deal
with this new variable (i.e., wearing gloves).

1.6.2 Predicting Communication

Mapping PCMs onto communication appears in a range of papers by Picker-
ing and Garrod (2007, 2013; see also Garrod & Pickering, 2004; Pickering &
Gambi, 2018). Pickering and Garrod (2013) argue that the classic distinction
between a producer and a comprehender who perform different actions during
communication is incorrect. Instead we should distinguish between production
and comprehension processes. Pickering and Garrod (2013) argue that people
represent linguistic information at different levels (message, semantics, syn-
tax, phonology, sound). These levels are hierarchical so that a higher level can
be used to predict the levels beneath it. Pickering and Garrod (2013) argue
that in the same way that active inference is used to make predictions from
higher to lower levels during perception and action, predictions are made from
higher to lower levels during utterance production and comprehension. From
this perspective, the production process is a mapping from higher to lower-level
representations and the comprehension process uses a mirror of this process to
predict what is being communicated. An accurate prediction at a higher level
(e.g., the message) reduces the necessity of consciously entertaining a predic-
tion at a lower level (e.g., syntax) and explains why much communication is
below the level of awareness.
It is possible to draw a parallel between Pickering and Garrod’s lev-

els of representation and the phonetic, lexical, grammatical, locutionary and
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illocutionary levels outlined earlier. If we return to the example discussed in
Figure 2 where A tells B to sit down, the point of the analysis was that the same
event (e1) can be represented on multiple levels. It is possible to enrich this ana-
lysis by incorporating prediction. However, using the notions of mirroring and
mentalising, we can suggest two distinct predictive pathways.
Imagine that B does not know A and B has no prior awareness of what A

is going to say. Assuming that a knowledge of the English language is part
of the context, then the only perceptual evidence B has for what A is saying
is the first sound they produce. When considered temporally, the phonetic act
of saying /sɪt daʊn/ occurs over a temporal interval where /s/ occurs before /ɪ/
and /ɪ/ occurs before /t/, and so on. In order to capture this in Figure 2, the
event of producing /s/ was represented as the sub-event e1.1.1. Upon hearing
/s/, a comprehender will be predicting the upcoming sounds in the sequence.
This type of prediction is a lateral prediction since it is a prediction on one
level. However, lateral predictions are supported by awareness of higher levels
(e.g., that the language, S, is English). If an utterance starts with the phonetic
act /s/ (e1.1.1) then the lexical act (e1.1) must be a word that begins with /s/
and the grammatical act must begin with a lexical act beginning /s/. Imagine
that the comprehender predicts that A is performing the lexical act sit at e1.1.
Predicting that the lexical act e1.1 is sit provides the basis for predicting that
the upcoming sounds will be /ɪ/ and /t/. This prediction could be realised by
mirroring the neural activity associated with the articulatory process. At the
level of grammatical act, sit may be interpreted as a verb and this will provide
evidence for predicting what lexeme will be produced next. These hierarch-
ical predictions cascade downwards, so the grammatical category helps predict
what lexemewill appear next andwhat sounds will be heard.What this means is
that, generally, higher-level representations facilitate the processing of linguis-
tic sequences. In many ways this is what a language is. Furthermore, the fact
that the utterance begins with a verb also provides evidence about the unreal-
ised subject of the sentence (i.e., B) at the locutionary level. Finally, since B
is the subject, the utterance has the force of a command, which takes us to the
message A is communicating at the illocutionary level.
Now imagine that B predicted that A wanted to tell them to sit down. This

prediction is based on mentalising. If B predicted that A wanted to tell them to
sit down, then B would already be predicting the potential locutionary acts, the
grammatical structure of the utterance, the words that are likely to appear and
the sounds that are going to appear first. Making a prediction based on men-
talising can be compared to predicting what the label on a door says based on
a model of the corridor. However, this time the model is based on a model of
the utterance producer. Equally, A will have an intention to tell B to sit down.
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This intention can be used to predict the locutionary act, the grammatical act,
the lexical acts and the phonetic acts that will be produced. Since these predic-
tions are self-fulfilling prophecies, they trigger the production of phonetic acts,
which in turn make predictions accurate.
Unless these predictions are wrong, A and B have no reason to be aware of

them. This is the power of predictive processing models of utterance produc-
tion and comprehension. There is well-established evidence from eye-tracking
studies that comprehenders look at what someone is going to refer to before
they actually do so (Altmann & Kamide, 1999; Sedivy et al., 1999). However,
it is also worth pointing out that the description of comprehending sit down is a
bit unusual. Most of our experiences of human utterances occur not as one-offs
but in conversation that is made up of turns. Most of the time a turn directly
follows another turn (which itself directly followed another turn). The turn-by-
turn sequence of interaction provides a really good basis for predicting what
the next utterance will be, so much so that producers often produce their turns
in overlap with the end of another communicator’s turn (see Levinson, 2012).
One explanation is that people are so good at predicting what someone else is
saying that they know when they are going to finish saying it.
Producers are also predicting how an interlocutor will react; if they do not

react in an expected way, this will result in a prediction error regarding their
own previous production. This occurs in an identical fashion to the corridor
example established earlier. In this case, however, a prediction error of how B
might react may have an effect on A’s model of B or of their current activity, or
their conversation, or their relationship, all of which form part of the context. A
sufficiently specified context can determine the value of every variable relevant
for predicting what utterance will be produced and what effect it will have.
As discussed in Section 1.2.4, context includes the setting, the language to be
used, a set of shared assumptions, the current activity and the producer’s and
comprehender’s relationship. If these variables are well enough established,
then a top-down prediction can be made without any requirement for people to
be aware of mentalising or mirroring. In other words, in certain circumstances
it is possible to predict everything based on context. However, it is typically the
case that the number of variables involved in communication or the number of
potential values each variable may take is large enough that total prediction is
impossible.
Coupled with the model of pragmatic communication outlined so far, this

theory provides an incredibly flexible notion of how producers and compre-
henders manage to communicate. What I aim to do in the rest of this Element
is show that it can accommodate gesture.
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1.7 Summary
In this section I have outlined a model of communication using theories from
Gricean pragmatics. I have argued that such a theory is consistent with what we
currently know about the neural processes involved in intentional action and
intention reading. I have shown how perception, action, utterance production
and comprehension involve a hierarchical prediction.
In this summary I present the predictive hierarchy for communicative acts. In

Figure 4, the arrows within the model are bidirectional to represent the notions
of upward completion and downward prediction. A phonetic act causes some-
thing to be taken as a lexical act, but the prediction of a lexical act can be
used to predict the phonetic acts that might occur. Figure 4 is also divided into
production and comprehension processes. Starting with production processes,
the top level is context. The next level is what is meant / illocutionary act.
The illocutionary act is an act that satisfies the producer’s informative inten-
tion. The next level down is what is said / locutionary act, which satisfies
the communicative intention and therefore indirectly satisfies the informative
intention. The next levels are the grammatical, lexical and phonetic acts. Each
of these acts satisfies its respective intentions-in-action. The phonetic act repre-
sents the behaviour a producer actually produced and presumably is associated

Context

What is meant / Illocutionary act

What is said / Locutionary act

Grammatical act

Lexical act

Phonetic act

Production process

What is meant / Illocutionary act

Context

What is said / Locutionary act

Grammatical act

Lexical act

Phonetic act

Comprehension process

Informative Intention

Communicative Intention

m
en

ta
lis

in
g

m
ir
ro

ri
ng

Figure 4 Multi-level predictive model of communicative acts
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with the neurological representation of this motor act. The comprehender mir-
rors the production process using predictions based on three models. First, a
model of context is used to predict the range of things a producer might do.
Second, a model of the producer (via mentalising) is used to predict what a
producer might intend to inform them of. And third, a model of the neural
activity associated with the motor sequence involved in making certain noises
is used to predict what phonetic act a producer is performing (via mirroring).
The predictions in both production and comprehension processes are all occur-
ring in parallel, so that predictions relating to what phonetic act is about to
occur have an effect on predictions relating to what a producer means and vice
versa.
In the next section I introduce gesture. I also outline how it has been treated

in both the pragmatics and the gesture literature.

2 Incorporating Gesture into Pragmatic Theories
of Communication

So far I have argued that we need to conceptualise communication as an infer-
ential process where behaviours act as evidence for interpreting the reasons
behind those behaviours. I have also argued that utterance production and com-
prehension involve cascading predictions over different levels of representation
(pragmatic, semantic, grammatical, lexical, phonological). Two predictive pro-
cesses facilitate inferential communication. The first, mirroring, is the process
of representing lower-level representations of motor action by mirroring the
neural activity responsible for that action. For example, interpreting speech
involves the neural activity for forming certain speech sounds. The second,
mentalising, is the process of representing higher-level mental states such as
intentions. For example, if a comprehender knows what a producer intends to
communicate, then this can be used as the basis for predicting what they are
going to say. Both of these processes are supported by a rich set of shared
assumptions (common ground) which include, but are not limited to, the lan-
guage being used, the physical setting, the discourse context and the current
joint activity. The question this Element aims to answer is what (if any) role
gesture plays in this process.

2.1 What Is Gesture?
Example (1), in which M1 stated his preference for going upstairs when he
gets onto a bus, was incomplete. Accompanying M1’s speech was a complex
gesture; this is represented in Figure 5.
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Figure 5 Example (1) with gesture

Here, M1’s gesture depicts the paths he took stepping onto the bus and going
up the stairs. This gesture, like all gestures, can be analysed as comprising mul-
tiple temporal phases: M1 goes from not gesturing to gesturing and then back
to not gesturing. The temporal phases that constitute a gesture are often referred
to as preparation, stroke, retraction (see Box 7) (Kendon, 2004). The stroke of
the gesture is the most meaningful phase. An important question for analysing
gesture is how a comprehender distinguishes between the preparation and the
retraction phases and the stroke phase. One clue provided by producers is that
it is almost always the case that the stroke of the gesture is temporally aligned
with a semantically affiliated stretch of speech. Such alignment is so important
to utterance producers that they often pause speaking or pause gesturing so that
these two elements appear together.

Box 7 Phases of a Gesture Unit
Gestures are made up of three main phases:

• Preparation phase: Hands are moving from a resting position into
the beginning of the meaningful part of the gesture.

• Stroke phase: The meaningful part of the gesture. It is the stroke that is
representational.

• Retraction phase: Hands return to a resting position.
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In the example,M1’s gesture includes two strokes, each alignedwith a clause
headed by the verb tiśbōb (lit. go up). It is important to point out how M1’s
language underdetermines the scene he is describing: going up into the bus and
going up the stairs are two behaviours that may differ in a number of ways
(such underdeterminacy is inherent in language (see Carston, 2002)). Thus,
M1’s gesture fills in some of the details underdetermined linguistically.
The first clause is accompanied by a gesture depicting the path M1 took to

get onto the bus. Following this, M1 does not initiate a retraction phase but
goes directly into another stroke phase, which accompanies the second clause.
This stroke depicts the complex path M1 took to get onto the second floor. This
path, while constantly moving upwards, first comes out to M1’s right, then left,
then vertically, before levelling off. In Figure 5 I have provided schematic rep-
resentations of the paths depicted in these gestures. There are two observations
to be made. First, notice that while the scene that M1 is describing included a
path to the right, then left, from an observer’s perspective, M1’s gesture goes
first to the left then the right. It is typical that producers produce gesture from
their own perspective. Second, it might seem that the vertical upwards move-
ment prior to levelling off is strange (there is no ladder at the top of the stairs to
climb up). It is likely that the bus that M1 used has a 90-degree turn at the top
of the stairs so that the user comes out of the stairwell in the central aisle, stand-
ing exactly one floor up from where they entered it but rotated 180 degrees. To
achieve this in the gesture, M1 would have to produce an awkward movement,
bending his hand back towards his face. Taking these two points together, just
like the lexeme tiśbōb, this gesture is underdeterminate. However, the point
recognised by many working in gesture studies is that, when taken together,
M1’s language and gestural depiction are more determinate than either on their
own. They are co-expressive.
Further, M1’s gesture is an example of what is called a representational

or iconic gesture. And while gestures may perform a range of roles during
communication (Kendon, 2004), representational gestures are the focus of this
Element. The reason for this is that such gestures are intimately tied to what
a producer says. Typically, representational gestures depict action, motion or
shape, or they may indicate a location or trajectory. They may be figurative
or non-figurative (McNeill, 2015). Representational gestures often involve the
hands depicting the spatial properties of some non-present object by drawing in
abstract gesture space (McNeill, 1992, p. 89). Importantly, it is not simply the
movements that have meaning; the space in front of the individual becomes
a meaningful platform, an imaginary prop (Clark, 2016), without which the
gesture would not mean anything.
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The ways in which gesture and language represent things are quite differ-
ent. The meaning of gesture is global, whereas the meaning of language is
compositional (McNeill, 2015, p. 21). Global meaning relates to the fact that
the meaning of the whole gesture determines the meanings of its parts. How-
ever, the meanings of the parts of a clause determine the meaning of the whole
clause. The difference between global meaning and compositional meaning
can be highlighted by thinking about utterance production from a temporal
perspective. Recall that utterance production involves grammatical acts that
are composed of multiple sequentially produced lexical acts that are com-
posed of multiple sequentially produced phonetic acts. The temporal interval
encompassing a phonetic act is embedded under a larger temporal interval
encompassing a lexical act. And lexical acts are embedded under an interval
encompassing a grammatical act. This fact essentially detaches the represen-
tation reflected in a grammatical act from time. In other words, the sequential
ordering of lexical acts is determined by grammar. However, gestures have
global meaning, which means that any temporal interval during the course of a
gesture stroke will not contain a smaller gesture unit but will contain part of the
stroke. This means that it is often the case that the temporal nature of gesture
reflects the temporal nature of what is being represented. Gestures are a direct
link between a speech event and a represented event.
Focussing only on illocutionary, locutionary and lexical acts, the difference

between language and gesture is presented in Figure 6. This figure represents
the temporal relationship between language and gesture using the concepts of
sequential and simultaneous acts from Section 1.4. If the event e1 refers to the
speech event, then there are two simultaneous sub-events, e1a and e1b. The
locutionary act occurs during e1a and the gesture occurs in e1b. As shown in
Figure 6, the locutionary act comprises sequential lexical acts (e1a.1–e1a.4).
The effect this difference has is that the movement in gesture which M1 pro-
duces is a temporal and spatial analogue (Clark, 2016) for the path he took on
the bus, which is part of the represented event.
The concept of temporal and spatial analogue is fundamental for understand-

ing what gesture means and provides the basis for Clark’s (2016) theory of
depiction, which includes representational gesture. Clark defines depictions

Figure 6 Temporal relationship between language and time
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as physical analogues of what they represent. Going back to M1, the path in
his gesture was a physical analogue for the path he took on the bus. Clark’s
analogues involve three levels:

• the distal scene: the thing being depicted
• the proximal scene: the depiction itself
• the base scene: the physical characteristics of the depiction.

If we apply this to M1’s gesture, we can state the following:

• Distal scene: M1 is depicting how he went up the stairs.
• Proximal scene: M1 is depicting an upwards trajectory (schematically
represented in 5).

• Base scene: M1 is executing a behaviour involving his hands moving
upwards.

Clark argues that the mapping from base scene to proximal scene is func-
tional, but the mapping from proximal scene to distal scene is analogue.
Because there is nothing inherent in M1’s movement that means it should be
interpreted as depicting how he climbed onto the bus, it is only with an inter-
pretive framework that the mapping of proximal to distal can be made. The
distinction between base, proximal and distal scenes is important because it
provides further details on the relationship between the representational levels
of language and gesture. The question, then, is how these different levels of
gesture representation are related to the different levels of representation asso-
ciatedwith communicative acts. However, before I address theories of gesture’s
role in communication, I want to explore what gestures are realisations of.

2.2 Idea Units
Traditionally, linguists interested in semantics and pragmatics discuss proposi-
tions. Propositions are defined according to whether they are true or false and
as a result are regularly presented in a language-centric way. Utterances (in
part) are realisations of propositions. Any propositional model of meaning that
is attempting to model the relationship between thought and communicative
behaviour is pushed tomarginalise gesture owing to its non-propositional elem-
ents. One way to capture gesture’s meaning is to assume that representations
are modal. In other words, humans think about space spatially and think about
language linguistically. In gesture scholarship, the concept of the idea unit has
been developed to act as an underlying unit of thought which reflects both
language and gesture (Kendon, 1980; McNeill, 1992, 2005).

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
03

10
80

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009031080


Pragmatics, Utterance Meaning, and Representational Gesture 33

Within pragmatics, Carston (2010, 2018) has developed a similar idea in
relation to the imagery conveyed by metaphor. Carston (2018, p. 205) argues
thatmemory imagesmay be activated during linguistic interpretation. Carston’s
ideas build on the concept of perceptual symbol systems (Barsalou, 1983, 1999,
2008). Perceptual symbols are modal and analogical. A perceptual symbol is
represented in the same systems as the perceptual states that produce them.
Although there is a large literature suggesting that imagery plays a vital part

in language processing, Carston (2018, p. 210) does not recognise imagery
as part of a producer’s communicative intention in the context of metaphor.
Images are treated as epiphenomenon or incidental side-effects. Carston (2018,
p. 212) suggests that speakers and writers who are aware of the impact of
such incidental imagery may be able to deliberately invoke it, but this does not
mean that such imagery should be considered a fundamental part of a model of
intentional/inferential communication.
Although Carston’s theory is about metaphor, there seems to be a clear par-

allel between linguistic content + memory images and idea units. I believe that
utterances comprising language and gesture are realisations of both imagistic
and propositional representations. The question we need to answer is whether
gesture is incidental, the product of images unintentionally evoked in the
process of speaking, or whether gestures are produced to communicate their
content.

2.3 Incorporating Gesture into Theories of Communication
In the next two sections I will introduce and explore the two main models of
gesture production/comprehension discussed in the pragmatics literature. The
first argues that gestures are not produced with the intention to communicate
and the second suggests that gestures are communicative for the same reasons
that linguistic acts are.

2.3.1 Gestures Are Shown, Natural Behaviours

The first view is that gestures are signs with natural meaning, but they can be
deliberately shown (Grice, 1989) to an audience to communicate something
more than their natural meaning. This view is most clearly outlined inWharton
(2009). In an earlier work, D. Wilson and Wharton (2006) draw on Hauser’s
(1996) distinction between signs and signals (discussed in Section 1.2.1).
In order to distinguish between signs and signals, Wilson and Wharton

(2006) provide the example of shivering (which is a sign) and smiling (which
is a signal). The direct function of shivering is to warm the body, whereas the
direct function of smiling is to communicate affective states (Ekman, 1999). If
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shivering communicates that an individual is cold, then this is a derived func-
tion of shivering. An individual who is cold and shivering may deliberately
stand in a way that allows someone to see how cold they are. Using Gricean
terminology, they are showing evidence that they are cold. Going further, some-
one who is not cold may produce aspects of shivering (e.g., rubbing their arms
and saying brrrrr). However, most people are not capable of fully producing
a natural shiver. In a similar way, people automatically smile when they feel
a certain way and this naturally communicates something about their affective
state. Smiling is a signalling system that both producers and comprehenders
have access to. Someonewho involuntarily smilesmight draw someone’s atten-
tion to their smile, showing their smile. Equally, it is possible to recreate a
smile without the associated affective state. The point of these examples is that
if something inherently communicates something (i.e., communicates with-
out an intention to communicate) then it can be shown and if it can be shown
then it can sometimes be deliberately and approximately produced in order to
communicate its natural meaning.
Wharton (2009) argues that representational gestures are shown natural signs

(not signals) and this means that their direct function is to do something other
than communicate. Wharton (2009, p. 149) focusses on the fact that produ-
cers ‘are either unaware or, at best, only marginally aware’ of the gestures
they produce. Wharton (2009, pp. 151–2) goes on to argue, when discussing
the work of McNeill, that ‘the work of David McNeill is concerned almost
entirely with “gestures” that are largely not under the communicator’s con-
scious control…A better understanding of the role of gestures in non-verbal
communication may be gained by making use of the idea that some “natural”
gestures (in particular, “gesticulations”) are deliberately shown, even if they
have not been intentionally produced.’
If representational gesture is compared to shivering then it should perform

a direct function other than communicating something to a comprehender.
Shivering is a natural sign because it is a consequence of being cold. Wharton
(2009, p. 153) argues that ‘gesticulations are better treated as natural signs of
the speaker’s desire to help the speaker understand’. In other words, gestures
are speaker directed, they facilitate the communicative process, information
can be extracted from them and they can be deliberately shown in order to be
part of the communicative process. If this is accurate then gesture can be quite
easily inserted into a pragmatic model of communication because gestures are
not the product of an informative or communicative intention. Gestures are epi-
phenomenawhich are produced during speaking. This mirrors Carston’s (2018)
view regarding mental images. If Wharton’s theory is correct then it would be
necessary to show that gestures are performing a speaker-directed function.
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Figure 7 Clark’s types of sign

2.3.2 Gestures Are Part of Composite Utterances

The alternative view argues that gestures are part of composite signals or com-
posite utterances (Clark, 1996; Enfield, 2009, 2013; Kendon, 2004). Herbert
Clark’s (1996, p. 159) theory of signalling12 uses Peirce’s (1998) theory of
signs as its foundation. Clark argues that there are three types of sign (see
Figure 7). From these distinctions, Clark (1996, p. 160) posits a three-way dis-
tinction between methods of signalling (here I have used depiction instead of
demonstration to reflect Clark, 2016).
The general idea is that these different methods of signalling underlie all

communicative behaviours and are not necessarily acoustic or visual in nature.
Further, Clark argues that every utterance is realised not in a single method of
signalling but as a composite of multiple methods. Most signals (and aspects
of signals) are composite in this way. Clark’s point is that it is not necessar-
ily the case that a producer decides to communicate via speech or gesture;
rather, they choose a composite based on methods of signalling. In this respect,
Clark’s view removes the primacy of language from conceptualisations of
communication.
According to Clark (1996), the choice of composite is determined by three

factors: purpose, availability and effort. Purpose relates to the fact that certain
purposes are only realisable (or most easily realised) by certain methods of
signalling. If a producer’s purpose was to draw someone’s attention to an indi-
vidual, it might be possible to do so by describing that individual, but it might
be easier to direct a recipient’s attention with eye gaze or a pointed finger.
Equally, if a producer wanted to describe the spatial arrangement of furniture
in a room, it might be easier to depict what it looks like with hand gestures
or a sketch rather than to describe it. However, it is not always the case that
all methods are always available. What if the producer is trying to describe
the arrangement of furniture over the telephone or greet a neighbour when they
have their hands full and their keys in their mouth? Effort relates to the fact that

12 Clark’s notion of signalling is distinct from the one discussed in Section 1.2.1. Clark’s uses a
more common sense notion that signalling refers to the use of a sign or signal.
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different methods may be more efficient ways of signalling something. While
Clark argues that there is no obvious metric for effort, this notion has been
used to argue for avoiding redundancy across modalities (see McNeill, 2000).
In summary, Clark’s ideas of purpose, availability and effort can be used to
model why someone produced a particular composite signal.
So, under the composite utterance approach to gesture, both language and

gesture are communicative for the same reason. They are tools that provide
evidence that guides the comprehender to the producer’s informative intention.

2.3.3 Summary of Pragmatic Models of Gesture

The natural gesture and the composite utterance perspectives emerged out of
the pragmatics literature. Both theories assume that gesture may be used by a
comprehender to infer a producer’s message. Where they differ is in their treat-
ment of why gestures are produced. The natural gesture theory assumes that
gestures are natural signs that may be shown. In the terminology adopted here,
the composite utterance perspective assumes that gestures, like speech, are non-
natural signs that are produced with the intention to communicate. However,
these two theories both rest on assumptions that I believe to be flawed.
Assumption 1: Intentions require awareness. Wharton’s (2009) argument for

the natural gesture theory is that because people are not aware of their gestures,
gesture is not intentionally communicative. The implicit assumption in Whar-
ton’s view is that for something to have non-natural meaning in the way Grice
described, the producer must be aware of it. Bara (2010, p. 51) makes a sim-
ilar claim: ‘communication is openly intentional. That is, the actor wants her
partner to recognize not only the informational content of the communication
act but also that she is attempting to communicate something relevant. This
implies that communicative activity is always conscious.’
The first part of this definition essentially repeats the definition of a com-

municative act in Box 4 from Section 1.2.6. However, Bara goes further and
infers that this means that communicative acts are conscious. Bara reinforces
Wharton’s claim that gestures which are not under a communicator’s con-
scious control are not the product of a communicative intention and should
be considered to have natural meaning.
Kendon (2004) presents an argument that leads to the same conclusion from

the point of view that gestures are communicative, but he disagrees with the
whole notion of a communicative intention. Kendon (2004) argues that gestures
have features of manifest deliberate expressiveness and that these features are
perceived directly, requiring ‘no deductive process leading to an inference of
an intention’ (Kendon, 2004, p. 15). Kendon (2004, p. 15) goes on to state:
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Actions can be varied so that they have more properties that will lead them to
be treated as intentionally expressive, or fewer of them. This fact in itself is
evidence that the judgement of an action’s intentionality is a matter of how it
appears to others and not a matter of some mysterious process by which the
intention or intentions themselves that may guide an action may be known.

These views all suggest that because people are not necessarily aware or
conscious of their gestures, then gestures are not the product of Gricean com-
municative intentions. I believe that this view, whether or not it is made explicit,
is problematic not just for understanding gesture but for understanding all com-
municative acts. Communicative intentions do not require us to be aware of
every aspect of our communicative acts. In two papers, Campisi and Maz-
zone (2016; Mazzone & Campisi, 2013) have provided compelling arguments
against the perspective that intentions require awareness. Their arguments rest
on a similar idea to that proposed in Section 1.6. In the terminology of this
Element, perception and action are based on cascading hierarchical predictions.
If a prediction at a higher level is satisfied, then it is unlikely that someone
will be aware of the predictions relevant to lower levels in the hierarchy. If an
utterance producer intends to inform a comprehender of something, they are
likely to predict how that comprehender will react. If a comprehender reacts
as predicted, then there is no reason to consciously entertain what behaviour
they produced. However, when producers are not successful in predicting how
a comprehender will react, they become aware of their communicative behav-
iours. Producers may rephrase what they said, provide additional background
information and, in many circumstances, produce gesture. While this is not an
argument against the natural gesture theory, it is an argument against using
awareness as a premise for such a theory.
Assumption 2: The efficient information fallacy (EIF). This assumption will

crop up several times throughout the rest of this Element. It is essentially the
same argument made in Section 1.6 regarding redundant information in speech.
The story goes like this. Utterance producers are producing behaviours that
communicate information. In speech, if the information presented is not all
necessary, then the producer’s utterance is not optimal. For example, if a pro-
ducer referred to the only glass in a cupboard as the tall glass, then the word
tall is unnecessary.
The notion of redundant information is regularly used in psycholinguistic

experiments (see Degen et al., 2020, for a recent review). However, from
a Gricean perspective, people regularly use informationally redundant infor-
mation, not because they are not speaking efficiently but because they are
communicating something other than what is typically encoded by language.
While there might be some efficacy in using the notion of redundancy to
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describe speech, a problem arises when it is applied to utterances made of
language and gesture.
Language and gesture are co-expressive. It is not the case that gesture sup-

plements language; they both have a role in expressing an underlying meaning.
While a gesture may communicate the same information as language, it is not
redundant because they appear in different modes and these different modes
relate to different modes inherent in an idea unit. McNeill (2012, p. 186) refers
to theories of language and gesture that subscribe to a notion of redundancy
as firehose theories because ‘water pressure, crimped at one place (a break-
down in speech), causes a bulging out someplace else (a gesture)’. The firehose
relates to the idea that gesture supports communicational difficulties in lan-
guage (and perhaps vice versa). The inverse of this is that, all being normal,
each modality should communicate unique information. If language commu-
nicates the same information as gesture, then one of them (it is almost always
the gesture) is thought to be redundant. Alibali et al. (2009) developed a whole
coding schema for language and gesture based around redundancy. In Clark’s
model, the composite signal notions of effort and purpose have been used as a
basis for applications of the EIF (de Ruiter, Bangerter, & Dings, 2012).
The idea of redundancy seems to suggest that when gesture and language

convey the same information, one is a waste of effort because both acts are
realising the same purpose. The issue with the EIF is that it conceptualises com-
munication as being about packaging a certain quantity of information rather
than communicating a certain message, which may or may not be packaged
into information in either speech or gesture.
Taken together, these two assumptions often lead to gesture being over-

looked as a fundamental part of an individual’s communicative practice. My
point in this Element is that this misses the role of gesture in facilitating predi-
cations. Gestures are useful because they allow communicators to infer the
reasons behind utterances. Their role is not always subject to awareness, but it
is fundamental, as can be attested by people who are restrained from gesturing
(Rauscher, Krauss, & Chen, 1996). I will return to this argument in Section 4.
In the rest of this section I outline the dominant models of gesture production

within the gesture literature. Here, I will describe these models in terms of
how they have emerged from Levelt’s (1993) blueprint of the speaker. Such
models represent utterance production as modular systems. At the end of this
section I group the different theories, from both the pragmatics and the gesture
literature, under what de Ruiter (2007) calls architectures, pointing out how
they are linked.
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2.4 Models of Gesture Production
According to Levelt (1993) (see Figure 8), the process of speaking begins
with the conceptualizer. The conceptualizer is responsible for outputting a pre-
verbal message to the formulator. The conceptualizer has access to the broader
aspects of cognition, including a discourse model, situational knowledge and
encyclopaedic information. In the next stage of Levelt’s model, the formulator
takes the pre-verbal output of the conceptualizer and outputs linguistic form
which is encoded grammatically and phonologically. The output of the formu-
lator is an internal representation of a token phonetic act (the phonetic plan).
The formulator has access to the speech comprehension system so that an utter-
ance is monitored at two points, during planning and once a phonetic act has
been produced. This monitoring takes place in the conceptualizer and can feed
into message generation.
Within Levelt’s model, the pre-verbal message reflects the communicative

intention. However, Levelt’s model of communicative intention deviates from
the standard Gricean one. For Levelt (and many psychological models that

Conceptualiser

Message
generation

Monitoring

Pre-verbal message

Formulator

Grammatical
encoding

Surface
structure

Phonological
encoding

Phonetic plan
(internal speech)

Articulator

Lexicon
Lemmas
Forms

Speech-
comprehension

system

Audition

Phonetic string

Overt speech

Parsed speech

Discourse model,
situation knowledge,
encyclopedia, etc.

Figure 8 Model of speaking (based on Levelt, 1993)
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have followed), intentional means consciously goal-directed and there is no
requirement for the reflexive notion of communicative and informative inten-
tions. According to Levelt’s model, the communicative intention is based on
the producer’s desire to convey a certain piece of information linguistically
(see Mazzone & Campisi, 2013). Therefore, Levelt’s conceptualizer conflates
the communicative, informative and social intentions of other theories. This
model is capable of dealing with examples where the intention is to to assert
something, but it does not go into detail regarding the relationship between an
utterance and informative intention. This is another instance of the EIF. For
example, if an utterance producer’s informative intention was to inform their
recipient that they were not up for going outside, how could this be linked with
a pre-verbal message resulting in an utterance of It’s raining?
In order to incorporate gesture into Levelt’s model, we need to explore at

which point in the process gesture is incorporated into utterance production.
Three main models have attempted to do this.

2.4.1 Lexical Access Model

The lexical access model (Krauss, Chen, & Gottesmamn, 2000) (shown in
Figure 9) is built on the idea that the direct function of gesture is not to
communicate. In other words, meaning in gesture is not communicatively
intended.
In the lexical access model, the pre-conceptualizer stage has been broken

in two. First, long-term memory operates the same way as in Levelt’s model.
However, working memory is now included and subdivided into propositional
and spatial/dynamic working memory. During speech production, lexical items
are derived from source concepts in working memory. While source concepts
may have spatial/dynamic features as well as propositional features, only prop-
ositional features are retained in the lexical representation. These are then
processed in order to produce a phonetic output. The important thing to note
is that the process of generating gestures is triggered by the auditory moni-
tor. Gestures emerge as a response to a producer’s own monitoring of their
speech and, as such, do not have access to grammatical form or pre-verbal
messages. In response to problems with lexical access during speech produc-
tion, the auditory monitor triggers the motor planner to produce gestures, which
are themselves derived from the spatial/dynamic features of the source con-
cept that was activated during speech processing. Once the lexical item that is
related to the gesture has been produced, this sends a message to stop the ges-
ture. This model is called the lexical access model because when a producer is
struggling to produce a particular lexical item, features of a gesture may help
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Figure 9 Lexican access model (based on Krauss et al., 2000)

facilitate production. So gestures are derived from spatial/dynamic representa-
tions in working memory, but they are not intentionally produced. Going back
to the different levels of communicative acts represented in Figure 2, the lex-
ical access model assumes that gestures are related to the lexical act, but that
they are natural signs.
The lexical access model has a lot in common with the natural gesture the-

ory. One major difference is that whileWharton does not specify how gesturing
facilitates speaking, the lexical access model argues that it is centrally con-
cerned with lexical access. Models such as the lexical access model and the
natural gesture theory can be said to have a window architecture (de Ruiter,
2007) because gestures communicate by providing a window onto the produ-
cer’s cognitive processes rather than being directly communicative. In other
words, gestures are natural signs from which a communicative function can be
derived.
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2.4.2 Sketch Model and Tradeoff Hypothesis

The sketch model (de Ruiter, 2000) is shown in Figure 10. In this model, the
conceptualizer, which has access to both spatial and propositional working
memory, produces two outputs: a message and a sketch. The sketch becomes
the gesture component and the message becomes the speech component of an
utterance. The gesture planner signals to the message generator, which means
that message generation is partially determined by planned gesture. Here,
speech and gesture derive from the same communicative intention, but rep-
resent different features of it. This model has been developed into the tradeoff
hypothesis (De Ruiter et al., 2012), also called the mutual adaptive modalities

Long-term memory

Discourse model,
situation knowledge,
encyclopedia, etc.

gestuary

Gesture
templates

gesture
planner

Motor program

Environment

motor control

Movement

Working memory

Prop.Spatial

Other
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Sketch
generation

Sketch

Message
generation
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Grammatical
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Figure 10 Sketch model (De Ruiter, 2000)
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hypothesis (de Ruiter, 2006). The basic idea is that if the packaging of infor-
mation in one communicative channel becomes more difficult then the other
will compensate.
The trade-off hypothesis is based on Clark’s notion of composite signal, and

the sketch model can be thought of as a cognitive architecture capable of produ-
cing composite utterances. De Ruiter (2007) has referred to the sketch model as
having a postcard architecture because, like a postcard, the sent message con-
tains language and imagery, neither of which is subservient to the other. And,
like a postcard, both elements are selected by the sender to be communicative.
Information is packaged into both speech and gesture so that the composite
output is informationally optimal.

2.4.3 Interface Hypothesis

The final model (Figure 11) is known as the interface hypothesis (Kita &
Özyürek, 2003). The interface hypothesis assumes that gesture has its origin
in action and is represented as spatial-motoric information in working mem-
ory. Further, the interface hypothesis stipulates that there is a bidirectional
relationship between message and gesture generation. To represent this, Lev-
elt’s conceptualizer has been divided in two, a communication planner and the
lower, subdivided action and message generators. The communication plan-
ner is responsible for communicative intentions and is responsible for roughly
determining which information is to be represented in speech and gesture via
the action the message generators, respectively. It is in the latter stage that the
synchronisation of speech and gesture is determined. Another key feature is
that the formulator feeds back into message generation, which in turn feeds
into action generation. Therefore, this model assumes that gesture is gener-
ated in a parallel fashion with speech – they are inter-generated. The action
generator is a general mechanism for planning action and as such can func-
tion somewhat autonomously. However, because feedback occurs only in the
interaction between message generation and the formulator (and not between
action generation and motor control), the process of packaging information
for speech plays a more constraining role on the production of gesture than
vice versa. One of the key differences between the interface hypothesis and
the other two models is that the key process is the packaging of thought for
language (or thinking for speaking, in the terms of Slobin, 1987). Therefore,
whereas the lexical access model assumes that gesture is generated prior to
speech and the sketch model assumes that gesture is generated autonomously
from speech, the interface hypothesis assumes that gesture is fitted to linguistic
structure.
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Figure 11 Interface hypothesis (based on Kita & Özyürek, 2003)

From the interface hypothesis, while both gesture and language are the
product of a communicative intention, the production of language guides the
production of gesture in a way that the production of gesture does not guide the
production of language. De Ruiter (2007) has described the interface model as
having a language architecture because the production of language constrains
the production of gesture.
The interface hypothesis has similarities with both the natural gesture and the

composite utterance theories. Like the natural gesture theory, the production of
language constrains the production of gesture. And like the composite utterance
theory, the direct function of gesture is to communicate.

2.5 Taking Stock of Gesture Production Models
The different perspectives of gesture production are summarised in Table 1.
In this table I use the notions of type of sign, dominant mode and level to
distinguish the different models.
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Table 1 Summary of processing architectures

ARCHITECTURE
Window Postcard Language

Natural Lexical Comp. Sketch Interface
Gesture Access signal Model Hypothesis

Sign Natural Natural Non-Natural Non-Natural Non-Natural
Dominant Language Language Neither Neither Language
mode
Level Locution Lexical Illocution Illocution Illocution

The lexical access and the natural gesture theories are grouped under the
headingwindow architecture. Both theories assume that gesture is a natural sign
because it does not have a direct function to communicate. They also assume
that language dominates gesture. However, they make different assumptions
about the representational level relevant to gesture production. For the lexical
access model, gesture can be used to resolve issues in selecting a lexical item.
For the natural gesture model, it is not clear how gesture helps speaking, but
since it is not produced intentionally then it must be lower than the illocutionary
level.
The remaining theories all assume that gesture is a non-natural sign since

it is intentionally produced to communicate, but they disagree on the process.
Under the heading postcard architecture are the sketch model and the compos-
ite utterance theory. Both assume that neither language nor gesture dominates
and that gesture is the product of an intention to communicate, whichmeans that
communicating is its direct function.13 Under the heading language architec-
ture, the interface hypothesis assumes that language dominates gesture during
utterance production. In terms of the different levels of communicative acts,
these three models would all require gesture production to be engaged at the
level of illocutionary act. However, since the models represent communicative
intentions in a Leveltian way, it is not clear how they would cope with implied
meaning. This is something I will pick up at the end of Section 3.
In order to disentangle these different models of gesture production, in the

next section I will explore the experimental literature on gesture production.

13 This is not intended to suggest that communication is gesture’s only function or that gesture
may not be presented in a way that is not obviously communicative (e.g., on the phone). The
reason why humans gesture from an evolutionary perspective is to communicate.
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Since the model of communication I am adopting here argues that comprehen-
sion and production are intimately linked, I will also explore the experimental
literature on gesture comprehension.

3 Experimental Studies on Gesture Comprehension
and Production

So far in this Element I have introduced a model of communication based on
pragmatics and predictive processing. This model relies on the idea that during
communication both producers and comprehenders make inferences using pre-
dictions based on higher-order regularities that make the process of production
and comprehension more efficient. One of the core regularities used to make
such predictions during communication is the idea that communicators inten-
tionally produced behaviours from which the reason behind producing such a
behaviour can be inferred.Mentalising is used tomodel a producer’s intentional
states and this process makes utterances easier to comprehend and produce.
Mirroring is used to interpret phonetic acts by mirroring the neural activity
associated with the motoric aspects of such acts.
Section 2 presented three processing architectures:

• A window architecture: gestures are not intentionally communicative but
can provide the comprehender with a window onto the producer’s cognitive
process.

• A postcard architecture: gesture, like language, is produced to be commu-
nicative. Gesture and language adapt to each other in order to result in the
most effective composite signal.

• A language architecture: gesture, like language, is produced to be commu-
nicative. Gesture is produced during the packaging of thinking for speaking
and, as a result, gesture follows the structure of language.

In this section I investigate whether there is evidence to favour one architec-
ture over the others. All the architectures assume that it is possible to process
the information presented in gesture. The fact that we were able to extract infor-
mation from M1’s gesture in Figure 6 demonstrates that this is a fairly trivial
point. There is also a wealth of evidence that people can extract information
from gesture in real time (Beattie & Shovelton, 1999a, 1999b, 2001, 2002).
The three questions I aim to answer in this section are:

• What is the relationship between language and gesture?
• Why do people extract information from gestures?
• Why do people produce gestures?
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3.1 What Is the Relationship between Language and Gesture?
In Section 2.2, I introduced the notion of an idea unit, which implies that, des-
pite the fact that information is represented in different formats, there is an
interaction between what might be called speech and gesture semantics. Is there
evidence that such an interaction exists?
Evidence that there is a level of comprehension associated with an idea unit

can be found in the fact that when someone receives information in both speech
and gesture, they are often unable to recall the modality the information was
presented in (Kelly et al., 1999). Furthermore, it appears that gestures are more
strongly associated with related words than other words are (So et al., 2013).
For example, a gesture depicting flying is more strongly associated with the
word ‘bird’ than the word ‘fly’ is. This association appears to be mutual (i.e., it
goes both ways) and obligatory (Kelly et al., 2015; Kelly, Özyürek, & Maris,
2010). Taken together, these observations are corroborated by neurological evi-
dence where it has been shown that gesture and words that mismatch a syntactic
context produce similar affects (Kelly, Kravitz, & Hopkins, 2004; Proverbio
et al., 2015; Wu & Coulson, 2005, 2007). The association between language
and gesture semantics is not simply functional; it appears to be associated with
specific regions of the brain (Özyürek, 2014), suggesting that there is an amodal
network for semantic processing. This network involves the left inferior frontal
gyrus (lIFG), the medial temporal gyrus (MTG) and the superior temporal
gyrus/sulcus (STS/S) (Özyürek, 2014; Straube et al., 2012;Willems, Öyürek, &
Hagoort, 2007, 2009; Xu et al., 2009). These observations suggest that gesture
and speech are tightly interconnected and processed together (Özyürek et al.,
2007). There is further evidence that lower-level processing of speech sounds
and visible gesture is done separately first before being integrated (Straube
et al., 2012).
From the perspective of utterance production, it appears that speech and ges-

ture are co-constructed semantically.Much of the evidence appears to show that
while speech and gesture are related to the same idea unit, they may present
information relating to different aspects of it (Beattie & Shovelton, 2006; Hol-
ler & Beattie, 2002, 2003). Furthermore, Cohen, Beattie and Shovelton (2011)
showed that when speech and gesture are analysed at a semantic level, 81.8 per
cent of gestures contained at least one semantic feature that was not present
in speech. Finally, Melinger and Levelt (2004) demonstrated that people were
more likely to omit information from speech that they produced in gesture.
The conclusion to take from these studies is that in both the production and the
comprehension of utterances, there is a strong suggestion that the information
presented in speech and in gesture involves an amodal semantic network.
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3.2 Why Do People Extract Information from Gestures?
In the discussion so far, the focus has been on the interrelation of meaning in
speech and gesture. However, the comprehension of language involves inter-
preting behaviours (e.g., speech sounds) as embedded under hierarchically
arranged levels of representation (e.g., phonetic < lexical). Following the pro-
cessing architectures outlined earlier and since speech and gesture seem to be
tightly interconnected semantically, it is worth exploring the way the different
levels of gesture production mirror the differing levels of speech production.
In H. H. Clark (2016; see also Section 2.1 of this Element), the physical act of
gesturing is referred to as the base scene which is embedded under a proximal
scene which is embedded under a distal scene. So in order to understand why
people extract information from gesture, we first need to consider why people
treat bodily movement (i.e., the base scene) as representative (i.e., the distal
scene).
If we adopted assumptions of a language or window architecture, we could

argue that the production of language alongside gesture is the primary rea-
son people treat gesture as communicative. Indeed, the kind of gestures I am
interested in here are often called co-speech gestures because they obligator-
ily appear alongside speech (McNeill, 2015), which makes it very difficult to
remove speech as a deflationary reason for treating gestures as communicative.
Novack,Wakefield and Goldin-Meadow (2016) demonstrate that while accom-
panying speech appears to be a reason why people treat manual movements
as representational gestures, the more vividly a gesture depicts something the
more likely someone is to treat it as representational regardless of it being
accompanied by speech. Novack et al. (2016) also show that movements which
serve no obvious instrumental purpose were treated as representational, which
implies a predisposition for people to treat non-instrumental movements as
communicative.
Eye gaze is another cue for interpreting someone’s behaviour as communi-

cative (Bara, 2017). The large sclera/white of the human eye relative to other
primates has been hypothesised to be an evolved feature that aids communi-
cation (Kobayashi & Kohshima, 2001; Yorzinski & Miller, 2020). Not only
does eye gaze inform comprehenders that they are being addressed but it has
been demonstrated that speaking with averted eye gaze has a negative impact
on language comprehension. However, when speech is accompanied by ges-
ture, this negative impact disappears (Holler et al., 2014). The compensatory
effect of gesture suggests that both eye gaze and gesture are important cues
for interpreting speech and that, when necessary, gesture can compensate for a
lack of eye gaze, which may be a critical aspect of interactions involving more
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than two people (Özyürek, 2002). However, the fact that gestures can compen-
sate for a lack of eye gaze implies that eye gaze is not a necessary condition
for interpreting gestures as communicative. Gesture must be communicative
independent of eye gaze.
The evidence presented so far appears to suggest that there may be elem-

ents inherent to the base scene that result in a bodily movement being treated
as representational. Trujillo et al. (2018) show that when people believe that
someone is learning from their instrumental actions or representational ges-
tures, they produce kinematically different movements from when they do not.
Actions/gestures produced in a more communicative context are bigger and
more complex. Trujillo et al. (2018) further show that comprehenders were
able to tell whether the producer believed their actions/gestures were commu-
nicative. People were able to do this even when they did not have access to the
eye gaze of the producers.
It seems that people pay attention to gesture because features inherent to the

bodily production of gestures provide a cue that the movement is representa-
tional. This suggests that there is a correlation between the level of phonetic
acts and the base scene. Furthermore, the evidence appears to show that it is
not simply because a phonetic act is produced that a base scene is interpreted
as part of a representational gesture. If representational gestures are representa-
tional in their own right, then mirroring could play an analogous role in speech
and gesture comprehension, which might explain the compensatory affect of
gesture when eye gaze is not available. However, the evidence so far does not
explain whether mentalising plays a language-independent role in interpreting
gesture. The question we need to ask is whether people treat gestures as repre-
sentational because they treat them as intentional or, to ask it a different way,
do people treat gestures as having non-natural meaning in a Gricean sense?
In Section 1.3, the different brain regions involved in the comprehension of

action vs communicative action were discussed. It was suggested that an IPN
is responsible for processing intentional communicative behaviours (Enrici
et al., 2011). The IPN includes the brain regions associated with mentalising
and mirroring. A key question is whether these regions are involved in the
processing of communicative gesture.
Studies have demonstrated that the IPN is activated by communicative

behaviour directed at an individual compared to that directed at someone else
regardless of modality (Enrici et al., 2011; Redcay, Velnoskey, & Rowe, 2016).
While not making reference to the IPN, Trujillo et al. (2019) explore the brain
regions associated with determining whether a gesture is communicative. Tru-
jillo et al. (2019) show not only that mentalising regions are activated when
someone assesses the communicativeness of a gesture but also that there is a
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directionality in the activation of the mentalising and mirroring areas. When
someone is asked to assess the communicativeness of a gesture, there is acti-
vation from the mentalising to the mirroring area. However, when someone
is asked to assess a non-communicative aspect of a behaviour (e.g., the hand
was used to perform the behaviour), the activation goes from mirroring to
mentalising.
The studies outlined here suggest that there is close semantic association

between language and gesture. They also suggest that there are features inherent
to gesture that result in people treating them as representational. Finally, there is
evidence that a reason people treat gestures as communicative is because they
treat them as intentional in a manner similar to speech. All this points to the
idea that, for a comprehender at least, gestures are communicative behaviours
that are independent from but integrated with language.

3.3 Why Do People Produce Gestures?
So far it has been shown that language and gestures form an integrated semantic
representation. It has also been shown that gestures are interpreted as commu-
nicative on the basis of their physical properties, regardless of the presence of
co-occurring speech, and that they are interpreted as communicative because
they are treated as intentional (i.e., the interpretation of gesture involves the
mentalising regions of the brain). However, evidence that gestures communi-
cate, even if they are treated as intentionally communicative, is not evidence
that they are produced in order to communicate (Melinger & Levelt, 2004). A
core question for pragmatic theory is whether gestures communicate because
they are natural signs that can be shown (Wharton, 2009) or because they
are non-natural signs, intentionally produced in order to communicate (Clark,
1996).
One potential argument against a fully communicative theory of gesture pro-

duction is that gestures serve some purpose other than communicating. Such
a purpose could be producer directed. This would be in line with the lexical
access view, the natural meaning view, and therefore could be explained using
a window architecture. From these perspectives, gesture is not produced to
communicate; rather, it communicates because it provides a window onto the
processes of speech production. There is a wealth of literature supporting the
idea that gestures perform a producer-directed function.
For instance, gestures do facilitate lexical access (Krauss et al., 1995;

Morsella & Krauss, 2004; Wesp et al., 2001) and speech fluency is improved
when gesturing is permitted (Rauscher et al., 1996). However, it has been
argued that lexical access cannot be the purpose of gesture (as the lexical access
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model assumes) because gesture rate has been shown to be affected by task
complexity, but not by lexical complexity (Alibali, Kita, & Young, 2000). Fur-
ther, cross-culturally gestural constructions have been consistently shown to
reflect syntactic (rather than lexical) features of languages (Kita, 2009). In line
with the notions of an amodal semantic network, these observations imply a
view more closely associated with the notion that an idea unit is presented in
speech and gesture.
Even if gesturing is not about lexical access, this does not mean that a win-

dow architecture cannot explain gesture since the natural gesture theory does
not specify the level at which the producer-directed benefit occurs. From the
perspective of natural gesture theory, the observation of any benefit to the
producer acts as positive evidence. However, logically, gesture benefiting the
producer does not provide negative evidence for the theories associated with
either the postcard or the language architectures, which both assume that ges-
tures are produced with an intention to communicate. The reason for this is that
speaking to yourself may provide a benefit when compared to remaining silent,
but that does not mean that an intention to communicate is not fundamental to
understanding what someone means when they speak. Arguably, what would
provide positive evidence for a language or postcard architecture and nega-
tive evidence for a window architecture is evidence that gestures are recipient
designed. It is to this question that I now turn.
One of the most fruitful, but debated topics in gesture studies is whether

mutual visibility has an effect on gesture production. It has been demonstrated
that people still gesture when they are on the telephone (Bavelas et al., 2008)
and that blind people gesture even when communicating with other blind peo-
ple (Iverson&Goldin-Meadow, 2001; Iverson et al., 2000). These observations
point to the suggestion that gestures are not communicative. However, it has
been shown that while people do gesture when their audience cannot see them,
the type of gesture is important. Representational gestures are affected by
visibility (Bavelas & Healing, 2013). It is also the case that the physical con-
figuration of interactants plays a role in the production of gesture. Gestures are
produced to be maximally visible to all participants (Özyürek, 2002). And, as
mentioned earlier, producers who know that a comprehender is going to learn
from their utterances produce kinematically distinct gestures (Trujillo et al.,
2018). Gestures produced to be communicative are larger, more visible and
more complex. In other words, gestures appear to be designed to be maximally
communicative within the physical context.
Common ground is a critical aspect of context for interlocutors. It has been

shown that the more common ground people share, the smaller, the less precise
and the shorter (in duration) gestures are (Gerwing & Bavelas, 2004; Holler
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& Bavelas, 2017). This finding parallels the decreased precision in articulation
over the course of an interaction (see Clark & Wilkes-Gibbs, 1986).
These findings suggest that when people want to make their gestures more

communicative, they adapt them bymaking them bigger, longer andmore com-
plex. However, when the communicative content of gesture loses some of its
importance (because it is already common ground), smaller, shorter and less-
precise gestures are produced. Combined with the observation that people were
more likely to omit information from speech that they produced in gesture
(Melinger & Levelt, 2004), these findings are hard to reconcile within a model
of gesture that assumes that gestures are fundamentally about making speech
easier. This is because the needs of the addressee appear to be taken into account
when producing gesture. Gesture, like speech, is recipient designed (Campisi
& Özyürek, 2013).
I believe that these observations present insurmountable evidence against

the natural gesture theory. Recall that the natural gesture theory assumes that
the direct function of gesture is producer directed. One of the main arguments
for this perspective is that producers are not aware of gesture in the same way
they are aware of speech. In this situation, the natural gesture theory argues
that gestures can be shown, but presumably only once a producer has become
aware of the fact that they are gesturing. It seems difficult to reconcile this
theory with the fact that producers design their gestures for their audience. It is
for this reason that it makes sense to assume that gestures are an inherent part of
a complex communicative process, the lower aspects of which (e.g., producing
speech sounds) producers are not necessarily aware of. However, this lack of
awareness is owing to the fact that we are aware of higher-level aspects.
From this argument, I believe that we can rule out the natural gesture the-

ory and therefore the idea of a window architecture. If we rule out the window
architecture, this still leaves open the debate between a postcard architecture
and a language architecture. In order to distinguish between these two archi-
tectures, it is necessary to investigate how the information expressed through
gesture relates to the information expressed through language.

3.4 Language or Postcard Architecture?
Before proceeding, it is necessary to reiterate two key points. First, it appears
that language and gesture form idea units that are derived from an amodal
semantic network. Second, certain information is more likely to be presented
linguistically while other information is more likely to be presented gesturally.
The question we need to address in order to explore the difference between
a language and a postcard architecture is: if we assume the former point,
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what process governs the second? In other words, why is certain information
presented in certain modalities? The language architecture assumes that the
packaging of information for speaking plays a dominant role in the process.
The postcard architecture assumes that there is some form of mutual negoti-
ation between modalities. In this section I will explore the evidence for both of
these viewpoints.
There is a large body of evidence suggesting that gesture parallels the syntac-

tic structure of speech (Kita & Özyürek, 2003; Özyürek et al., 2005; Özyürek
et al., 2007). For example, in languages where themanner and the path informa-
tion of an event are produced separately as opposed to conflated (e.g., separate:
the ball went down the hill rolling vs conflated: the ball rolled down the hill),
people also produce separate gesture strokes for manner and path (Kita &
Özyürek, 2003). This is also the case in English when path and manner are
described separately (Kita et al., 2007). Furthermore, the effect of language
on gesture structure disappears when participants are asked to gesture but not
speak about scenes (Ozcaliskan et al., 2016). This suggests that gesture is con-
strained by the production of language and not by the language a person speaks.
These findings appear to favour a language architecture.
Of the studies that directly explore the assumptions relating to a postcard

architecture, the results have largely been negative. For example, So, Kita and
Goldin-Meadow (2009) explore the language architecture by investigating nar-
ratives. They build on the observation that when people refer to the same person
over the course of a narrative, they point to the same location in gesture space.
In this way, the pointing gesture uniquely specifies a referent. In speech and
writing, characters introduced earlier are often referred to using pronouns (e.g.,
‘he’ and ‘she’). Pronouns are generally vaguer than pointing since ‘he’ can refer
to any male character and ‘she’ to any female. This means that the specificity
of a pronoun is dependent on the gender and the number of characters in a nar-
rative. According to the postcard architecture, which suggests that gesture will
be used to compensate for the lack of specificity in speech, one might expect
a narrative containing two male individuals to include more pointing gestures
accompanying ‘he’ than one containing a male and a female character. How-
ever, So et al. (2009) found the opposite. Gestures were produced with more
specific language, which is taken as evidence for a language architecture.
De Ruiter et al. (2012) attempted to test the tradeoff hypothesis, which is

a key component of any postcard architecture. The tradeoff hypothesis states
that when gesturing gets harder, producers will rely more on speech, and when
speaking gets harder, people will rely more on gesture. De Ruiter et al. (2012)
specifically attempted to test the second part of the hypothesis. Their study
involved pairs of participants who could both see a collection of tangrams on a
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wall in front of them. One participant was presented with a tangram on a com-
puter screen and they had to direct the other participant to that object so they
could identify it. De Ruiter et al. (2012) manipulated two elements designed
to affect the difficulty/ease of speech production. First, codability was manipu-
lated by having tangrams of differing complexity. Second, common groundwas
manipulated by having participants direct their partners to the same tangrams.
The general assumption for the tradeoff hypothesis was that harder-to-describe
tangrams will result in more gestures and repeated tangrams will result in fewer
gestures. They measured gesture using a rate of gesture per hundred words and
found that gesture rate did not increase as difficulty increases, nor did repeti-
tion affect gesture rate. They argue that these findings are against the trade-off
hypothesis.
The evidence presented so far appears to point to a model of gesture pro-

duction in which context does have an effect on whether people communicate
through gesture. It also appears that language has an asymmetric influence over
the content presented in gesture. However, as shown by Cohen et al. (2011),
81.8 per cent of gestures contain semantic information not found in speech. Kita
andÖzyürek (2003) argue that this information comes for free. Even if this were
the case, people are more likely to omit information in speech later in a con-
versation when it has already been communicated in gesture, which suggests
that gestured information is taken to be added to common ground (Melinger
& Levelt, 2004). Taken together, this provides strong evidence for a language
architecture.
De Ruiter (2017) comes to the same conclusion, but uses these insights to

develop a different model. De Ruiter’s new model, the asymmetric redundancy
sketch model (AR-sketch model), is identical to the sketch model except the
sketch (which is now referred to as the imagistic part of the communicative
intention) is dominated by message generation (which is now referred to as
the propositional part of the communicative intention). The main claim of the
model is that ‘the information expressed in iconic gesture originates from the
same communicative intention as the verbal part of an utterance does, and is
shaped so as to be maximally redundant with that communicative intention’
(p. 65). De Ruiter’s (p. 62) argument for this model comes from the overwhelm-
ing evidence of the influence of speech on gesture and the fact that there is little
evidence that the structure of gesture influences the structure of speech.
While de Ruiter accepts a language architecture (de Ruiter, 2017, p. 66), he

argues that the interface hypothesis is wrong for two reasons. First, gestures in
the interface model are not constrained in any way. Second, the two compo-
nents of the interface hypothesis must have a way of matching language and
gesture, which implies that that information can be translated, which would be
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cognitively taxing. In the rest of this section I will argue that the suggestion
that gestures within the interface model are not constrained in any way is false.
I will deal with the second argument in Section 4.
The sketch and the AR-sketch models both make the same claim that is

made in Levelt’s speakingmodel, namely, that the conceptualizer is responsible
for the informative intention and the generation of a pre-verbal message. This
essentially conflates the distinction between the informative and the communi-
cative intentions. I make this claim on the assumption that within the modular
architectures represented in Section 2.4, each module produces a single output.
In the case of the speaking model and both the sketch and the AR-sketch mod-
els, the message generator is responsible for outputting the pre-verbal message.
What is not clear is whether the pre-verbal message relates to what a producer
means or whether it is a pre-verbal version of what is said. This may seem like
a trivial issue, but it means that while message generation (the development of
what is meant) has access to context, utterance generation (the development of
what is said) does not.14 It is placing too great a burden on a single module.
The result is that the conceptualizer is responsible for generating what is meant
and how this relates to what is said. This turns the process of communicating
from one where evidence is presented and an intention inferred (i.e., a non-
natural sign) to one in which a signal is presented that may be translated into
an intention. In other words, the intention involved in communication is about
the packaging of information. When de Ruiter talks of a trade-off he is talking
about which channel it is best to package information in. In doing so, de Ruiter
is subscribing to the EIF.
This aspect of de Ruiter’s perspective, I believe, is not present in the inter-

face hypothesis. Recall that in the interface hypothesis the conceptualizer has
been split in three: first, the communication planner and then at the next level
down the two modules of action generator and message generator. What is crit-
ically different about this model when compared to Levelt’s and de Ruiter’s is
that both the communication planner and the message generator (and the action
generator, but indirectly) have access to the discourse model. Furthermore, the
communication planner and the action generator (and the message generator,
but indirectly) have access to the environment. It is possible to conflate environ-
ment and discourse model and call them context, incorporating both common
ground and the physical setting. What this means is that context can play a

14 This leads to a problem referred to asGrice’s circlewithin the pragmatics literature. A solution
to Grice’s circle is that both what is meant and what is said are context dependent (Levinson,
2000).
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separate role in the development of what is meant (via the communication plan-
ner) and what is said (via the message generator). It is for this reason that de
Ruiter’s claim that gesture is unconstrained is wrong. According to the interface
hypothesis, gesture generation and message generation are highly constrained
by context.
This leads me tomy next point. The sketchmodel and the tradeoff hypothesis

both seem to miss a key point about the composite signal model of utterance
production. De Ruiter treats tradeoff as a condition of information packaging.
However, tradeoff is not simply a condition of information packaging; it is a
condition of what communicative tool can be presented. To return to an analogy
from Section 1.2.3, this is akin to assuming that a carpenter’s choice of what
tool to use involves deciding which side of a hammer will work best. In com-
munication, like carpentry, it is often most effective to use two tools at the same
time. To capture this, it is of paramount importance that context impacts both
the message a producer is trying to communicate (i.e., what is meant) and the
choice of tool used to provide evidence so that a comprehender can infer that
message (i.e., what is said/gestured). The interface hypothesis achieves this by
allowing context to have an impact on the communication planner, the message
generator and the action generator. Essentially, this means that it is possible
to unite the interface and the tradeoff hypotheses if we assume that their key
insights are operating at different levels. The tradeoff is one between the ease
of incorporating context into the communication planner or the action/message
generators, not between how to distribute information across speech and ges-
ture. There is an interface in terms of what is being said, but a tradeoff when it
comes to what is meant.
A representation of this model appears in Figure 12 (I have called environ-

ment the ‘spatial model’ so there is more similarity between the two aspects
of context). This represents the processing architecture that I assume both
producer and comprehender have access to.
I believe that the argument outlined here responds to De Ruiter et al.’s (2012)

first argument that gesture is not constrained in any way. Both language and
gesture are constrained by context. However, de Ruiter’s second argument
relates to the problem of how information presented in gesture is related to
information in language. De Ruiter’s redundancy is one way to deal with this
problem. Kita and Özyürek (2003) argue that it is the packaging of informa-
tion for speaking that constrains gesture. However, de Ruiter argues that this
implies that there needs to be a process of translation between information to be
presented in gesture and that to be presented in language. In the final section of
this Element I will provide an explanation of this process using the predictive
model developed in Section 1.6.
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Figure 12 Interface and tradeoff in one model

4 Prediction, Communication and Gesture
4.1 Taking Stock

To summarise the view so far, human communication should not be thought
of as being exhausted by the production and comprehension of signals, but
as fundamentally involving the production and comprehension of non-natural
signs. These non-natural signs provide evidence from which a comprehender
can infer the reason the sign was produced based on the assumption that the
producer intentionally produced it for that purpose. In order for all of this to
work, such inferences, including the inference that resulted in the utterance
producer producing the non-natural sign they did, involve prediction over mul-
tiple levels. From the bottom up,15 communicators are predicting the phonetic
acts to be produced. This prediction is partly made on the basis of the lexical
acts those phonetic acts could be part of. Communicators are also predicting
the lexical acts that will be produced next. This prediction is partly determined
by the grammatical act it is assumed that each lexical act is part of. Communi-
cators are also predicting how those grammatical acts relate to the world, in the
form of locutionary acts. Locutionary acts relate to the question ofWhat did a

15 I am not suggesting that predictions are bottom up; this is just the way I am presenting the
hierarchy.
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producer say? And may include questions like Who is being referred to? This
is partly determined by assumptions relating to common ground (e.g., ‘Who do
we know that might be referred to?’) and the idea that the producer said what
they said for a particular reason, in the form of an illocutionary act. One of the
most critical aspects of common ground for human communicators is the fact
that we share a conventional linguistic system. This pairs the reason for saying
things with the things said. However, it is not simply the case that what is said
is always paired with what is meant. Illocutionary acts relate to the question of
What did a speaker mean? Why did they produce that locutionary act? One of
the reasons human communicators are able to work out what a producer means
based on what they said is that we are able to use a model of the producer’s
mind to work out their reason for saying what they did. At this level, compre-
henders use predictions based on what we assume about a producer to work out
what they mean. Now, because this model is hierarchical, a sufficiently good
prediction at the level of common ground and mind reading can lead to more
accurate predictions at every lower level. If I predict your reason for saying
something then I can predict what you are going to say, what its grammatical
structure will be like, what lexical items it will contain and what sounds I am
about to hear. At the bottom stage, the stage of motoric action, comprehenders
mirror the neural activity associated with what they think a producer is going
to say. If this prediction is accurate, then they will hear what they are expecting
to hear and see what they are expecting to see. Finally, producers are also using
predictions based on comprehension processes to guide their acts. They predict
how a comprehender will react, but they also predict the sounds they will hear
coming out of their own bodies.
In the last two sections I have explored how gesture might be incorporated

into this picture. What we have seen is that gesture facilitates the comprehen-
sion and production of utterances. However, the meaningful content of gesture,
which may enhance the meaningful content of speech, typically follows the
grammatical structure of an utterance. This has been used to argue for a lan-
guage architecture, where gesture is constrained by language. In this last section
I provide an explanation of this process using ideas from pragmatics.

4.2 Turbo Codes
Most cognitive models of pragmatics start by dismissing the code model of
communication. I did this in Section 1.2.2 when I argued that utterances are not
signals. According to a code model, a transmitter at one end converts a mes-
sage into a code that is decipherable at the other end by a receiver. The reason
why this model fails to capture human communication is because conversion
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is about the quantity of information in the message and not the quality of infor-
mation (Bara, 2010, p. 9). Essentially, the code model asks only what was said
and not why it was said. Bearing this in mind, it might seem odd that I am about
to begin this section by returning to the notion of encoding in order to propose a
solution to the theoretical difficulties that present themselves when integrating
gesture and pragmatics.
Rather than focussing on the whole communicative process, as is done with

the code model, I simply want to focus on the role of error correction used by
modern-day transmitters and receivers when encoding and decoding informa-
tion. I am using Pearl and Mackenzie’s (2018) description of the process as a
starting point. When I speak on my phone, my voice is digitized. That is, my
voice is converted into a binary code of 1s and 0s. These 1s and 0s are con-
verted back into spoken language by the receiver. Each 1 and 0 is commonly
referred to as a bit of information. So far, so code model. However, where the
story gets interesting is that no transmitter or receiver is perfect so, in the pro-
cess of transmitting and receiving, some 1s randomly become 0s and some 0s
randomly become 1s. In order to correct for errors, it is possible to apply a fairly
simple process of encoding each bit three times and decoding these strings of
three bits as the average bit represented. So, if 1 is encoded correctly it will be
represented as 111, which by average will be decoded as 1. Similarly, if there
is an error and 1 is encoded incorrectly as 101 then it will still be decoded as
1. If we assume that there is a degree of error in the encoding and decoding,
then the more times a bit is encoded, the less impact the error will have. This
form of error correction reduces error by introducing redundancy. However,
reducing error is incredibly resource-intensive because it requires every bit to
be encoded multiple times.
Claude Berrou solved this problem when he introduced turbo code. Rather

than encode bits into a single codeword by re-duplicating them, he encoded bits
into two codewords, once directly and once scrambled. From these two code-
words, the original message can be decoded with 99.99 per cent accuracy. The
exact mechanism of how this works is complex, but the point of this example
is summarised by Pearl and Mackenzie (2018, p. 126), who state: ‘To put it
simply, two copies of code A are better than one.’
There is a parallel here between telecommunications and utterance produc-

tion/comprehension. What makes a turbo code more accurate is not just that
it is repeated but that the information is presented in a scrambled format. One
possibility is that gesture increases the accuracy of prediction by reducing the
amount of error associated with what someone wants to communicate based on
what they did. How could gesture do this? Because gestures present informa-
tion in a different format from language. As I argued in Section 2, the meaning
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of gesture is global whereas the meaning of language is compositional. Lan-
guage and gesture are two tools that represent meaning in two formats but that
are employed to achieve the same goal.16

Within biology, degeneracy is used to describe systems where two separ-
ate structures achieve the same function (Mason et al., 2015). Winter (2014,
p. 961) posits that in a system which is characterised by degeneracy, ‘compo-
nents fulfilling the same function are different from each other, and they may
simultaneously perform additional functions in other domains’. This should be
contrasted with redundancy, where ‘structurally equivalent or repeated system
components realize the same function’ (Winter, 2014, p. 961). It seems that
error correction by repeatedly encoding the same bit employs redundancy, but
turbo codes use degeneracy.
Winter (2014) argues that degeneracy is characteristic of spoken language,

which makes transmission through language robust. One example Winter pre-
sents is voicing, which distinguishes certain words (e.g., pin and bin). One of
the main cues that characterise the difference between a voiceless /p/ and a
voiced /b/ is voice onset time, which refers to the length of time between the
end of the sound and the onset of vocal fold vibrations. Winter points out that
several other cues also distinguish voiced from voiceless sounds such as the
pitch in the following vowel, the duration of the preceding vowel, the duration
of the consonantal closure, as well as loudness differences within the voice
onset time. All of these cues can be thought of as separate components all serv-
ing the same function. I believe that taken together, language and gesture are
degenerate in this way, and as a result help ensure that communication is robust.
Within the predictivemodel of communication I have been developing in this

Element, this means that a prediction made regarding what a producer meant
based on both speech and gesture is more robust than one that includes only
speech or gesture. As I argued in Section 1.6, predictive models of cognition
suggest that reducing prediction error results in more-efficient perceptual pro-
cesses. It follows that reducing prediction error in communication will result in
more accurate communication. If this is right, then rather than being incidental,
gesture is fundamental to communication not just because it has the potential

16 One reviewer pointed out a problem with this analogy. For turbo codes, the same information
is presented twice with one presentation being scrambled. In a sense, both encodings present
the same information in its entirety and in the same format (some sort of binary encoding).
However, when we communicate using language and gesture, different information is often
presented in the two modalities. Part of the reason for this is that language and gestures employ
different formats. However, language and gestures are still only communicating a single under-
lying message, not two messages that coincide. What I am focussing on in the analogy is not
the way the information is coded but the fact that one message that is double-encoded is more
predictable.
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to communicate unique information but because it increases the likelihood of
accurate prediction.
I suggested in Section 2.3.3 that two assumptions within the pragmatics

literature have made the integration of gesture difficult. The first is that inten-
tions require awareness. The second assumption is that information should be
encoded in a non-redundant way. I referred to this second assumption as the
EIF.
A predictive model of utterance production addresses both of these assump-

tions at once. First, if we adopt a predictive model, then lower-level processes
(e.g., sound production, manual movement) do not have to be brought to the
level of conscious awareness if they are determined by predictable higher-level
processes. That is, if a producer predicts the impact of a particular commu-
nicative behaviour comprising both speech and gesture, there is no need to
consciously predict the impact of either alone. Furthermore, if a comprehen-
der predicts what a speaker is going to mean, there is no reason for them to be
aware of how this meaning arose. What’s more, since locutionary acts involve
language and language is the conventional pairing of behaviour and represen-
tations, it is easier to bring to mind what someone said. Gestures, however, are
not conventional in this way. This results in it being harder to detach gesture
from the speech event, which has the effect that we are less aware of gesture.
However, this does not mean that we are able to predict everything. Communi-
cation is complex and we make prediction errors all the time. These errors may
bring to consciousness things that we are not normally aware of. Part of the role
of gesture is that a prediction error related to language may be overcome by an
accurate prediction of a gesture. Just like reading someone’s lips can facilitate
our understand of the words they are saying.
The EIF assumes that producers make decisions about efficiency over the

information contained in an utterance. If information is re-duplicated, then it
is not efficient. This idea is present in many Gricean theories of reference and
encapsulated in de Ruiter’s notion of trade-off. Thinking just in terms of lan-
guage first, the general idea is that a producer chooses what to say from a range
of possible locutionary acts that would communicate the same content. The
locutionary act they actually chose is the one that communicates the message
most effectively while costing the least. This act could be called the optimal
locutionary act. Any information that is contained in an utterance that is not
part of the optimal locutionary act is seen as being redundant. The problem
with this perspective is that utterance producers regularly behave in a non-
optimal way. The same idea is often applied to gesture. Imagine that a certain
locutionary act is optimal, but that act is paired with a gesture that commu-
nicates the same information. This gesture is redundant since both speech and
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gesture communicate the same information. If we assume that utterance produ-
cers are behaving optimally, then the information in gesture should complement
the information in speech. However, as the studies in Section 3 show, people
produce redundant information across speech and gesture. Regardless of this
evidence that producers do not produce optimal utterances, the EIF is still alive
and well in thinking about utterances.
One reason why the EIF prevails is that scholars treat communication as a

form of signalling rather than an exchange of non-natural signs. To show why
this is wrong, consider another analogy. Imagine that I want to place a bet on
who will win the next World Cup. In a perfect world, I would put all of my
money on the team I think will win, since if I am correct this will result in the
biggest payout. In order to influence my decision, I may draw on knowledge
relating to the teams, perhaps expert knowledge from others. If I was a particu-
larly nefarious character, I could bribe or poison the players of the other teams.
The main thing is that my goal is to win big by whatever means necessary.
When we apply this analogy to communication, there is one big flaw. In the

betting example, I want to win. However, communication is not about win-
ning. It is about placing an accurate bet. I produce the behaviour that has the
best chance of communicating my message and not the most efficient way of
communicating it.17 Going back to the betting example, this would be like hav-
ing a goal of betting on the winning team and not making the most money. If
betting on the winning team is our goal then one strategy is to bet on every team.
It is not quite that simple, though, since the better might not have an endless
supply of cash, so they eliminate the teams that are least likely to win, leaving a
selection of teams that they can bet on amongst which the winner is very likely
to be. Going back to language, this process of eliminating utterances that are
not likely to be useful, while keeping the ones most likely to communicate a
message, will almost certainly result in redundant utterances, but this seems to
be a better representation of the utterances that people produce. They are acts
that are the most likely to allow a comprehender to draw the correct conclusion
once the least likely ones have been removed.
In summary, it is entirely possible for an utterance to be informationally

redundant (at the level of what is said) but not inferentially redundant (at the
level of what is meant). When we think about the relationship between lan-
guage, gesture and what a producer meansNN to communicate, it makes more

17 A potential objection to this analogy is that it frames communication from the perspective
of the individual. However, my point is that good predictions are good for all parties and it
is important to stress that both utterance producers and utterance comprehenders are making
predictions simultaneously. It is as though both/all parties are betting on each other, accurate
bets accumulate and everyone takes a share in the winnings.
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sense to talk about degeneracy than redundancy. Discussion of information
redundancy between language and gesture is not likely to be fruitful for prag-
matic theories. Speech and gesture composites are better thought of as ‘turbo
utterances’ where the samemessage is communicated by representing that mes-
sage in two degenerate codes: one language, one gesture. And the recipient of
such a message has a better chance of inferring what a producer wanted to com-
municate than if the message was conveyed only once. The reason why I think
this is a novel approach to utterance production and comprehension is because
it takes seriously the theoretical underpinnings of two fields: pragmatics and
gesture studies. As a result, it upholds some basic ideas:

• Neither language nor gesture is primary; both have the potential to commu-
nicate.

• Utterances are not just carriers of meaning; they are pieces of evidence used
to work out why the utterance was produced.

• As pieces of evidence, language and gesture co-strengthen each other in a
degenerate way.

• The extent to which an utterance producer can predict how their utterance
will be interpreted is an important factor in determining the composition of
that utterance.

It is this last point that I believe will take the most work to explain. In the rest
of this Element I want to make the claim that gestures are produced because
they make it easier to predict how an utterance will be interpreted and they
do this because gesture and language interact with different representational
resources.

4.3 The Interface Model as a Predictive Model
The question that needs to be answered in this section is how does gesture
aid the predictive processes of producing and comprehending communicative
acts? I will use the interface hypothesis (Kita & Özyürek, 2003) to provide an
explanation. Recall Figure 12, which presented a model combining the insights
of the interface and the tradeoff hypotheses. It is possible to interpret this model
as a predictive model of multimodal utterance production and comprehension
along the following lines. The highest-level representation is context. Context
is a model of the set of assumptions that two people are believed to hold (their
common ground). In the interface hypothesis there are two models that play a
role in determining utterances: the discourse model and the environment. Here,
I have replaced environment with a spatial model. I am assuming that a dis-
course model is a set of assumptions that include the language being used, the
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previous utterance, the relationship between the interlocutors and their roles
in the current exchange. A spatial model includes a set of assumptions about
the spatial setting (what might be called their visual common ground (Rubio-
Fernández, 2019)) but also about the general distal scene being described. For
example, if someone was talking about getting on a bus, then a spatial model
would include a spatial representation of a bus. The idea is that a sufficiently
specified discourse and spatial model can be used to predict everything below.
There are two necessary points to make. The first is that both the discourse
model and the spatial model are used to predict what is meant, but this does
not mean that their roles are equal. For example, a scripted ritual such as a
marriage ceremony is one where the discourse model can be used to predict
exactly what will be said next. Equally, in a situation where two people are
communicating under water, the spatial model will be of greater importance
for predicting someone’s behaviour. The second point is that while the union
of the discourse model and the spatial model could theoretically be used to
make perfect predictions, it is unlikely that this would ever work in practice.
The next level in the hierarchy is labelled what is meant. What is meant is a

model of the reason (informative intention) why an utterance was produced and
(via the communication planner) used to predict how the informative intention
will be satisfied by both speech and gesture. In other words, it is a model of
the producer’s intention. What is meant is a higher level of representation than
either what is said and the distal scene. In other words, a sufficiently specified
model of what is meant can be used to predict both what is said and the dis-
tal scene. What is said and the distal scene are both semantic representations
and, as a result, can be used to laterally predict each other. However, what is
meant is not the only model that can be used to predict what is said or the distal
scene. What is said is directly predicted by the discourse model and the prox-
imal scene is directly predicted by the spatial model. What this means is that it
is entirely possible to predict what someone will say without having a decent
model of their intention, so long as the discourse model can be used to predict
their utterance. For example, imagine approaching a counter in a shop. We can
be fairly certain what the person behind the counter will say despite the fact
that we know nothing about what they are thinking when we approach them.
The lateral prediction between what is said and proximal scene is one of the

key insights of the interface hypothesis. It has been used to suggest that gesture
is redundantly fitted to language, but I think that this is a mischaracterisation.
Instead, what it means is that a discourse model can indirectly predict gesture.
Language, because it includes the conventional pairing of representations and
acts, is highly predictable. So it is likely that in most cases a discourse model
is a better basis for predicting what someone will communicate than a spatial
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model. This gives the impression that gesture is redundant, but what is really
happening is top-down prediction based on the discourse model, which does a
better job of predicting what someone will say.
The tradeoff in when to use language and when to use gesture is not about

the information contained in either language or gesture; the trade-off is based
on how easily what is meant, what is said and the distal scene can be predicted
on the basis of a discourse model or a spatial model. When we think of it this
way, we should expect redundancy because language and gesture together are
more predictable than either alone. However, we should also expect that in
situations where a discourse model is a poor predictor of what is meant and/or
what is said, we should find people gesturing more. I will refer to this idea as
the predictability hypothesis.
It is necessary to distinguish evidence for the predictability hypothesis from

evidence that people are producing gestures to communicate. It might be argued
that the predictability hypothesis explains the fact that people produce gesture
even when gesture is not obviously communicative (e.g., on the phone). If we
assume that the natural home of communication is a face-to-face setting, then
communicative strategies that typically work in a face-to-face setting are likely
to be the ones people adopt. If someone adopts a communicative strategy for
face-to-face settings that includes a high rate of gesture, then this is likely to be
transferred into other situations regardless of the communicative status of any
gesture. Some evidence for this view can be found in the fact that prohibiting
gesture increases speech disfluency (Rauscher et al., 1996).
Generally what we need is evidence that in situations where gesturing

increases predictability, it is more likely to occur. I do not believe that anyone
has tested this question directly, but studies have found evidence that appears
to endorse it. For example, it has been shown that increasing complexity of
tasks, which is likely to reduce the predictability of the confidence someone
has in their utterances, increases gesture rates (Alibali et al., 2000; Hostet-
ter & Alibali, 2007; Hostetter, Alibali, & Kita, 2007; Kita & Davies, 2009).
Being permitted to gesture also has a positive impact on remembering word
lists and spatial arrays (Goldin-Meadow, 2001). Interestingly, people who do
not normally produce gesture do perform similarly in memory tasks regardless
of whether they were permitted to gesture (Wagner, Nusbaum, & Goldin-
Meadow, 2004). These findings could be interpreted as being related to the role
of gesture in increasing the predictability of future utterances. Furthermore, it
is not just that gesturing conveys a functional benefit; rather, the production of
gesture is related to lower levels of spatial and visual workingmemory capacity,
spatial transformation ability and conceptualisation ability (Chu et al., 2014).
It has also been demonstrated that people with high visualisation skills and
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low verbal skills (phonemic, not semantic) gesture more (Hostetter & Alibali,
2007).
Taken together, this evidence points to the idea that gesturing can offload

some of the cognitive burden associated with spatial working memory, but
it can also compensate for lower verbal skills. All of this is in line with the
ideas of the predictability hypothesis. The general idea is that when using a
spatial model to predict utterance meaning is easier and/or when a discourse
model is worse, then people will gesture more. The predictability hypothesis
also suggests that people for whom gesture is a more reliable predictor of com-
municating something will produce more gesture. It is important to point out
that this does not suggest that there will be a negative impact on the rate of
speech with an increase in gesture, nor that there will be a reduction of ges-
ture with an increase in speech. Predictability does not necessarily imply that
something will not be said.
A question we need to ask, then, is how does prediction of speech and ges-

ture relate to the broader question of inferring what someone meant based on
what they said? Recall that predictions about what is meant are the result of
mentalising and that predictions about the behaviour executed (i.e., phonetic
act and physical act) are the product of mirroring. Of course, these two types of
prediction should interact. If it is possible to mirror the behaviour an individual
will execute, then it is possible to predict what a person will say and if it is
possible to metarepresent their intention (i.e., what is meant) then it is possible
to predict the various things they might say that would satisfy that intention.
In other words, what is said sits in between predictions based on mentalising
and predictions based on mirroring. I believe that predictions regarding what
is said are drawn from three sources: mirroring the neural activity associated
with executable behaviours, mentalising intentions, and a model of context.
The problem a comprehender faces when mirroring the neural activity asso-

ciated with a phonetic act is that the act is not directly mapped onto what is
being described. To give a concrete example of what I mean, take the following:

(18) A man walked onto the stage.

(19) There is a stage; a man walks onto it.

Example (18) presents a standard simple English sentence which describes a
distal scene. In it a man appears first because it is the subject of the sentence.
The stage appears later in the sentence because it is not the subject. However,
if we imagine the distal scene described in (18) or we were to witness it, the
stage would have to appear before the man could walk onto it. A more complex
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sentence is presented in (19); it reflects the temporal nature of the distal scene.
What this means is that temporal prediction cannot play a direct role in working
out what lexical act will be done next. It is for this reason that the discourse
model, which includes the language being used, is used to predict what will be
said because the temporal nature of the speech event is not particularly useful.
This reduces the efficacy of mirroring for interpreting what is said and results
in people relying on a discourse model and mentalising.
But what about gesture? I believe that gestures are easier to mirror because

they involve base scenes that can be functionally mapped onto proximal scenes
which are analogues for distal scenes (Clark, 2016). What we predict when it
comes to mirroring gesture is not what is represented in the stroke (i.e., the dis-
tal scene) but what Heyes (2018) calls a perceptual sequence. Heyes argues that
perceptual sequence learning is key to understanding imitation. Humans learn
to pair a perceptual sequence, such as the sequence of movements involved in
raising an arm, with a motor sequence (i.e., the sequence of action components
involved in raising your own arm). Once these sequences are paired (in match-
ing vertical associations) then it is possible to predict a perceptual sequence
based on a motor sequence. In other words, it is possible to predict observed
action by mirroring the neural activity associated with it. Taking this idea, we
can argue that gesture is a perceptual/motor sequence involving (at least) three
phases (outlined in Section 2): preparation, stroke and retraction. What I am
arguing is that during interaction, comprehenders predict these three phases by
mirroring them. In other words, a preparation phase gives rise to a prediction
that a stroke phase will follow. It should come as no surprise, therefore, that
when people try to make their actions/gestures more meaningful, they increase
the complexity or size of the gesture stroke.
Furthermore, since gesture strokes are almost always coupled with semantic-

ally affiliated speech, then this pairing may also be predicted. The point is that
people are likely to predict upon seeing someone raise their arms (preparation
phase) that the gesture stroke will occur in the presence of speech and such a
prediction may facilitate higher-level processes such as representations ofwhat
is said and what is meant. As a result, the predictions made about gesture may
improve the accuracy of predictions made about communicative content in the
absence of other visual cues such as mouth patterns. When speech and gesture
are produced together, there is a lateral prediction from distal scene to what is
said and from what is said through the hierarchy down to phonetic act. This
explains the finding that gestures make it easier to process language when a
producer is not looking at a comprehender. Finally, because I assume that the
process of message generation has only indirect access to a spatial model, using
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gesture can facilitate predictions in this way as well. In other words, it facili-
tates the use of spatial deixis. In the next section I will present examples that
provide evidence for the predictability hypothesis.

4.4 Some Illuminating Examples
In the last section I presented a model of utterance production and compre-
hension based on the notion of predictability. It is possible to explore the
functionality of this position using two examples. I believe that these examples
present problems for a language architecture because in both examples lan-
guage causes problems that are solved by gesture. The examples are taken from
J.Wilson (2016). The data comprises a small corpus of eight dialogues recorded
during a lab-based task where one participant (the information giver or G) is
required to describe a route on a two-dimensional map so that the other par-
ticipant (the information follower or F) can draw it on their map. Crucially, the
two participants cannot see each other’s maps.

4.4.1 Second-Person Gestures

Most gestures are produced from the producer’s perspective and the compre-
hender is required to invert any reference to horizontal left/right axis. In other
words, a producer uses a spatial model that represents left/right from their per-
spective and this is mapped via distal scene and proximal scene onto the base
scene of their gesture.
So, for example, if a producer describes a scene from a video (distal scene)

in which a character moves from the left to the right of the screen and pro-
duces a gesture (base scene) of this movement, their gesture will also depict
the movement from the producer’s perspective. However, this means for the
comprehender that the base scene is a left/right inversion of the distal scene.
Occasionally, people will produce a gesture from a comprehender’s perspec-

tive in order to make the communicated content more transparent (this is typical
of instructors giving gym classes). The downside (for the producer) is that they
are required to invert their own representation of an event before they prod-
uce an utterance. If we imagine an utterance that includes direct reference to
left or right, this means that a producer is having to simultaneously represent
two spatial frames, where the word left is accompanied by a gesture using their
right hand. This would make predicting the base scene of gesture much harder
because it is not predicted by either language or the distal scene. This leads
to an additional cognitive burden. The expectation, therefore, is that this add-
itional cognitive burden will make it more difficult for a producer to predict the
communicative impact of their utterance.
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Figure 13 Second-person gesture

Prior to the example in Figure 13, F asked a question about the route G has
been describing. Up until this point in the interaction, G and F have estab-
lished a system where G is gesturing from F’s perspective. On lines 1–3, G says
‘then it goes back out (0.3) and it’s gonna go back underneath slate mountain’.
Accompanying her speech, G produces a gesture where her right hand depicts
slate mountain and her left hand depicts the route that goes underneath it. This
is unusual for two reasons. First, this type of gesture construction, where one
hand is held to depict a stable object and the other hand moves to depict some-
thing interacting with the stable object, is typically realised with the dominant
hand doing the moving and the non-dominant hand doing the holding (Enfield,
2009). However, G is right-handed, so this gesture is not what we would expect
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her to produce. The other unusual thing is based on G and F’s system for rep-
resenting gestures from F’s perspective: G’s gesture depicts the route as we
(and F) see it on the map and not how she sees it.
On lines 15–16, G says ‘on the left we should be now on the left-hand side of

slate mountain’. However, on both occasions that she says ‘left’ she produces a
gesture which, to the follower, depicts ‘right’. This is at odds with the system G
and F have established. In other words, to F she is gesturing ‘right’ and saying
‘left’. This does not go unnoticed by F, who questions this use of ‘left’ on line
18. Then, F’s question results in G abandoning the system, saying on lines 21–
2: ‘god I can’t reverse it it’s round this side like this’. So, G is clearly finding
it difficult to maintain a different perspective from her own. When G abandons
their system G does two things, one linguistically and one gesturally.
Linguistically she switches to deictic expressions (‘this side’, ‘like this’).

These expressions do not convey semantic information by themselves but invite
a comprehender to use the spatial model to infer what G is talking about. Ges-
turally, G invites F to share her perspective by rotating her body and is now
gesturing in a space where left and right are shared by both. What is happening
here is that G is aligning the spatial model, the distal scene, the proximal scene
and the base scene so that they are directly mapped onto each other. Once she
does this, the role of the discourse model (in the sense of the lexical meaning) is
reduced and she relies entirely on the spatial model. In other words, she appears
to be trading the predictability of the discourse model for the predictability of
the spatial model.
Further evidence for this can be found in the different spatial descriptions

given in the example. Linguistically, the three spatial descriptions are quite
different:

(20) line 2: go back underneath

(21) line 15: on the left

(22) line 22: this side like this

From (20), it is underspecified whether ‘back’ refers to ‘left’ or ‘right’. Pre-
sumably, F would be able to work this out based on the route discussed so far.
The gesture G produces with (20) is not from her perspective but F’s. How-
ever, since (20) does not encode directionality, there is no explicit mismatch
(for G) between what they are saying and what they are gesturing. In (21),
there is explicit reference to directionality, using the word ‘left’. Here, G pro-
duces a gesture that also depicts leftness (from her perspective), resulting in
F’s confusion about the route. What I think is happening here is that the expli-
cit mismatch between what G was expected to do (i.e., gesture left from F’s
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perspective) and what she was going to say resulted in a mismatch between
what she wanted to communicate and what she actually gestured. Once this
mismatch is brought to G’s attention, there is a breakdown of her adopting F’s
perspective. The result is that she shifts perspective so that both G and F share a
perspective and she uses deictic expressions (which convey minimal semantic
information) to describe the route, offloading the burden of communicating to
her gesture. In other words, in response to the problems associated with mis-
matched language and gesture content, G produces an utterance in (22) in which
the content of gesture dominates language.
This might seem like a one-off. However, Wilson and Argyriou (2019) ana-

lysed every instance of gesture from the map task data for the perspective a
gesture was encoded in and found that a shared perspective was more likely
to be adopted in response to a question about the route, than an initial descrip-
tion of a section of the route. What G is doing in this task is describing space.
Language is not the best tool for describing space because language is struc-
tured compositionally rather than spatially. When language can no longer be
predictably used to refer to space, gesture represents a better tool because it
can be directly predicted using a spatial model. However, owing to the inher-
ent inversion of a producer’s base scene and the comprehender’s representation
of a distal scene, this creates a potential problem. That said, it is a problem that
can be solved by bringing the distal scene and the base scene into alignment
for both producer and comprehender.

4.4.2 Gesture-Framed Language

A recurrent finding in the literature was that gesture is redundantly fitted to
language. This led to de Ruiter arguing for the AR-sketch model. While it is
the case that gesture often follows the structure of speech (as demonstrated in
Section 3), I have argued that this is not a necessary principle of gesture. Here,
I want to argue that the tendency for gesture to follow language is based on the
predictability of the communicative impact of speech.
Figure 14 shows F asking G whether they have understood part of the route.

In lines 1–3, she says ‘does the peak go over the top of the: (0.6) tri=your pyra-
mid’. Here, F is asking about the route as it goes up and over the top of the
pyramid, which as part of the task design is an unshared landmark. In the task,
G has a pyramid and F has an old temple, which appear in an identical position.
In other words, in the (visually present) distal scene, F can see an old temple
but has to remember that G has a pyramid. This fact will reduce the predict-
ability of what she wants to say because she is having to retrieve from memory
what landmark G has. This can be seen in the hesitancy and the false start.
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F: {so (.)}1 {
peak go over}2 {the top of the: 
(0.6) tri=your pyramid

G: yeah
F: does it go, so}3 {

the: your pyramid}4 {so am I
gonna go:: over it like that}5

1
2
3
4
5
6
7

Figure 14 Language and gesture–framed utterances

In fact, it appears that F is having some word-finding difficulties (she is finding
it difficult to predict the lexical act ‘pyramid’) because she initially produces
‘tri’ (which is presumably going to be ‘triangle’) before saying ‘pyramid’. As a
word-finding gesture, which appears to facilitate F accessing the lexeme ‘pyra-
mid’, G produces a gesture (which starts at the same time as the word ‘top’ and
continues after she has finished her turn) depicting a triangle.
However, her gesturing starts before the search of the word ‘pyramid’. The

question ‘does the peak go over the top of the pyramid’ is accompanied by two
gestures. The first depicts the way in which the route ‘goes over’ the pyramid
and the second depicts the pyramid itself. I believe that the arrangement of
these two gestures is not spatial or temporal; the route and the pyramid are not
realised so that the route is travelling over the top of the pyramid, as gestured.
What happens is that F starts describing the route going over and then produces
a separate gesture, which is triggered by her inability to predict the lexical act
‘pyramid’.
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There are three key points to make about the speech and the gesture in
lines 1–3. First, the route gesture is co-expressive with ‘go over’, and provides
additional information since it depicts the direction the route takes over the
pyramid. Second, there is no spatial relationship between the depicted route
and the depicted pyramid. And third, the gesture follows the structure of the
speech. In this turn, her language/gesture are exactly what would be expected
according to a language architecture.
Linguistically, it makes most sense for the subject of the sentence to be the

route (referred to here as ‘the peak’) and to predicate it with the verb phrase
‘go over the top of the pyramid’. However, the thing that is being described
spatially has the inverse spatial/temporal properties. The pyramid exists first
and the route is drawn relative to it. Interestingly, when F elaborates on this
sequence in lines 5–7, this is precisely how she describes it. Like her description
in lines 1–3, F’s description in lines 5–7 comprises two gestures. However, this
time the order is reversed. First she depicts the pyramid then she depicts the
route going over it. I believe that these two gestures are realised as a gesture
sequence, where the second gesture is spatially and temporally linked to the
first. Evidence for this comes from the fact that the left side of the triangle
is held following the commencement of the depiction of the route, so that the
relationship between the route gesture and the pyramid gesture is made explicit.
When we start to consider F’s language, things become clearer still. She

begins by saying ‘here’s: here’s the: your pyramid’. Notice once again the hesi-
tancy around the word ‘pyramid’. Once again there is a shift from the definite
article to the possessive pronoun. However, this time F uses the deictic expres-
sion ‘here’s’ as a way to establish the triangle in front of her as an analogue for
the pyramid on G’s map. Once she has done this, the triangle in front of her and
not the pyramid on G’s map is the direct referent of her speech. In other words,
F has established an analogue in the base scene (i.e., her gesture) for something
in the distal scene (i.e., G’s pyramid). In doing so, the ‘it’ in ‘so am I gonna go::
over it like that’ does not refer to G’s pyramid but to her gesture. This avoids
the issues surrounding the mismatch between what is on her map and what is
on G’s map, providing a stable (gestural) representation to make predictions
about. However, there is something else here as well. The language is fitted to
the gesture. The pyramid is introduced in a clause which establishes it and then
the route is introduced in a subordinate clause (headed by ‘so’) which describes
the route. Because language is linear and compositional, the only way to do this
is with anaphoric expressions.
This example provides evidence that when an element that is to be packaged

in speech is not highly predictable, such as when a referent needs to be retrieved
frommemory, gesture can be used as a more predictable foundation to structure
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an utterance. When this is the case, utterance producers create gesture-framed
utterances. The reason why gesture framing is not the norm is that language,
by its very nature is predictable over a greater range of contexts than gesture.

4.4.3 Summary

These two examples, I believe, demonstrate the utility of a predictability based
understanding of why composite utterances are produced. Both of them suggest
that when predicting lexical acts becomes difficult, gestures are used. From
them I want to suggest three principles that appear to capture the way people
compose their utterances (see Box 8).

Box 8 Principles of Utterance Composition
Producers aim to:

1. Produce the communicative act that has the most predictable
communicative impact.

2. Avoid information mismatches across modalities.
3. Avoid mismatches between distal scene and base scene.

These principles capture typical characteristics in everyday interaction. Fur-
ther, they explain why the structure of gesture is typically, but not necessarily,
fitted to the structure of language. And they do so without being unconstrained
or involving the need to match the information to be represented in language
and gesture, which were de Ruiter’s (2017, p. 66) objections to the interface
hypothesis. They achieve this because both language and gesture are con-
strained by context (the discourse and the spatial models) and because there
is a single underlying multimodal representation (or idea unit).

5 Conclusions
My goal in this Element has been to try to incorporate gesture into a prag-
matic model of communication. The model of communication I have adopted
treats utterances as evidence from which the reason the utterance was produced
can be inferred. Following many working in pragmatics, I have argued that
such inferences are facilitated by assuming a context that includes a discourse
model a spatial model and a model of the utterance producer. Further, utter-
ances are complex hierarchical actions with intended meanings at the top and
actual behaviours produced at the bottom. I have argued that people are not
necessarily aware of the behaviours they produce, but they may become aware
when things do not go as predicted. This is key to understanding pragmatics
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because complex actions can be treated as conforming to hierarchical predic-
tions. Utterance producers have intentions to inform and these intentions result
in predictions of what to say, what grammatical constructions to produce, what
words to produce and what sounds to make. If they work, there is no need to
be aware of lower-level predictions. Furthermore, an utterance comprehender
is using the same hierarchy and therefore similar predictions to work out what
someone is trying to communicate.
Where does gesture fit into this? I have argued that the semantic structure

from which what is said is derived is not linguistic in nature, but amodal.
Utterances are based on idea units and language typically represents only cer-
tain aspects of an idea unit. The result is that language can be only indirectly
predicted using a spatial model. Gesture, which is a spatial analogue, can be
directly predicted using a spatial model. Therefore, when predicting an utter-
ance becomes more difficult, such as when someone has privileged access to
something or when they do not shared a spatial frame of reference, gesturing
increases. However, when language does a good job of providing evidence for
an informative intention, then the discourse model which includes the syntax
of the language is used to make predictions and the structure of gesture appears
to be fitted to the syntactic structure.
These ideas explain gesture without falling foul of two problematic assump-

tions from the pragmatics and the gesture literature. The first is that utterances
require awareness of what is uttered. If we assume that utterance producers and
comprehenders are aware of the informative content of an informative inten-
tion, then there is no need to be fully aware of how this was achieved so long as
people act in a not unexpected way. Since I am assuming that both the linguistic
and the gestural aspects of an utterance are produced to satisfy this informative
intention, then there is no need for communicators to be aware of gesture either.
Why, one might ask, does it seem like we are aware of language in a way that
we are not perhaps aware of gesture? To this I would answer that language is
a conventional system; therefore, its whole existence is determined by being
remembered. Utterances are not merely tokens but tokens of types, and what
we are usually aware of (if we are actually aware at all) are the types of thing we
said, not the tokens. Representational gestures of the kind I have been focussing
on are not tokens of types, and, perhaps as a result, we feel less aware of them.
The second problematic assumption relates to the information contained in

both linguistic and gestural aspects of utterances. It seems that gesture often
communicates ‘the same’ information as speech and therefore is redundant
communicatively. I believe that this relies on a misunderstanding of how com-
munication works and is solved by the notion of predictability argued for in
this Element. If communication is about encoding information into different
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modalities (speech and gesture) and a comprehender understands an utterance
when they decode the information presented, then any duplicated information
would be redundant. However, that is a problematic conceptualisation of com-
munication, as has long been recognised in pragmatics. Communication works
because a producer presents evidence from which the reason that evidence was
presented can be inferred. From this perspective, two sources of evidence that
both point to the same conclusion are not redundant but degenerate. This is
how gesture works. Gesture is not recruited simply because linguistic encod-
ing is difficult; it is recruited because the difficulty of linguistic encodingmakes
it difficult to predict how well an utterance will realise an informative inten-
tion. However, this also means that gesture is recruited whenever it makes the
prediction of how well an utterance will realise an information intention easier.
The final argument in the last paragraph implies that there is a predictive

threshold for when people gesture. If predicting the realisation of an inform-
ative intention based on a discourse model becomes harder or if a spatial model
is a better predictor, then people will produce more gesture. The implications
of this are that gesturing is not likely to be a tool used in a universally predict-
able way; rather, different people and different cultures will gesture to varying
degrees. I believe that understanding how this predictive threshold for gesture
works should be the aim of future work in both pragmatics and gesture studies.
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