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ON SOME ANALOGUES OF TITCHMARSH DIVISOR PROBLEM

AKIO FUJII

§ 1. Introduction

In [15] Titchmarsh posed and solved under the generalized Riemann
Hypothesis, the problem of an asymptotic behavior of the number of the
solutions of the equation 1 = p — nxn2 for a prime p < x and natural
numbers nt and n2. When we put τ(n) = Σdln 1, then the above problem
is to get an asymptotic law for the sum

Later Linnik [11] solved this unconditionally using his dispersion method.
The proof without the dispersion method is also known (Cf. [3] and [14]).
Here we are concerned with an asymptotic behavior of the sum

Σ τ(PiP2 - 1) ,

where p1 and p2 run over primes and δ is in 0 < δ < 1/2. Linnik's disper-
sion method solves this for 0 < δ < 1/6. But it does not work for
other values of δ. Barban [1] solved this for δ = 1/2. Here we shall
prove

THEOREM 1. Suppose that δ is in 0 < δ < 1/2 and δlogx tends to
oo as x tends to co. Then we have

τ(v v __ i) = _315 ζ(3)
2 * δ(X-δ) logx

+ O(xδ~Klog x)-2(\og\og x +

uniformly for δ, where ζ(s) is the Riemann zeta function.

We shall also prove
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THEOREM 2.

v- u*> m - l) = 315ττ-4ζ(3)a? log log x + O(x) .

To prove our theorems we need the following mean value theorems.
We shall state them in the more general form than we need in this paper.
For simplicity we put

E(y;a,d)= Σ - 1 - ^
p=α(mod(Z)

where

U(y)= Γ - ^ - +0(1)
J2 logx

and φ(d) is the Euler function. Then we shall prove

THEOREM 3. Suppose that 2 Λ ^ |6(m)|2 < x(log x)G with some positive
absolute constant C. Then for any positive constants A and b (< 1),
there exists a positive constant B such that

Z_J Max b(m)E(x1-* am*, d) < αj(log α;)-4

uniformly for δ in 0 < δ < 1 — (logx)~b

9 where Q = x1/2(log x)~B and
mm* = 1 (mod d).

The conclusion still holds even if we replace E(xι~δ; am*,d) by
E(x/m;am*,d). We call this Theorem 3;. In §2 we shall list up and
prove some lemmas. We shall prove Theorem 3 in §3, Theorem 1 in
§4 and Theorem 2 in §5. We shall also give some remarks in §6.

§2. Some lemmas

LEMMA 1. For an arbitrarily given small positive ε, for all d < x1'6

and (a, d) — 1, we have

^ 1 a; log log #
wι±* φ(d) log X

where p and q run over primes.

Proof. Let η be a small positive number less than ε/2. Now the
left hand side is
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Σ Σ Σ
^x
mod d)

q<x/p
)=1 g=αp*(mod d)

i + Σ 2 9

say.

Σ i < x/(φ(d)lθgx)

by Selberg's sieve method as usual.

Σ2 < Σ X/(P l o £ x φ(d)) < x log log x/(φ(d) log x)
p<,xV

by the Brun-Titchmarsh theorem. Hence we get our conclusion. Q.E.D.

LEMMA 2. Let m be an integer different from 1. Then we have

Σ*

where in the summation, χ runs over all primitive characters mod d.

Proof. We denote the sum in the left hand side by S*(d,m). We

put S(d,m) — ΣχΦuχ(m)9 where χ runs over all non-principal characters

mod d. We know for (m, d) — 1,

S(d,m)
(<p(d) — 1 if m ΞΞ 1 (mod

l — l otherwise .

Suppose that eZ = Π P" and (m,d) = l. Then S*(d,m) = X\p]dS*{v%m).

Suppose that p ^ 2. We denote the primitive character attached to χ

by χ*. Then

S(p% m) - Σ χ(m) - Σ χ*("0 - Σ S*dp',m)

= S*(2)%m) + S(p-\m) .

Hence for v > 1,

S*(pυ, m) = S(p% m) - SCP""1, m)
1) if pv\m — 1

^ ( P ) if P 1 ' " 1 ! ! ^ — 1

0 otherwise .

Next for p = 2 and for v > 2,

= S*(2",m) + S(2'-\m)
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Hence

Hence

for

we

v > 1,

S*

have

we get

AKIO FUJII

(φ(2v) — φ(2v"1)
1

1 < Γ ( 2 }

if 2v\m —

if 2v~1||m -

otherwise .

< Π (φ(vv) — φip""1)) _Π

- l , d ) \ . Q.E.D.

LEMMA 3.

v1 1 v* (Q + D . 5 + J ^
(Cf. (10) of [6] or (3) of [2]).

LEMMA 4. For d < x1/2+% and for (a,d) == 1,

Σ Λn) « x( Π (1 - p-O log (x/d)Y/d .
n£x \p\d J I

n=α(mod d)

(Cf. Lemma 1.1.3 of [11]).

LEMMA 5. For all d < «2/3- , (a, d) = 1 α«d for 0 < <5 < 1/2,

(Cf. Lemma 3.6 of [1])

§3. Proof of Theorem 3 and 3'

3-1. We shall prove only Theorem 3 since Theorem 3 ; can be proved

in a similar manner (Cf. [4] and [5]). By Bombieri's mean value theorem

we may suppose that δ > A' log log x/\og x for a sufficiently large con-

stant A'. For simplicity we put x' = xδ, x" = xι~\ & — log x and π{x, χ)

= Σ ? ^ χ(P)' We also put Q = xι/2ί~B with sufficiently large 2? which

will be chosen appropriately in the following, Qό = 2 - ^ for / = 0,1,2,

. -, J, where J satisfies 2J~HD < Q < 2J£D and D is a sufficiently large
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constant. We always denote an arbitrarily small positive number by s,

a sufficiently large constant by E and some positive absolute constants

by C. Now for d < Q, (m, d) = 1 and (a, d) = 1,

Σ%(«
φ(d)

M*",χ) +

by the prime number theorem. Since

π(x", χ*) — J2 X*(ΐ
Pϊd*

V<x"

we have

Σ Max
d^Q (a,d)=l

b(m)E(x" am*, d)

«Σ ψ(d)
b(m)χ*(m)π(x",

+ Σ Max Σ %*(«) <f

+ ^ " ^ = Si + S2 + Xβ~E ,

say, where d* is the conductor of χ.

3-2 We shall estimate S2 first. Using Lemma 2, we get

^ i Max Σ Σ Σ
(α,d)=l d*\d p\d/d* m<,xf

d*>l -

Σ * χ(α*mp)

« Σ Max
d*\d p\d/d* m<,x/

d*>l p ̂ x" (w,ώ)=l

\Hm)\\(mp-a,d*)\

< Sc Max SΛ ,

where we put

Sa= Σ \Hm)\\(mp-a,kJ\
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Sa < Σ i Σ \b(m)\ \(mp - a,
m<,x',v<>x"

()l

Σ

|δ(m)|τ(|mp-α|)/p

Σ

< £cxn'2S'a
1/2,

say. If 0 < δ < 1/2, then S'a < *'^cίc' < x.

If 1/2 < δ < 1, then

Σ

using Lemma 4. Hence always we get Sa < xa+δ)/2£c, and

S2 < xa+δ)/2£c < x£~E uniformly for 0 < δ < 1 - (log x)~b

3-3. Next we shall estimate Sλ.

Sλ^£ Max Sub ,

where we put

Si,b = Σ _sltb

with

= Σ
Qd

Σ χ{m)b{m)π{x", χ)

for 0 <j <J and Q_x = 1.

By Siegel-Walίisz theorem (Cf. p. 134 and 144 of [13]), we get

Now

Σ
<d

Qj-i<d<,Qj φ(d) x 'd Σ

•( :
Wi-J

l/2
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say. By Lemma 3, we get

Σi < (Qj + x'Qj1) Σ,IKm)|2 < χf£c(Qj + x'Qj1) .

Similarly we get

Hence Sub(j) < x£~E by taking B and D sufficiently large. Hence Sj < x£~E.

Combining this with the estimate of S2, we get our conclusion.

Q.E.D.

§4. Proof of Theorem 1

We put for simplicity x1 = x\ x2 = xι~\ £ = log x and Q = x1/2£~B

with a sufficiently large constant B. Now

Σ r(P!P2-i)= Σ d Σ i

= 2ΣI Σ i + 0( Σ._..Σ

say.

(Pi,

= Li

+

2 5
Jy O )

xx\A

O(Li

r / y

Σ Li 82/?>(Q

+ 2 Li xλ Li ίc2

α;2 315ζ(3)(2τr4)~

xx Li x2 log log

L — 1

!\ / '
\d<,Q

Mog

a ; ) .

1

X

On the other hand by Lemma 5,

Σ2 < δ~*x log log x/(log x)2 uniformly for 0 < δ < 1/2 .

Hence we get our conclusion. Q.E.D.

Remark. To prove our theorem 1 just for any δ in 0 < δ < 1/2 we
do not need Barban's Lemma 3.6 (namely, Lemma 5 in § 2). Because by
the Brun-Titchmarsh theorem we get

Z_J2 < x log logx/ (log x)2 .
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§ 5 Proof of Theorem 2

Let δ be any number in 0 < δ < 1. We put xr = xδ, x" = xι~\ Q =

x)~B and F(^, a?) = Σ P < ^ (P log (x/p))'1. Now

= Σ

- 1)

- 1) + Σ Φq - 1) - Σ *<Pί - D
JJ SΛ;' « £ # " #;£#'
pg^a? P3^« α^ίc''

— Z-il Z-»2 Z-J3 >

say. By Theorem 1 Σ 3 « a?(log a?)"1.

Σi = 2Σ Σ U(x/p)/φ(d)
d<Q v<.χ'

+ O/Σ Σ / Σ l-Li(α;/2))Md)\\
I d^Q P^x' \ q<,x/p I I
\ (p,ώ) = l \ς[Ξp*(mod ώ) / /

0/ Σ Σ l\

= 315ζ(3)(2π4)"1ί» log ajF(ί, α) + 0(x log log a?ί*(ί, a?))

+ O(xQog log »)2(log a;)"1)

+ θ(x(logxyι Σ -JW- Σ - )

The last term is < x. In a similar way we get

Σ 2 = 315(2τr4)-1ζ(3)a; log xF<X - δ, x)

+ 0(x log log xF(X - δ, x)) + Oix) .

Now

F(δ,x)= Γ
J3/2J3/2 ίlog(α;/0 W

= (log log x + log δ - log (1 - d))/log x + O((log x)-1) .

Hence

F(δ, x) + F(l - δ, x) = 2 log log #/log a? + O(l/log #) .

Hence we get our conclusion. Q.E.D.

§ 6 . Concluding remarks

6-1. Theorem 1 and 2 for the sum of τ(JV — PiP2) or zip^z — a) can be

similarly proved.
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6-2. More generally, if k > 1, δx + δ2 + + δk = 1, δt > 0 for each
i and fy + δt > 3/4 for some j , I in 1 < j , £ < k, then we have

Σ KP1P2 Pk ~ 1)

_ 315 ζ(3) x
xr-r + °(^ l o ^ l o ^ xIQ°g χ)k) -

2π* δλδ2 - " δk (log x)k x

For k = 2, this is nothing but our Theorem 1. (Cf. [1] and [9] for
previous weaker results.).

Further, under the same condition of δ19 δ2, , δk, we have an asymp-
totic formula for the sum

Σ τm(PiP2 - Pk — a) fo r almost all a

Pi^xh

and for each m > 3, where

τm(n) = £ .1 .
(Cf. [16] for k = 1 and for m > 3.)

6-3. In a similar manner to the proof of Theorems 3 and 3', we get
the following inequality; for any positive constants A and b (< 1), if
Σm^|δ(m)|2 < x(logx)c

9 b(m) < α;1"5"^ for m <x\ β = (log^)"^ with some
/ in b < f < 1, then there exists a positive constant J5 such that

d<,Q (α,<Z) = l Σ x(\og x)'

uniformly for £ i n θ < < 5 < l — (log xYb, where Q = α;1/2(log xYB. Using
this, Theorems 3 and 37 and Hooley's argument in [8], we can show an
asymptotic formula for the number of the solutions of the equation

N = P1P2 + %2 + V2 for VΦ2 < N .

We do not need Linnik's dispersion method. (Cf. [11] and [12] for a
proof of this using the dispersion method.) As is seen in [11] or [12]
we may improve the remainder term in Theorem 2 if we use the disper-
sion method.
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