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Abstract  We prove that if f is an integrable function on the unit sphere S in R™, g is its symmetric
decreasing rearrangement and u, v are the harmonic extensions of f, g in the unit ball B, then v has
larger convex integral means over each sphere S, 0 < r < 1, than u has. We also prove that if u is
harmonic in B with |u| < 1 and u(0) = 0, then the convex integral mean of w on each sphere rS is
dominated by that of U, which is the harmonic function with boundary values 1 on the right hemisphere
and —1 on the left one.
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1. Introduction

Suppose that f is a real-valued integrable function on the unit circle. Let g be the
symmetric decreasing rearrangement of f. Denote by u and v the harmonic extensions in
the unit disc of f and g; that is, u and v are the Poisson integrals of f and g, respectively.
Baernstein [4] proved that, for 0 <7 <1 and 1 < p < o0,

2m 2m
/ lu(rel?)|P df < / lv(rel?) [P db. (1.1)
0 0
Moreover, Essén and Shea [11] showed that the equality holds in (1.1) for some 0 < r < 1
and some p > 1 if and only if there exists a 6, such that f(el?) = g(e!(?*+%)) for almost
every real 6.

Much earlier, Gabriel [12] (see also [1]) had proved, with the additional assumption
f = 0, that, for every increasing, convex function @: [0, 00) — [0, 00) and every r € (0,1),

/27T D(u(re'?))do < /27T ®(v(re'?)) do. (1.2)
0 0

We shall prove an extension of these results in higher dimensions. First we need to
introduce some notation. We shall denote by .S the unit sphere, and by B the unit ball in
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R™ n > 2. Let o be the surface area measure on S. A point x € R™ will also be denoted
by (x1,x2,...,2,). We set e; = (1,0,...,0). For a point z € R", let 6 be defined by
cosf = xq; that is, 6 € [0, 7] is the angle formed at the origin 0 by the z;-axis and the
ray Oz. Thus, r = |z| and 6 are the first two spherical coordinates of z; we shall not use
the remaining n — 2 spherical coordinates. A real function @ is affine if it has the form
&(t) = at + b with real constants a, b.

The cap-symmetric decreasing rearrangement g of f € L(S) is a rearrangement of
f such that g(z) depends only on 6 and it is a decreasing function of #. The precise
definition will be given in § 2.

Theorem 1.1. Let f € L'(S) and let g be the cap-symmetric decreasing re-
arrangement of f. Let u and v be the harmonic extensions of f and g in B, respectively.
Then, for every 0 < r < 1 and every convex function ®: R — R,

[ #u0(a0) < [ auiraoc) (1.3
If ¢ is affine, then the equality holds in (1.3) for all 0 < r < 1. If there is no interval
on which @ is affine, then the equality holds in (1.3) for some 0 < r < 1 if and only if
f =goT o-almost everywhere (c-a.e.) on S for some orthogonal transformation T'.

For n = 2 and f > 0, Theorem 1.1 implies Gabriel’s result (1.2), and for n = 2 and
&(t) = |t|P, p = 1, it gives Baernstein’s inequality (1.1). The proof of Theorem 1.1, given
in §3, uses a discretization argument, the approach to symmetrization via polarization
and properties of harmonic measure.

Our second theorem is motivated by the harmonic Schwarz lemma. Schwarz himself
had proved that if u is a harmonic function in the unit disc with |u| < 1 and «(0) = 0,
then, for all z in the unit disc,

4
lu(z)] < = tan™t |2] (1.4)
T

(see [16, pp. 189-199, 361-362]). Various extensions of this inequality have been discov-
ered; see [2, pp. 123-128], [10, p. 77], [9], [6] and [15]. A higher-dimensional extension
of (1.4) has been proved in [2,6,9]. If u is harmonic in B with |u| < 1 and u(0) = 0, then
for x € B,

ju(@)] < Ufeler), (15)

where U is the harmonic extension of the function F': S — R with

_ 17 Cl 2 Oa
F(C) B {—1, ¢1<0.

Moreover, the equality holds in (1.5) for some non-zero z € B if and only if u = U o T
for some orthogonal transformation 7.
The function U is extremal for another problem (see [2,6,9]): if v is harmonic in B
and |u| < 1, then
Vu(0)] < [VU(0)), (1.6)

https://doi.org/10.1017/50013091513000564 Published online by Cambridge University Press


https://doi.org/10.1017/S0013091513000564

Integral means of harmonic functions 621

with equality if and only if u = U o T. We shall now see that U is also extremal for a
problem involving integral means.

Theorem 1.2. Let u be harmonic in B and suppose that |u| < 1 and w(0) = 0. Then,
for every 0 < r < 1 and every convex function ®: (—1,1) — R,

[ atutrena@o) < [ a0, (1.7)
S S

If @ is affine, then (1.7) holds with equality for every r € (0,1). If there is no interval on
which @ is affine, then the equality holds for some r € (0,1) if and only if u=U o T for
some orthogonal transformation T'.

Note that, for n = 2, U is the real part of the holomorphic function
4
H(z) = —tan" 'z
T

that maps the unit disc conformally onto the strip {z: —1 < Rez < 1}. In this case,
(1.7) follows from the theory of subordination; see, for example, [14, Theorem 2.23]. We
shall see in §5 that (1.7) implies both (1.5) and (1.6).

The proof of Theorem 1.2 in §4 uses Baernstein’s star function method [3,5,13] and
Theorem 1.1.

2. Preparation for the proofs

2.1. A convexity lemma
We shall use the following elementary lemma (cf. [17]).
Lemma 2.1. Let a1,b1,a9,bs € R be such that

as +be =ay +b; and max{as,ba} < by.
Let @: R — R be a convex function. Then
D(ag) + P(by) < P(a1) + D(b1). (2.1)
The equality holds in (2.1) if and only if & is affine on [aq, by].

2.2. Harmonic measure

Let E be a Borel set on S. The harmonic measure of E is the Poisson integral of the
function xg. The harmonic measure of E at the point z € B will be denoted by w(zx, E).

2.3. Polarization

We define the polarization with respect to the (n—1)-dimensional plane IT = {z: 1 =
0}. For A C S, we denote by A the reflection of A in IT, i.e.

A= {(x1,22,...,20): (—x1,22,...,2,) € A}.
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We shall also use the notation & = (—z1,22,...,2n), Ay ={z € A: 21 >0}, A_={z €
Az < 0}

Let £ C S. We divide F into three disjoint sets: the symmetric part Egym, = EﬂE, the
right non-symmetric part E, = E; \ Egyr, and the left non-symmetric part £y = E_\ Egym.
The polarization of E with respect to IT is the set

E" = EymUE. UE,.
It follows from symmetry and the maximum principle that, for every Borel set £ C S,
w(z, E) + w(#, E) = w(z, B") + w(z, EM), z€B, (2.2)
and
max{w(z, E),w(z, E),w(, BN} <w(z, ET), zecB,. (2.3)

The polarization of a function f: S — R with respect to II is the function f7: S — R
given by

£z {max{f(a:),f(fc)}, v €S UL,
min{ f(z), f(2)}, z€S_.

Note that (XE)H = X(ET)-
In a similar way, we define the polarization Ef of E C S and the polarization f of
a function f with respect to any oriented plane H passing through the origin.

2.4. Cap-symmetric decreasing rearrangement

We give here the definition of the cap-symmetric decreasing rearrangement g of a
function f € L'(S). The function g: S — R depends only on 6, is decreasing as 6 increases
from 0 to 7 and has the same distribution function as f: for all t € R,

o{zxeS:glx) >t}) =c({x e S: f(x) >t}).

These conditions determine g uniquely, except for sets of o-measure zero. The function
g may be expressed by the formula

9(0) = int{t: o({x: f(x) > }) <a(C(O)}, 6€0,7]

Here and below, C(6,) is the spherical cap on S centred at e; given by C(6,) = {z €
S:0<0<6,}.

3. Proof of Theorem 1.1

Let f € L'(S) and let g be the cap-symmetric decreasing rearrangement of f. Let u
and v be the harmonic extensions in B of f and g, respectively. Suppose first that f is a
simple function taking a finite number of values

ay > ag > -0 > Q.
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Then f has the representation
k
f= ZanAJ' with A; = {z € S: f(z) = q;}.
j=1

We modify the above representation of f as follows. Set

El :Ah
E2 = A1 @] A27

Ep 1 =AU ---UA;_q,
Ey=AUAU---UA, =8

and
¢p =a; —az, C2=40az—az, ..., Cg—1=0ak-1—ag, Cp = ag.

Then i
f=> cixe,-
j=1

Moreover, for the polarization f of f with respect to the hyperplane I, we have

k

n_

f *E CiXEH-
Jj=1

Let h be the harmonic extension of f in B. Then
k k
u(zx) = chw(x,Ej) and h(z) = Z c;w(z, EJH)
Jj=1 Jj=1

It follows from (2.2) and (2.3) that
u(z) + u(@) = h(z) + h(2), ze€B, (3.1)
and
max{u(x),u(z), h(Z)} < h(z), =z eB;. (3.2)

By a standard approximation argument, (3.1) and (3.2) continue to hold for general
feL\(s).
Lemma 2.1 and (3.1) imply that, for every convex @,

O(u(z)) + P(u(z)) < D(h(z)) + ¢(h(2)), =€ B, (3.3)

which yields
/ST’(U(TC))U(dC) </¢(h(r4))0(dé), 0<r<L (3.4)
S S
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By another approximation argument (involving the approximation of symmetrization
by a sequence of polarizations with respect to suitable hyperplanes passing through the
origin [7]), (3.4) implies

/ B(u(r0))o(d) < / S(u(r)o(dl), 0<r<1. (3.5)
S S

Thus, (1.3) is proved.

(We note here that [7] treats the case of Steiner symmetrization, not the cap sym-
metrization that we use here. However, the arguments of [7, § 6] can be slightly modified
to prove the corresponding results for cap symmetrization.)

We prove now the equality statement of Theorem 1.1. If @ is affine, then the equality
holds in (3.3) for every « € B and therefore the equality holds in (3.4) for every r € (0,1).
Suppose there is no interval on which @ is affine.

Claim 3.1. The equality holds in (3.3) for some xz, € B\ II if and only if either
f(¢) = () for o-almost every ¢ € S or f(¢) = fH () for o-almost every ¢ € S.

Proof of Claim 3.1. If f(¢) = f7(¢) for o-almost every ¢ € S (or if f(¢) = f2(()
for o-almost every ¢ € S), then u(x) = h(z) in B (or u(z) = h(Z) in B) and (3.3) holds
with equality for every x € B. Suppose conversely that we have the equality in (3.3) for
some x, € B\ II. By (3.1), (3.2) and Lemma 2.1, either

u(z,) = h(z,) and  u(d,) = h(,)
u(zo) = h(Z,) and  u(Z,) = h(x,).

Suppose that u(z,) = h(z,) and u(&,) = h(Z,) and z, € B4. By (3.2), v < h in B,.
By the maximum principle, u = h in B, and, by the identity principle for harmonic
functions, u = h in B. In all other cases, we conclude similarly that either u(z) = h(x)
for every x € B or u(z) = h(&) for every z € B. By Fatou’s theorem for the Poisson
integrals (see, for example, [2, p. 135]), the limit of u(x) as x tends non-tangentially to
¢ € Sis f(¢) for o-almost every ¢ € S, and similarly for h. Hence, either f(¢) = f7(¢)
for o-almost every ¢ € S or f(¢) = f7({) for o-almost every ¢ € S. So Claim 3.1 is
proved. (Il

Suppose now that the equality holds in (1.3) for some r € (0,1). Suppose also that
f # goT on a set of positive o-measure for any orthogonal transformation. By a standard
result in the theory of symmetrization (see [7, Lemma 6.3] for the corresponding result
for Steiner symmetrization), there exists an (n— 1)-dimensional plane H passing through
the origin such that f(¢) # f2(¢) and f(¢) # fH(() for all ¢ € E C S with o(E) > 0.
Let h denote the harmonic extension of f# in B and let the hat denote reflection in H.
By Claim 3.1, for every x € B\ H,

D(u(z)) + @(u(z)) < &(h(z)) + P(h(Z)). (3.6)
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Therefore,

/ B(u(re))o(dC) < / B(h(rO))o(de), 0<r<1. (3.7)
S S

But the cap-symmetric decreasing rearrangement of f is again g. By (1.3),

/5 B(h(rC))o(dC) < / B(o(rO)o(dC), 0<r< 1. (3.8)

S

By (3.7) and (3.8),

/S S(u(r())o(d() < / S(h(r())o(dC), 0<r <1, (3.9)

S

which is a contradiction.

4. Proof of Theorem 1.2

Let #: (—1,1) — R be a convex function. Since u is bounded, there exists a function
f € L*™(S) such that u is the Poisson integral of f (see, for example, [2, Chapter 6]). Let
g be the cap-symmetric decreasing rearrangement of f, and let v be the Poisson integral
of g. By Theorem 1.1,

/Sé(u(rC))a(dC) < / D(v(r¢))o(d¢), 0<r<l. (4.1)

S

Consider the star functions v* and U* of v and U, respectively. These functions are
defined on the upper half D of the unit disc by the formulae

v*(rel?) = sup/ v(r¢)o(d()
E JE
and
U (re®) =sup [ U(Q)o(0),
E JE
where the supremum is taken over all sets E C S with o(F) = ¢(C(0)). The function v

is symmetric decreasing on each of the spheres S, 0 < r < 1; this fact can be proved
easily by an approximation argument and by inequality (2.3). Therefore (see [5, p. 246]),

v*(reie):/ v(r¢)o(d¢), 0<r<1,0<0<m.
c(6)
Similarly,

U*(re?) = /C(e) U(r¢)o(d¢), 0<r<1, 0<6<m.

Since v and U are harmonic functions in B and depend only on the spherical coordinates
r, 6 (and not on the rest of the spherical coordinates), a calculation (see [5, p. 247])
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shows that both v* and U* are L-harmonic functions. This means that Lv* =0 = LU™*,
where L is the elliptic partial differential operator (written in polar coordinates)

g L 0.0 +sin"*29g 19
“rtor\"  or 2 90 \sin" 2000 )

We shall prove that, for all z € D,

v*(2) < U*(2). (4.2)

We extend v* and U* to the closure D of D by taking limits as z tends to boundary points
of D. It is easy to see that the extended functions are both continuous on D. By the
fundamental result of the star function theory (see [3, Theorem A], [13, Theorem 1], [5,
Theorem 5]), to prove (4.2) it suffices to show that (4.2) holds for every z € 9D. We
distinguish four cases for the location of z € 9D.

Case 1. z lies on the interval (0,1).
Then v*(z) = U*(z) = 0.

Case 2. z lies on the interval (—1,0).
Then, by the mean-value theorem for harmonic functions,

v"(z) = /C a0 = /S o(rQ)o(d¢) = v(0) =0,

and similarly U*(z) = 0.

Case 3. z = e for some 6 € [0, 17].
Then

v (z) = /C 000 < /C J@0= [ FQ00 =ue),

Case 4. z = e for some 0 € (37, 7].
Then

o (z) = /C IGLOSES /S o 10700)

<- /S @) = /S PRI
- [ oo =ve)
c)

Therefore, (4.2) is proved. The inequality (4.2) implies that

/Sgﬁ(v(ro)o(dC) < / S(U(r¢))o(d¢), 0<r<1. (4.3)

S

This follows from a modification of [3, Proposition 3]. This proposition, in fact, has the
additional assumption that @ is increasing; however, this assumption is not necessary
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when the two functions (v(r-) and U(r+) in our case) have the same integral, which is the
case for the above application of the proposition.

Now (1.7) follows from (4.1) and (4.3).

We proceed to prove the statement of the equality. If @ is affine, then it follows from
the mean-value property that (1.7) holds with equality for every r € (0,1). Suppose
from now on that there is no interval on which @ is affine. If u = U o T for some
orthogonal transformation, then clearly (1.7) holds with equality for every r € (0,1).
Assume, conversely, that (1.7) holds with equality for some r, € (0,1), i.e.

/ B(u(ro())o(dC) = / B(U(ro0))or (dC). (4.4)
S S

Seeking a contradiction, suppose that g # F on a set of positive o-measure. Then there
exists a small § > 0 such that

ess sup{g(z): smr—d<f<ir}=ra<1
and
ess inf{g(z): ir <O < im+0} =58> -1

Recall that § € [0, 7] is the first angular spherical coordinate of . We set n = max{a, —5}
and note that n € [0,1). Consider the function ¢: S — R, which depends only on 6 and
is given by
1—mn, %77—5<9<%7r,
qg(z) =< n—1, %77<9< %774—(5,

0, elsewhere.

Let P[] denote the Poisson integral. By symmetry,
Plgl(z) =0, xzeBNII. (4.5)
So the maximum principle gives
Plgl(z) = =Plgl(2) >0, xe€By. (4.6)

The function P[g + ¢| satisfies the assumptions of Theorem 1.2, namely |Plg+¢]| < 1
and P[g + ¢](0) = 0. Hence,

/¢(P[9+q](T0C))0(dC) </¢(U(TOC))U(d<)~ (4.7)
S S

On the other hand, by (4.6), for x € B,

Plg +ql(z) + Plg + ¢|(2) = Plg

=v(z) + v(), (4.8)
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and, for x € By,

v(z) = Plgl(x) < Plgl(z) + Plgl(z) = Plg + g](x). (4.9)

Hence, Lemma 2.1 implies that, for z € B,

P(v(z)) + P(v(2)) < 2(Plg + ql(z)) + 2(Plg + ql(2)), (4.10)
and therefore
[ #0ra)etdc) < [ a(Plg+ drac)o(do). (a.11)
s S

By (4.1), (4.7) and (4.11),
/ B(u(ro0))o(dC) < / B(U(ro0))o (dC), (4.12)
S S

which contradicts (4.4). We conclude that g = F' o-a.e. on S, and therefore v = U in B.
By the equality statement of Theorem 1.1, there exists an orthogonal transformation 7'
such that f =goT = FoT o-a.e. on S. It follows that u =U o T in B.

5. Concluding remarks
Remark 5.1. Theorem 1.2 implies both inequalities (1.5) and (1.6). Indeed, by apply-
ing (1.7) with &(¢) = [t|?, 1 < p < 0o, we obtain

/ [u(rO)Po(dC) < / U Po(de), 0<r<1. (5.1)
S S
Letting p — oo, we get

< U =U(re)), 0<r<l1,
Iglgg\U(TOI lgleagI (r¢)l (re1) r

which is equivalent to (1.5). To prove (1.6), we use (5.1) for p = 2. By expanding u and
U in a series of homogeneous polynomials (see [2, pp. 24, 140]), we see that (5.1) for
p = 2 implies

| Vu(0)[*r? + cor* + c3r® 4+ - < ¢|VU(0)]?r? + Cor* + Car® + -+ - |

where ¢ > 0 and ¢;, Cj, j = 2,3,..., are real constants. By dividing by r? and letting
r — 0, we obtain (1.6).

Remark 5.2. We can replace the assumption «(0) = 0 in Theorem 1.2 by the weaker
assumption u(0) = ¢ for a fixed ¢ € (—1,1). Then the extremal function is the harmonic
extension U, of the function F, = xc,) — Xs\c(6.), Where 8. € (0,7) is chosen so
that U.(0) = ¢. The proof of this version of Theorem 1.2 is similar but more technical.
Analogous modifications of the inequalities (1.5) and (1.6) have been proved in [9] and [6].
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Remark 5.3. By a basic symmetrization inequality for harmonic measure [3,17], if
x € B and F is a Borel subset of S, then

w(—|zler, B*) < w(z, E) < w(|z|er, B*), (5.2)

where E* is the spherical cap centred at e; with o(E*) = o(E). It follows from (5.2) and
a discretization argument (as in the proof of Theorem 1.1) that if f € L!(S) and g is its
cap-symmetric decreasing rearrangement, then, for =,y € rB,

[PLfI(x) = PlfI(w)| < Plgl(rer) — Plgl(—re1) < P[F(rer) — PlF](=re1).  (5.3)

An immediate consequence of this inequality is the following diameter version of the
harmonic Schwarz lemma; see [8] and references therein for the corresponding result for
holomorphic functions.

Proposition. If u is a harmonic function in B and diam(u(B)) = 2, then
diam(u(rB)) < diam(U(rB)), 0<r <1. (5.4)

The equality holds in (5.4) for some r € (0,1) if and only if w = U o T + ¢ for some
orthogonal transformation T and some real constant c.

This easily extends to complex-valued harmonic functions. We do not give a detailed
account of this result because it can easily be obtained from the methods in [2, 6, 9],
which use only the properties of the Poisson integral.
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