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The knowledge engineering review
Notes for Contributors
Editorial policy
The Knowledge Engineering Review has been established to provide a general source of information and analysis in all areas 
relevant to research and development in knowledge based systems and applied artificial intelligence. The editors wish to encourage 
careful preparation of original papers analysing developments in the field. In particular we wish to see tutorial and survey articles, 
and commentary, criticism and debate. Primary research papers on specialised technical topics are unlikely to be appropriate but 
research papers on broad topics such as development methodology or general evaluations of tools and techniques, are of interest. 
Descriptions of specific projects or particular computer systems will be considered if their presentation draws out general issues 
in the design, implementation or impact of knowledge based systems. 

Submission of manuscripts
Contributions for publication should be submitted as PDF files in an email attachment to either Professor Simon Parsons, 
Department of Computer and Information Science, Brooklyn College, City University of New York (parsons@sci.brooklyn.cuny.
edu) or to Dr Peter McBurney, Department of Computer Science, University of Liverpool, UK (mcburney@liverpool.ac.uk). 
Submission implies that the manuscript has not been published previously, nor currently submitted for publication elsewhere. 
Upon acceptance of a manuscript, the author will be asked to transfer copyright to the publisher. 

All contributions, whether articles, correspondence or reviews, must be sent in electronic form. Authors are encouraged to provide 
the final version of the contribution in LaTeX, TeX, or Word format.

Authors using LaTeX should ideally use the KER LaTeX style file which can be obtained using anonymous FTP from the internet 
address ftp://ftp.cambridge.org/pub/texarchive/journals/latex/ker-cls. In case of difficulties obtaining these files, there is a 
help-line available via e-mail; please contact texline@cup.cam.ac.uk. Tables and figures should be embedded in the article in the usual
way, with figures in .eps form, which should be also supplied as separate files.

Contributions should follow the general style of papers in recent issues of The Knowledge Engineering Review. The author is 
invited to nominate up to five possible referees, who will not necessarily be used. 

Articles must be accompanied by a brief, informative rather than indicative, abstract. 

If you are not using the ker.cls file, then please adopt the following layout rules. Headings should be set out clearly but not 
underlined. Primary headings should be in lower case, at margin, with Arabic numeral; subheadings should be numbered 2.a., 2.b., etc., 
and tertiary headings, 2.a.1., 2.a.2. No cross-references should be given by page number, but ‘above’ and ‘below’ should be used 
with the section specified, e.g. Section 2.a.2. The SI system of units should be used. The author should mark in the margin of the 
manuscript where figures and tables may be inserted. References to points in larger works should, where possible, quote the page 
reference, e.g. Ager, 1981, p. 102. 

Tables should be typed with double-line spacing on sheets separate from the running text. Each table must have a caption that will 
make the data in the table intelligible without reference to the text. 

Illustrations should be drafted for reproduction as full page (148 mm) width. Originals should normally be drawn at twice final 
area and must be sent in a flat package; larger drawings may delay publication. Lettering should be of a size so that when reduces 
the smallest lower-case letters will not be less than about 1 mm. Avoid gross disparities in lettering size on a drawing. Duplicates 
of illustrations should be sent, and may be prints or, preferably, photocopies reduced to final size. Illustrations in the text, both 
line drawings and photographs for halftone reproductions, will be referred to as figures (Fig. 2, 2a, etc.). Folding plates will not 
be accepted. Figures composed of photographs should be glossy prints presented at publication scale. Figure captions must be 
typed with double-line spacing on sheets separate from the running text. 

The preferred graphics package is Freehand 5 but files from many others can be accepted. Please indicate clearly the file format 
(e.g. TIFF, EPS, DCS, Freehand etc), computer operating system and graphics software used for originating the artwork files. The 
typefaces used in electronic artwork supplied should be restricted to Monotype, Adobe and Bitstream font libraries. Illustrations 
should be supplied as EPS files and never as Postscript files, or as the native format files from the graphics package used. They 
should be accompanied by laser proofs with the name and version number of the graphics package used, and also the names of 
the fonts used. 

References
The accuracy of references is the responsibility of authors. References must be double-spaced and spelt out in full, e.g: 
Gale, W A, ed 1986. Artificial Intelligence and Statistics, Reading, Massachusetts: Addison-Wesley. 
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Unpublished work should normally be referred to in the text parentheses as, for example, ‘private communication’ or ‘unpub. 
Ph.D. thesis, Univ. London, 1988’, and not included in the reference list unless in the press. 

Proof Reading:
Typographical or factual errors only may be changed at proof stage. The publisher reserves the right to charge authors for 
correction of non-typographical errors. No page charge is made.

Offprints:
No paper offprints are provided, but the corresponding author will be sent the pdf of the published article. Print offprints may 
be purchased at extra cost at proof stage.
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Networks, Crowds, 
and Markets
Reasoning About a Highly 
Connected World

DAVID EASLEY

JON KLEINBERG

“In this remarkable book, David Easley 
and Jon Kleinberg bring all the tools of  
computer science, economics, and sociology 
to bear on one of  the great scientifi c 
challenges of  our time: understanding 
the structure, function, and dynamics of  
networks in society. Clearly written and 
covering an impressive range of  topics, 
“Networks, Crowds, and Markets” is the 
ideal starting point for any student aspiring 
to learn the fundamentals of  the emerging 
fi eld of  network science.”

–Duncan Watts, Principal Research 
Scientist, Yahoo! Research, and 
author of Six Degrees: The Science of  
A Connected Age

$50.00: Hb: 978-0-521-19533-1: 800 pp.

Data Management for 
Multimedia Retrieval
K. SELÇUK CANDAN 
MARIA LUISA SAPINO

“This text book is a complete and excellent 
treatment of  multimedia information 
retrieval and data management. It handles 
the entire spectrum by providing the 
basic theory needed and then gradually 
introduces the advanced techniques needed 
to tackle the complex issues in multimedia 
content retrieval.”

–B. Prabhakaran, 
University of Texas at Dallas

$85.00: Hb: 978-0-521-88739-7: 512 pp.

Artifi cial Intelligence
Foundations of 
Computational Agents

DAVID L. POOLE 
ALAN K. MACKWORTH

“David Poole and Alan Mackworth 
demonstrate that technical precision, 
conciseness, and readability can co-
exist successfully.  Their new textbook, 
Artifi cial Intelligence: Foundations 
of  Computational Agents, is a modern 
and coherent introduction to the fi eld of  
Artifi cial Intelligence that uses rational 
computational agents and Horn clause 
logic as unifying threads in this vast fi eld.  
Many fully worked out examples, a good 
collection of  paper-and-pencil exercises at 
various levels of  diffi culty, programming 
assignments based on the custom-
designed declarative AILog language, 
and well-integrated online support 
through the AISpace applets complement 
the presentation.  If  you want to learn 
this subject and are willing to explore 
the technical foundations of  Artifi cial 
Intelligence in depth, I can think of  no 
better introduction.  If  you plan to teach a 
course in Artifi cial Intelligence at the upper-
division undergraduate level or beyond, 
you must give serious consideration to this 
thoroughly enjoyable book.” 

–Professor Marco Valtorta, 
University of South Carolina

$90.00: Hb: 978-0-521-51900-7: 688 pp.

Grammatical Inference
Learning Automata 
and Grammars

COLIN DE LA HIGUERA

$75.00: Hb: 978-0-521-76316-5: 432 pp.

Statistical Machine 
Translation
PHILIPP KOEHN

“Philipp Koehn has provided the fi rst 
comprehensive text for this rapidly growing 
fi eld of  statistical machine translation. This 
book is an invaluable resource for students, 
researcher, and software developers, 
providing a lucid and detailed presentation 
of  all the important ideas needed to 
understand or create a state-of-the-art 
statistical machine translation system.”

–Robert C. Moore, 
Microsoft Research

$60.00: Hb: 978-0-521-87415-1: 446 pp.

Managing Knowledge 
Networks
J. DAVID JOHNSON

“David Johnson’s book presents a 
comprehensive examination of  how 
information and communication networks 
have evolved overtime in personal, work, 
and broader environmental settings. What 
is unique about this book is that it taps into 
and synthesizes years of  important research 
in communication network analysis and 
applies it to current day thinking and 
problems. This book is a must-read for any 
one interested in studying networks.”

–Alex M. Susskind, 
Cornell University

$120.00: Hb: 978-0-521-51454-5: 384 pp.
$50.00: Pb: 978-0-521-73552-0

https://doi.org/10.1017/S0269888910000147 Published online by Cambridge University Press

https://doi.org/10.1017/S0269888910000147


Introducing the first textbook  
to present cognitive science  
as a discipline in its own right

An Introduction to the Science
of the Mind

José Luis Bermúdez

This exciting textbook introduces students to the dynamic

area of cognitive science – the scientific study of the

mind and cognition. Organized thematically instead of by 

discipline, this is the first textbook to present aa unified

view of cognitive science.

Features:

Lively, full colour presentation with overviews, examples,

illustrations, exercises, summaries and checklists to aid learning and

help students to find and retain information for papers and exams

Students are introduced to the cognitive scientist’s “toolkit” – the vast range

of techniques and tools that cognitive scientists can use to study the mind

Draws on cutting-edge research and new developments to explore both the

achievements that cognitive scientists have made, and the challenges that lie ahead

An accompanying website provides sample syllabuses, PowerPoint slides, and links

to supplementary material

“The text is engaging, well-crafted for an undergraduate audience, and is sure to inspire a generation of students”

Michael Spivey, University of California, Merced

“This book’s breadth and depth of coverage is truly impressive. Bermudez explicates the science of the mind in a

sophisticated yet understandable fashion, from its traditional roots in symbol processing to exciting new advances

in dynamic, embodied, and situated cognition.” Rob Goldstone, Professor of Psychology and Director,

Cognitive Science Program, Indiana University

Find out more and order your inspection copy today:

www.cambridge.org/bermudez

August 2010
978-0-521-70837-1 | PB
978-0-521-88200-2 | HB
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