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Abstract

Engineering design requires humans to make complex, multi-objective decisions involving
trade-offs where it is challenging to identify the best solution. Al-embedded computational
support tools are increasingly used to aid in such scenarios, enhancing the design decision-
making process. However, over- or under-reliance on imperfect “blackbox” models may prevent
optimal outcomes. To investigate Al-assisted decision-making in engineering design, two
complementary experiments (N = 90) were conducted. Participants chose between pairs of
aircraft jet engine brackets and were tasked with selecting the better design based on two
(Experiment 1) or three (Experiment 2) competing objectives. Participants received simulated
AT suggestions, which correctly suggested a better design, incorrectly suggested a worse design,
or arbitrarily suggested an approximately equivalent design. At times, these suggestions were
accompanied by an example-based explanation. Results demonstrate that participants follow
suggestions less than expected when the model can objectively determine the better-performing
alternative, often underutilizing the model’s advice to their detriment. When the “better” choice
is uncertain, the tendency to follow an arbitrary suggestion differs, with overutilization occurring
only in the bi-objective case. There is no evidence that providing an explanation of the model’s
suggestion impacts decision-making. The results provide valuable insights into how engineering
designers’ multi-objective decisions may be affected — positively, negatively, or not at all — by
computational tools meant to assist them.

Introduction

The implementation of Al-assisted decision-making across a variety of contexts has revealed
several overarching challenges such as finding conditions that enable complementarity, assessing
reliance strategies, and providing the right amount of transparency (Steyvers and Kumar, 2023).
Decision-making in engineering design, like many expertise-driven professions, requires the
consideration of many tradeoffs, adding complexity to collaborative human—AI interactions. In
particular, questions remain about the influence of a model’s output on decision scenarios where
there is no clearly defined “right” or “wrong” answer, or when there is uncertainty (Shahinur
etal., 2017). There is evidence that in uncertain domains (where uncertainty cannot be resolved
until the event has taken place), people, and particularly experts, prefer to use human judgment
even when assisted by algorithms that can outperform them (Dietvorst and Bharti, 2020).
Engineering design can be considered such a domain because uncertainty often cannot be
resolved until after costly testing or deployment procedures.

A typical engineering design process consists of several stages, such as planning, concept
development, detail design, testing, and refinement. At each stage, humans must make numerous
decisions related to the design (Eppinger and Ulrich, 1995). The engineer often utilizes several
methods and sources of information, including objective measures obtained from controlled
testing or “rule of thumb” heuristics from experience, to make these decisions. Additionally,
engineers have the increasing ability to augment their design process using computational
methods and machine learning models (Egan and Cagan, 2016). For instance, models can be
used to synthesize general concepts according to text descriptions, turning ideas into reality
(OpenAlL 2021; Poole et al.,, 2022), or to automate the evaluation of early-stage design concepts
for novelty (Camburn et al., 2020). Models can also be used to synthesize designs that meet
specific engineering requirements, such as airfoils with particular lift-to-drag ratios (Chen and
Ahmed, 2021) or part interdependencies (Chen and Fuge, 2019). Data-driven surrogate models
can then allow engineers to simulate their designs more efficiently and enable design optimiza-
tion across these numerous options for the testing and refinement phase (Wang and Shan, 2006).
Intelligent assistants have even been developed to augment engineers across multiple phases of
complex system design (Bang et al., 2018). While computational models for design generation or
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evaluation can assist decision-making, engineers will typically
make the final choices on how to utilize the model outputs for
design activities.

The assistance of computational models and interfaces may
benefit engineers in making difficult design decisions or navigating
an expansive design space. However, enabling overall improvement
in outcomes through Al-assisted decision-making relies on the
ability to calibrate human trust in assistive systems (Zhang et al.,
2020). Therefore, it is important to investigate what happens when
these models are incorrect or when their outputs fail to adequately
align with users’ intentions. There can be significant financial or
safety-related costs to the outcomes (i.e., final designs) if subopti-
mal decisions are made during the design process. These poor
decisions might stem from erroneous judgments or actions on
the human side (Tehranchi et al., 2023), erroneous information
provided by any computational tool that is used, or a combination
of both (Chong et al., 2022). Engineering designers can use their
domain expertise to recognize errors in computational output at the
cost of diminishing trust in the systems.

To investigate the behavioral impact of Al in such challenging
decision contexts, a series of experiments were conducted where
participants (engineers) were asked to select an optimal design
while trading off between multiple objectives. During decision-
making, participants were provided with imperfect Al assistance,
in the form of a suggested solution from a simulated model, along
with information to make their own judgments.

We aimed to address the following research questions:

1. What is the impact of a model’s suggestions on multi-criteria
decision-making:
(a) when the decision is objective (i.e., there is a right answer)?
(b) when the decision is subjective (i.e., there is no right or

wrong answer)?

2. How does increasing the number of decision criteria impact
suggestion acceptance?

3. How does example-based explainability impact suggestion
acceptance?

The results provide insights into decision-making behavior and
performance during human-machine collaboration for an uncer-
tain, multi-objective task in engineering design.

Related work

Human trust in automation and acceptance of algorithmic or Al
advice

A survey on studies of human interactions with technology reveals
that a variety of human factors, such as trust, mental workload, and
automation accuracy, affect whether automation (defined in this
case as a machine agent carrying out a previously human function)
is used by a human or not (Parasuraman and Riley, 1997). Trust can
be divided into beliefs or behavior, the latter of which is often
referred to as reliance. While trust beliefs are often related to
person-specific factors like prior experiences, trust behavior is often
related to the specific task (Kahr et al., 2024). Humans can exhibit
both overreliance and underutilization of automation, influenced
by different combinations of these factors. Overreliance can be
caused by using automation as a decision heuristic, a possibility
for experts and non-experts alike. Underutilization, on the other
hand, is often a result of a lack of trust from the human side
(Parasuraman and Riley, 1997). Prior work frames the lack of
proper reliance on “machine advice” as two conflicting human
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biases: algorithmic appreciation and algorithmic aversion. Algo-
rithmic appreciation refers to humans preferring assistance from an
algorithm over another human (Logg et al., 2019), while algorith-
mic aversion refers to resistance to accepting recommendations
from algorithms (even if they may outperform humans) (Dietvorst
et al,, 2015). Experimental results relating to algorithmic appreci-
ation vs. algorithmic aversion are inconsistent, with empirical
evidence for some tasks supporting algorithmic appreciation and
others indicating algorithmic aversion (Dietvorst et al., 2015; Logg
et al., 2019; Dietvorst and Bharti, 2020; Kumar et al., 2021). Prior
work has found that appreciation of algorithmic advice reduces
when people choose between the algorithm and their own judgment
and when they have domain expertise. Notably, in forecasting
experiments, experts exhibit reduced accuracy compared to non-
experts due to their discounting of algorithmic advice (Logg et al.,
2019). Supporting algorithmic aversion, evidence shows that people
are likely to disregard suggestions after observing a mistake, even if
the algorithmic results outperform human decisions on average
(Dietvorst et al., 2015).

Additionally, studies have revealed that providing people with
just the right amount of information can improve trust (Kizilcec,
2016) and perceptions of a model (Cai et al., 2019). Particularly in
the engineering field, humans may be more inclined to integrate AI
suggestions into their work if they know how those suggestions
were generated (Naser, 2021). However, explaining the inner
workings of a complex model at prediction time is a difficult
task. Some studies of explainable Al methods reveal that explain-
ability correlates with trust, accuracy, social competence, and
performance (Leichtmann et al., 2023; Silva et al., 2023), but
others indicate that explanations can also impair outcomes or
depend on highly accurate models to be impactful (Papenmeier
et al., 2022; Westphal et al., 2023; Kahr et al., 2024). Perceived
explainability also varies across different methods, with simpler
approaches like language-based and case-based explanations
being perceived as more explainable than methods like probabil-
ity scores (Silva et al., 2023). Case-based decision support, where
related examples are shown in conjunction with a model’s pre-
diction based on similarity, is an approach towards better align-
ing automation with humans when the final decision lies with the
human decision-maker (Liu et al., 2022). Because it may be
difficult to generate language-based explanations for compli-
cated engineering contexts (e.g., explaining the mechanism of a
surrogate model for structural simulation), this study explores
example-based explanations to investigate the potential influence
of model explainability on decision-making.

Human-computer collaboration in engineering design

The vision for human-computer collaboration in engineering
design has been to take advantage of engineers’ ability to formalize
problems while overcoming the cognitive limitations of considering
many variables (Egan and Cagan, 2016; Viros-i-Martin and Selva,
2021). Models and algorithms that account for multi-objective
decision-making are particularly useful in addressing the complex-
ity of engineering design problems (Deb, 2014). Prior work finds
that bringing humans in the loop during multi-objective optimiza-
tion, using a decision-making paradigm called trade space explor-
ation or through an interactive algorithm, helps the search for
optimal solutions in the face of complex design considerations
(Simpson et al., 2011; Souaille et al., 2022). A study of side-by-
side human-robot trade space exploration for system design finds
that collaboration leads to better designs than solo efforts. However,
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downsides arise when humans become aware of and frustrated by
the limitations of the agent and its suggestions (Law et al., 2018).

The impact of algorithmic or Al advice for design has also been
examined through tasks such as drone or truss structure design. In
the case of drone design, Al assistance impacts the overall quality of
an individual’s final design submissions over several objectives.
Design quality is higher when participants (both self-reported
experts and non-experts) are provided with Al assistance compared
to when they design alone (Song et al., 2022). Beyond individual
designers, Al assistance has also been shown to impact design teams
in the case of truss design. Experimental results find that Al
assistance appears to hurt the performance of high-performing
teams (Zhang et al., 2021). These studies demonstrate the potential
for human-AI collaboration in engineering design by measuring
differences in performance when participants either have or lack
access to Al assistance (Law et al., 2018; Zhang et al., 2021; Song
et al,, 2022). However, performance improvements might only be
realized if people are willing to accept helpful AI assistance when it
is provided, as well as able to recognize erroneous Al assistance. The
tasks in engineering design studies tend to be more open-ended
compared to the tasks in many studies on acceptance of algorithmic
advice, which have a ground truth for comparison. The study
conducted here introduces some of the open-endedness typical of
design by investigating multi-objective decisions while maintaining
a similar structure to previous studies on algorithmic appreciation
and aversion by utilizing repeated decision-making trials.

Methods overview

Two stages of human subjects studies were conducted to explore the
impact of model output on decision-making. The studies each
consisted of a task, where participants made repeated decisions,
and a post-task survey, where participants answered questions
related to the task and themselves. The common structure of these
studies is outlined in this section, while study-specific differences
are addressed in the “Experiment 1: Two Objective Tradeoff” and
“Experiment 2: Three Objective Tradeoff” sections. The first study
was conducted in August 2021, and the second study was con-
ducted in November 2023.

Task

The context for both experiments was the redesign of a jet engine
bracket for additive manufacturing. The task was based on the real
design challenge hosted by General Electric on GrabCAD, where
engineers had to assess a weight vs. strength tradeoff and submit
optimized bracket designs, which were then evaluated using finite
element analysis." A dataset of these designs, their properties, and
their performance was made publicly available, and a subset was
used as the stimulus set for this study (Whalen et al., 2021). For both
experiments, participants in our studies were asked to weigh several
performance requirements (two or three depending on the experi-
ment) for a set of design decisions. The context and instructions
provided to participants are included below:

 Background: “Loading brackets play a critical role on jet engines.
They must support the weight of the engine during handling
without breaking or warping. The brackets may be used only
periodically, but they stay on the engine at all times, including
during flight.”

"https://grabcad.com/challenges/ge-jet-engine-bracket-challenge
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« Instructions: “In this task, you will have to weigh the tradeoff
between [three] performance requirements: strength and
deformation vs. size and weight [vs. manufacturing time], for a
series of design options that optimize the bracket. The bracket
will be additively manufactured.”

+ Load Conditions (with an accompanying figure from the ori-
ginal challenge'): “To simulate engine transport and maximum
load carrying capacity, the part has been subjected to the dis-
played individual load conditions.”

Participants were then introduced to the information that would
be available to help them make their decisions during the task:

 Designs: 3D models of the designs that could be inspected
through rotation and zoom

« Response to load: Visualizations of the displacement field from
simulation under worst-case loading

« Objective Values: Graphs showing the design’s mass, maxi-
mum displacement across any of the loading conditions, and
(Experiment 2 only) manufacturing time via metal 3D printing

o Model Assistance: The model’s suggestion for the better design
choice (“You will receive help from the results of an optimization
model trained on many designs. The best answer will be sug-
gested based on the model results, though they may not always be
right.”)

« Explanation (Experiment 2b only): An example-based explan-
ation of the suggestion (“To help understand why the model is
suggesting a particular design, you will also be shown an example
of a similar design that would be suggested.”)

The “model” was simulated and the actual mechanism for deter-
mining the suggestion is explained in the “Dataset” section. This
model could be erroneous, determined by whether it correctly
suggested a better design according to the multi-objective criteria.
Finally, before proceeding to the main set of trials, the participants
completed practice to become familiar with the interface and task.
Directly after the set of practice trials, they were given feedback on
how many times they selected the optimal design during practice
(e.g., “You selected the more optimal design 3/4 times”), but no
information about which specific trials they answered correctly.

Dataset

There were 381 bracket designs in the dataset, representing the
global design space explored during the GrabCAD challenge. Each
design had an associated mass, maximum displacement
(determined across the four loading conditions in the original
challenge), and category (determined qualitatively in the dataset
(Whalen et al., 2021)). Additionally, manufacturing time via metal
3D printing was estimated for each design using the Markforged
Eiger software.” Bracket designs were ranked based on the concept
of Pareto optimality with two or three equally weighted objectives,
using non-dominated sorting (Srinivas and Deb, 1994). The Pareto
frontier refers to where no individual criterion can be made better
without making another criterion worse. Therefore, to classify the
multi-objective performance of each design via non-dominated
sorting, the Pareto optimal set was calculated iteratively across
the designs: (1) the Pareto optimal set (designs on the Pareto
frontier using the relevant criteria) was found across the full set
of designs, (2) that optimal set was removed, (3) the Pareto optimal
set was calculated again for the rest of the designs, and (4) the

2https://www.eiger.io
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Figure 1. Non-dominated sorting, an iterative process of calculating rankings based on Pareto optimality, was used to quantify comparisons between pairs of designs based on

multi-objective criteria. Iteration 0 refers to the globally optimal set of designs.

process was repeated until each design was in one of the sets. The
results of this process are visualized for two objectives and three
objectives in Figure 1, where the lower (i.e., earlier) iterations
indicate the more globally optimal designs as opposed to the higher
(i.e., later) iterations. Using two objectives, this procedure resulted
in 21 sets with a median of 19 designs per set (range: [1, 38]). Using
three objectives resulted in 11 sets with a median of 27 designs
per set (range: [1, 88]). This method provided a quantification of
designs that were “better,” “worse,” or “similar” in performance,
considering all objectives. The rankings were used to quantify
which design was suggested to the participants as the model’s
suggestion.

This simulated model was intended to emulate data-driven
models, which make use of large amounts of data that humans
cannot synthesize on their own. In this experiment, participants
could only access a local set of designs (the two designs they decided
between), while the simulated model assessed which design was
better based on the global set (all the designs that were submitted as
solutions in the challenge). The non-dominated sorting calculation
was based only on designs that were explored during the original
challenge, excluding any potentially better (but unknown) designs
left unexplored. Real data-driven models share this limitation, as
they may struggle to reach new areas of a design space. While there
was no fuzzing factor used to rank the design alternatives and
subsequently classify trials and their suggestion type (ie., the
experimental design conditions), the Appendix contains a post-
hoc analysis of the impact of conducting the ranking procedure
with a fuzzing factor (i.e., a fuzzy Pareto front in each iteration).

Table 1. Experiments conducted and the number of participants in each

Experiment (between subjects) — decision

parameters and explainability N
Experiment 1: Two objectives 33
Experiment 2a: Three objectives 28
Experiment 2b: Three objectives + explanation 29
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Experiments

Table 1 outlines the different behavioral experiments conducted.
The first experiment focused on the two objectives, weight
vs. strength, originally emphasized in the challenge. However, we
hypothesized that increasing the number of objectives increases the
complexity of the task and may impact reliance on suggestions.
Therefore, a second experiment was conducted with the addition of
a third objective, manufacturing time, and an additional between-
subjects manipulation to supplement the decision with an example-
based explanation. Data collection for these experiments was IRB-
approved and participants in all experiments were compensated
$10 for their time ($20/hr). To be eligible for any part of the study,
participants indicated that they were over the age of 18 and had
taken at least one university course in structural/solid mechanics.

Experimental design

Each experiment (1, 2a, and 2b) had one manipulation, which was
the correctness of the model’s suggestion, as shown in Table 2. The
model’s suggestion could be correct (suggesting the better design),
incorrect (suggesting the worse design), or equivalent (both designs
are considered optimal and a random one is suggested). Partici-
pants in each experiment were exposed to all conditions (suggestion
types) with the 30 total trials shuffled pseudo-randomly. A prior
study shows high initial confidence in Al among engineering
designers, which rapidly decreases with exposure to a 20% accurate
Al agent, but stays stable with an 80% accurate Al agent (Chong
etal., 2022). Therefore, in this study, the accuracy of the model was
set to 71% (only counting trials where there is a “ground truth” for
the better design), with only 20% of the total trials being completely
incorrect. An increased level of accuracy means that fewer trials are
presented for the incorrect condition compared to the correct and
equivalent conditions. However, sufficiently high accuracy ensures
that participants do not immediately lose trust in the suggestions
due to a poorly performing model, reducing changes in trust across
trials over time. Constraints on the task length and the number of
suitable stimuli limited the number of trials conducted for each
participant to 30. Every participant had the same four practice trials
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Table 2. Conditions and trials in each experiment

# of
Condition (within subjects) — suggestion type trials %
Correct suggestion: the suggested design was optimal in 15 50
an earlier iteration
Equivalent suggestion: both designs were considered 9 30
optimal in the same iteration
Incorrect suggestion: the suggested design was optimal 6 20

in a later iteration

prior to the main task, containing only correct and incorrect
suggestions with similar accuracy to the remaining trials (75%).
This approach was intentional, allowing participants to develop an
intuition for the approximate model accuracy before starting the
main task. Participants were given feedback on how many times
they selected the optimal design during practice (e.g., three out of
four times), but no information about which trials they answered
correctly or the true model accuracy that was specified (71%).
Additionally, participants were required to have a basic level of
expertise (understanding of the performance criteria), limiting the
pool to those who had an engineering background, at minimum
having taken a structural/solid mechanics course to ensure under-
standing of the strength criterion.

Stimuli

The stimulus sets were selected so that their multi-objective prop-
erties would represent the global space (shown in Figure 1) of
designs. A total of 60 bracket designs (two designs per trial for
30 trials, shown in Figures 3 and 8) were presented to participants
for the main block of each experiment, with an additional eight for
four practice trials and one for the instructions. None of the stimuli
were repeated within an experiment and the trials (i.e., the stimulus
pairs) were presented in a randomized order to each participant
during the task to account for ordering effects.

To mitigate potential confounds, several properties were bal-
anced within the stimulus sets, ensuring that each condition con-
tained stimuli with similar characteristics. First, the degree of
domination between designs (i.e., the difference between iterations
when each was considered optimal) was balanced (except for the
equivalent condition, where the iteration was the same) resulting in
trials both close and far apart in the multi-objective space. The
designs had to be atleast 4 iterations apart to avoid cases where they
would be too similar to feasibly compare. Next, the difference
between the performance values of each design pair was balanced,
as this represents the primary information expected to guide
decision-making. In particular, the displacement delta was bal-
anced so that each condition contained approximately the same
number of trials with smaller or larger differences in stiffness. Each
design in the dataset was associated with a category label (block, flat,
arch, beam, and butterfly), referring to the rough general shapes of
the brackets. These labels were used to ensure that designs in each
stimulus pair were matched and categories were balanced across
conditions. Despite the careful selection of the stimulus set, some
factors could not be fully accounted for due to the visual diversity of
designs in the dataset, the qualitative nature of category labels, and
the uneven distribution of designs across categories. Since the
procedure was repeated for the three-objective tradeoff after the
completion of the first experiment, we attempted to maintain
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similar stimuli properties between Experiments 1 and 2. Experi-
ments 2a and 2b consisted of the same stimuli, with 2b containing
an additional 30 unique designs that were presented as the example-
based explanation for each trial.

Interface

The task was deployed online and participants were directed to a
Google Forms survey after completion. The data from the task was
collected through a custom online interface developed in Unity
(using the Unity Experiment Framework (Brookes et al., 2020)) and
sent to a database in Amazon Web Services. Since the two design
alternatives were presented side-by-side, a counterbalancing factor
was included within each suggestion type to account for whether the
suggested design was on the right or left. There were slight modi-
fications to the interface to incorporate the additional complexity of
Experiment 2, explained in more detail in the “Interface”
section within the “Experiment 2: Three Objective Tradeoff” sec-
tion.

Survey

Participants completed a survey after the task and were asked
questions about the perceived accuracy of the model, the informa-
tion used to make their decisions, and the strategy used during the
task. They also indicated their knowledge about the task domain
and their experience in engineering or design. Knowledge of the
relevant topics was rated from 1 to 7 [“Rate your knowledge of
structural/solid mechanics (e.g., 4, taken 1 course)” and “Rate your
knowledge of multi-objective optimization models (e.g., 4, familiar
with multi-objective optimization models)”]. Participants in the
group provided with an example-based explanation were given
additional questions regarding their use and interpretation of these
examples.

Experiment 1: two objective tradeoff

The first experiment involved participants making pairwise deci-
sions utilizing a tradeoff of two objectives: mass and maximum
displacement.

Methods

Participants

Data was collected from 33 participants recruited from a univer-
sity’s design, mechanical engineering, and materials science
engineering departments. Participants ranged from 19 to 31 years
old (M = 22.5, SD = 3.0). 21 participants were men, 10 were
women, and 2 were non-binary. There were 17 undergraduate
students, 13 graduate students (PhD and masters), 2 working
professionals, and 1 recent graduate. 25 participants indicated
that they had 0—4 years of engineering/design experience, while
8 indicated that they had 5-9 years of engineering/design experi-
ence. Their self-reported knowledge of structural mechanics
ranged from 2 to 7 (median = 5) and their knowledge of multi-
objective optimization ranged from 1 to 7 (median = 3).

Interface

The original interface was designed to provide participants with
information to make their own decisions, as well as indicate which
option the model would suggest. Figure 2 shows the interface and
the types of information available, including a rotatable 3D object.
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Figure 2. Participants were instructed to select designs using the interface shown.
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Figure 3. Performance values of bracket stimuli in each condition.

Stimuli

The stimuli seen by each participant were selected to represent the
design space available in the dataset, considering the two objectives
of mass and maximum displacement. The performance values
across each objective for the stimuli in each condition are shown
in Figure 3 compared to full design space.

Results

Data was collected about the designs selected by the participants as
well as the time spent on each trial. Prior to analyzing the data from
the first experiment, four trials (of 990 trials total, not including
practice trials) were removed because the response time was not
greater than 500 milliseconds. This threshold is above the time
required to consciously recognize and respond to a visual stimulus
and was chosen prior to data analysis (Grill-Spector and Kanwisher,
2005).

The effect of model error on suggestion acceptance and
performance

The trials were analyzed to investigate how the simulated model’s
suggestion of a better or worse-performing design solution impacted
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participants’ decision-making. Thus, only conditions with a ground
truth (“correct” and “incorrect”) were included in these analyses.
Figure 4 shows the proportion of participants’ decisions that aligned
with the provided suggestions (median = 0.57). The proportion of
decisions that was expected to align with the suggestions, if the
participant and the simulated model agreed completely, was 71%,
the actual proportion of correct suggestions. A non-parametric
Wilcoxon signed-rank test was conducted as the data violated the
assumption of normality, showing a significant difference between
the hypothesized value and the observations (W = 24.0, p < 0.001).
When the performance of the two alternatives differed, participants’
selection of the suggested design was lower than expected. The
participants’ performance was also quantified by participant accur-
acy, the proportion of the time the better-performing design was
selected (the same design as the model’s suggestion in the correct
condition and the non-suggested design in the incorrect condition).
The median overall participant accuracy was 0.76 and participant
accuracy was higher when given the incorrect suggestion (median =
0.83) vs. the correct suggestion (median = 0.73). A Wilcoxon signed-
rank test was conducted, indicating that there was a significant
difference in the participant accuracy (i.e., participants’” likelihood
to accurately ignore a bad suggestion compared to accurately use a
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Figure 4. Probability of selecting the suggested design across all participants (median = 0.57) vs. the expected proportion (0.71) (W = 24.0, p < 0.001).

good suggestion) across the incorrect and correct conditions (W =
152.0, p = 0.02).

The effect of suggestions in uncertain scenarios

The equivalent condition was analyzed to investigate how sugges-
tions impacted participants’ decision-making when both options
were similar in overall multi-objective performance. These design
pairs were ranked optimal in the same iteration, but differed in
values along each objective (e.g., high mass and low displacement
vs. low mass and high displacement). Figure 5 shows the proportion
of selections that aligned with the model’s suggestions for each
participant (median = 0.78). Considering that the suggestion in this
condition was arbitrarily left or right, it was expected that the
participants’ design selections would align with the model’s sug-
gestions 50% of the time. However, a Wilcoxon signed-rank test
shows a significant difference in participants’ proportional selec-
tion of the suggested design compared to the expected value in this

experiment (W = 5.0, p < 0.001). When both design options were
close in performance, but involved a bi-objective tradeoff, partici-
pants chose the model’s suggestion more frequently than chance
alone. A Pearson correlation indicates a moderate positive correl-
ation between the proportion of a participant’s selections aligned
with the model’s suggestion (in the equivalent condition) and the
participant’s accuracy (r, = 0.36, p = 0.04). Participant accuracy
(incorrect and correct conditions only) tended to be higher for
those who followed the model’s suggestion even when both choices
were valid as the “better” design (the equivalent condition).

Trial-by-trial design properties and implications on
decision-making

To qualitatively examine if specific properties (i.e., the mass or
displacement) of the designs affected suggestion selection in a way
that may explain the findings, a follow-up analysis was also con-
ducted by considering each trial separately and aggregating across

Condition @ equivalent
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Figure 5. The proportion of trials in the equivalent condition where participants chose what the model suggested (median = 0.78) vs. the expected proportion (0.50) (W = 5.0,

p <0.001).
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Figure 6. The difference in stimuli properties along each objective (a positive value indicates a higher value for the suggested design): (a) for all conditions and (b) as a visualized

interpolation for the “equivalent” condition only.

participants. Each trial was then examined by condition and the
difference in properties between its suggested and non-suggested
design. Differences across the correct trials for Experiment 1 (shown
in Figure 6a) implied that the group (and not just individuals) made
some decisions with an implicit weighting of criteria. If the sug-
gested design had a higher deformation but the tradeoff for lower
mass was not subjectively enough, the suggestion was followed less
often (though the mass tradeoff for those trials was considered
“enough” by the optimization procedure).

Yet preferential weighting of criteria was not necessarily applied
in the equivalent condition. The preferential weighting of the
deformation objective might lead participants to select the sug-
gested design only if its deformation was lower in this condition
(a negative difference). However, this was not the case. Even in trials
where the deformation was higher for the suggested design, most of
the participants selected the suggestion, as shown in Figure 6a.
Looking only at the equivalent condition, Figure 6b demonstrates
that lower suggestion selection in this condition was unlikely
because of dependence on one objective over another. Instead,
when the differences between both of the properties were close to
zero, the decision was arbitrary and the suggested design was
selected by closer to 50% of the participants. The percentage of
participants selecting the suggested design was much higher when
the designs were similar, but the tradeoff was not as easy to assess
(larger differences in mass and displacement).

Experiment 2: three objective tradeoff

The second experiment involved participants making pairwise
decisions utilizing a tradeoff of three objectives: mass, maximum
displacement, and manufacturing time, with half of the participants
having additional information in the form of an example-based
explanation.

Methods

Participants

Data was collected from 57 participants recruited from a univer-
sity’s design, mechanical engineering, and materials science engin-
eering departments. Participants ranged from 18 to 36 years old
(M = 23.0, SD = 3.4). 34 participants were men, 17 were women,
1 was non-binary, and 5 preferred not to say. There were 23 under-
graduate students, 29 graduate students (PhD and masters), 3 work-
ing professionals, and 2 who preferred not to say. 43 participants
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indicated that they had 0—4 years, 12 indicated that they had 5-9
years, and 2 indicated that they had 10+ years of engineering/design
experience. Their self-reported knowledge of structural mechanics
ranged from 2 to 7 (median = 5) and their knowledge of multi-
objective optimization ranged from 1 to 7 (median = 4).

Interface

The interface was modified slightly from Experiment 1 to indicate
that three objectives should be considered. Notably, in both Experi-
ment 2a and 2b, the graph was updated to include a third axis
indicating manufacturing time. In Experiment 2b only, an add-
itional 3D model was included that was explained as “an example of
a similar design that was considered to determine the suggestion.”
This 3D model could be clicked to show and hide an additional
performance graph for the example. Figure 7 shows the modified
interface for Experiment 2b and the types of information available.

Stimuli

The stimuli seen by each participant for Experiment 2 were selected
to represent the design space available in the dataset, using the three
objectives of mass, maximum displacement, and print time, while
maintaining similar coverage to the stimuli in Experiment 1. The
performance values across each objective for the stimuli in each
condition are shown in Figure 8.

Examples

Case-based reasoning is often used as an explanation method for
classification models. The simulated model was treated like a
classification model (suggesting a design as better vs. worse), where
the equivalent condition was on the decision boundary. In Experi-
ment 2b, an example of an alternative design the model would have
suggested was provided to help explain the model’s suggestion for
the trial. The examples were randomized with respect to their
specific properties (e.g., visual, mass, displacement, or manufactur-
ing time) but were ranked equivalently to the suggested design
(Pareto optimal in the same iteration). The example, along with
its associated functional quantities (on a graph), was presented to
provide participants with insights into the classification process
(non-dominated sorting) without having to explicitly describe it, as
the description may not be possible for more complex models. The
aim was to understand if the presence of the example changed the
acceptance of suggestions across suggestion types, particularly in
the equivalent and correct cases where both over- and underreli-
ance were observed in the previous experiment.
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Figure 7. Interface for three objective decisions with an example-based explanation. The examples (highlighted on the left) are present only in Experiment 2b, while the additional
objective (highlighted on the right) is present in both Experiment 2a and 2b.
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Figure 8. Performance values of stimuli in each condition across three objectives.

Results

Similar to Experiment 1, trials with a response time below 500 milli-
seconds were removed before analyzing the data.

The effect of model error on suggestion acceptance and
performance

The trials were again analyzed to investigate how the simulated
model’s suggestion of a better or worse-performing design solution
impacted participants’ decision-making. Figure 9 shows the pro-
portion of participants’ decisions that aligned with the provided
suggestions (median = 0.62).

The proportion of decisions that were expected to align with the
suggestions if the participant and the simulated model agreed was
71%, the actual proportion of correct suggestions. A non-
parametric Wilcoxon signed-rank test was conducted as the data
violated the assumption of normality, showing a significant differ-
ence between the hypothesized value and the observations (W =
40.0, p =0.00056, W = 35.0, p = 0.00013). When the performance of
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Figure 9. Probability of selecting the suggested design across all participants (median = 0.62 for both Experiment 2a and 2b) vs. the expected proportion (0.71) (W =40.0, p = 0.00056,

W =35.0, p =0.00013).
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the two alternatives differed, participants’ selection of the suggested
design was again, lower than expected. Participants had a median
overall accuracy of 0.76 in the no-explanation group and 0.75 in the
example-based explanation group, respectively. In these experi-
ments, there was no significant difference observed across partici-
pant accuracy in the incorrect (median = 0.67 and median = 0.83)
and correct (median = 0.76 and median = 0.73) conditions based on
Wilcoxon signed-rank tests (W = 173.0, p = 0.50, W = 77.0, p =
0.39), indicating that participants were just as likely to miss a
correct suggestion as they were to follow an incorrect one.

The effect of suggestions in uncertain scenarios

The equivalent condition (design pairs sorted as optimal on the
same iteration, but differing in values along each objective) was
again analyzed to investigate how suggestions impacted partici-
pants’ decision-making when both options were close in multi-
objective performance. Figure 10 shows the proportion of selec-
tions that aligned with the model’s suggestions for each partici-
pant (median = 0.45 and median = 0.44). Considering that
arbitrarily the left or right was suggested for the equivalent
condition, it was again expected that the participants’ design selec-
tions would align with the model’s suggestions 50% of the time. A
Wilcoxon signed-rank test shows no significant difference in parti-
cipants’ proportional selection of the suggested design compared to
this expected value (W = 165.0, p = 0.56 and W = 160.0, p = 0.22).
When both design options were close in performance, but involved a
three-objective tradeoff, there was no evidence that participants
chose the model’s suggestion differently than selection by chance.
Correspondingly, there was no significant correlation between par-
ticipants’ suggestion selection in the equivalent condition and their
accuracy (r, = 0.16, p = 0.41 and ,, = 0.12, p = 0.55).

Trial-by-trial design properties and implications on
decision-making

A heatmap surface for the trials in the three objective case (mass,
displacement, and print time), aggregated across participants, is
shown in Figure 11a. The comparison of mass and maximum
displacement differs from the heatmap in Figure 6a implying that
manufacturing time was, in fact, utilized by participants to make
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decisions in the second experiment. In this more complex case,
however, no clear trends emerge regarding the impact of specific
stimulus pairs’ performance values on suggestion selection. How-
ever, prioritization of the strength criterion can be seen: when the
correctly suggested design has a lower mass and print time, but a
higher maximum displacement, the suggested design (a good sug-
gestion) was often ignored (“green” area in the heat map).

Modeling decision-making for experiments 1 and 2

To compare all conditions (and groups in Experiment 2), the
behavioral data for each experiment was fit using two generalized
linear mixed models (GLMM) with logit link functions (i.e., logistic
regression).

GLMM for design selection

For the first model, the outcome variable was coded as follows:
selection of the suggested design (1) or the non-suggested design
(0). The main predictor was the condition (using dummy coding).
Covariates were also included for the suggestion side (1 for left, 0 for
right), which was balanced in each condition, and the trial order
(numeric, starting at 1 for the first trial), since the different trial
types were presented in a randomized order. For Experiment 2, an
additional predictor was included to account for whether or not the
participant was in the group exposed to the example-based explan-
ation (0 for no explanation, 1 for example) and its two-way inter-
action with the condition (i.e., suggestion type). The considered
random effects were variations by participant (to account for
repeated measures) and by trial (to account for differences in the
stimuli). Several models were compared using the Akaike Informa-
tion Criterion (AIC) with varying random effects structures. The
final model selected for each experiment contained both random
effects due to trials and participants, but only varying intercepts,
balancing model complexity with the limited amount of data
available. These random effects account for the impact the specific
participant or type of trial might have on variability in the
dependent variable (i.e., selecting a specific design) compared to a
group-level estimate. The results are shown in Table 3 where the
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Figure 10. The proportion of trials in the equivalent condition where participants chose what the model suggested (median = 0.45 and median = 0.44) vs. the expected proportion

(0.50) (W = 165.0, p = 0.56 and W = 160.0, p = 0.22).
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Figure 11. The difference in stimuli properties along each objective (a positive value indicates a higher value for the suggested design): (a) for all three objectives and (b) as pairwise

comparisons of each objective.

Table 3. Suggestion selection models for Experiments 1 and 2

Selection of suggested design in Experiment 2: 3 Obj.

Selection of suggested design in Experiment 1: 2 Obj.
Predictors Log-odds p Log-odds p
(Intercept) 1.59 *** <0.001 0.80** 0.005
(0.76 to 2.43) (0.24 to 1.36)
Condition [incorrect] —3.01 *** <0.001 —2.02 *** <0.001
(—=4.11to —1.91) (—2.76 to —1.28)
Condition [equivalent] 0.23 0.643 —1.15 *** <0.001
(—0.73 to 1.18) (—1.80 to —0.50)
Trial order —0.01 0.507 0.00 0.923
(—0.03 to 0.01) (=0.01 to 0.01)
Suggest side [left] —0.31 0.457 0.81** 0.002
(—1.14 to 0.51) (0.30 to 1.33)
Explanation [example] —0.01 0.960
(—0.44 to 0.42)
Condition [incorrect] x explanation [example] —0.36 0.236
(—0.97 to 0.24)
Condition [equivalent] x explanation [example] —0.16 0.547
(—0.67 to 0.36)
Random effects
7 3.29 3.29
To0 043p0um 0.28,num
1.10¢ialtype 0.41¢raltype
ICC 0.32 0.17
N 33pnum 57pnum
30¢trialtype 30trialtype
Observations 986 1657
Marginal R?/Conditional R? 0.246/0.485 0.198/0.337
AIC 970.430 1904.340

*p <0.05, ** p < 0.01, *** p < 0.001.
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reference levels of the categorical predictors are the correct condi-
tion and the right suggestion side.

For Experiment 1, the model shows that, in the correct condi-
tion, the suggested design is selected more (accurately following a
good suggestion) than the non-suggested design (mistakenly ignor-
ing a good suggestion) (b = 1.59, p < 0.001). The suggested design is
selected less in the incorrect condition (accurately avoiding a bad
suggestion) than in the correct condition (b = -3.01, p < 0.001).
There is no significant difference in selecting the suggested option
between the equivalent and correct conditions (b = 0.23, p = 0.643),
indicating very similar slopes (i.e., no sign of participants treating
the equivalent and correct conditions differently). Figure 12a shows
the predicted probabilities that result from the GLMM fit data from
Experiment 1.

The interpretation of the GLMM for Experiment 2 remains
largely the same, with the additional reference level being the
no-example-explanation group. However, the suggested design is
now selected less often in the equivalent condition compared to the
correct condition (b = -1.15, p < 0.001). Figure 12b shows the
predicted probabilities that result from the GLMM fit to data from
Experiment 2. The results also indicate that the example-based
explanation is not a statistically significant predictor of suggestion
selection, accounting for interactions with the condition (i.e., sug-
gestion correctness). There is some evidence in Experiment 2 of a
tendency to select the suggested design more often on the left side
compared to the right (b = 0.81, p = 0.002), but trial order is not a
significant predictor in either experiment. In both experiments,
consideration of random effects (clustering structure induced by
repeated measurements within the subject and repeated trial types)
reveals that variability due to the trial type is greater than variability
due to the participant (taug, the between-subject or -item vari-
ance). The Intraclass Correlation Coefficient (ICC) shows that
approximately 32% and 17% of the variance in the model is
explained by the random effects for Experiments 1 and 2, respect-
ively.

GLMM for accuracy

For the second GLMM, the outcome variable was coded as follows:
selection of the better design (1) or the worse design (0). Again, the
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covariates for the suggestion side (1 for left, 0 for right) and the trial
order (numeric, starting at 1 for the first trial) were included. This
model analyzes the accuracy across the correct and incorrect con-
ditions at a trial level, rather than the overall accuracy aggregated
for participants and conditions. The results of the GLMMs are
shown in Table 4, with the predicted probabilities and real
participant-level data shown in Figure 13.

Despite a statistically significant difference between accuracy
across the correct and incorrect conditions at the participant level
in Experiment 1, the condition is not a statistically significant
predictor of accuracy at a trial prediction level. For Experiment
2, neither the condition nor the presence of an explanation is a
statistically significant predictor of accuracy, shown as predicted
probabilities with interactions and real participant-level data in
Figure 13b. There is no evidence of trial order or suggestion side
significantly predicting better design selection in either experiment.

Insights from survey
Perception of model accuracy

The effect of several self-reported factors related to knowledge and
perceptions was inspected to determine if these factors were related
to participants’ performance and decision-making. There was no
evidence of a correlation between accuracy and participants’ self-
reported knowledge (1-7 Likert scale value) in the topics of struc-
tural mechanics (r, = 0.18, p = 0.32, r, = 0.12, p = 0.53) and multi-
objective optimization (r; = 0.26, p = 0.88, r; = 0.15, p = 0.27,) in
Experiment 1 or 2. Figure 14 shows the distribution of self-reported
perceived model accuracy, with a median of 70% in Experiment
1,70% in Experiment 2a, and 60% in Experiment 2b. Given that the
accuracy of the suggestions was set to be 71% (excluding trials in the
equivalent condition), participants demonstrated a clear ability to
assess how often they were receiving correct suggestions. (This
perception may have developed at the practice stage.) The range
of perceived accuracy responses was slightly greater for Experiment
2b than for Experiment 2a or 1. Participants in Experiment 2, as a
whole, followed suggestions less than in Experiment 1, driven pri-
marily by the difference in the equivalent condition. Yet, their
overall perception of the model’s accuracy remained relatively
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of an explanation on selections.

Figure 12. Group-level predicted probabilities from GLMMs compared to real participant selection data.
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Table 4. Accuracy models for Experiments 1 and 2

13

Selection of better design in Experiment 1: 2 Obj.

Selection of better design in Experiment 2: 3 Obj.

Predictors Log-Odds p Log-Odds p
(Intercept) 1.26* 0.012 1.01** 0.003
(0.27 to 2.25) (0.34 to 1.69)
Condition [incorrect] 0.33 0.592 —0.41 0.320
(—0.87 to 1.53) (—1.23 to 0.40)
Trial order 0.02 0.207 0.00 0.711
(—0.01 to 0.04) (—0.01 to 0.02)
Suggest side [left] —0.21 0.703 0.39 0.273
(—1.30 to 0.88) (—0.30 to 1.08)
Explanation [example] 0.01 0.967
(—0.49 to 0.51)
Condition [incorrect] x explanation [example] 0.35 0.261
(—0.26 to 0.95)
Random effects
o 3.29 3.29
Too 0.6250um 0.4750um
1-38trialtype 0~54trialtype
ICC 0.38 0.23
N 33pnum 57pnum
2]-trialtype 2ltrialtype
Observations 690 1162
Marginal R?/Conditional R 0.010/0.384 0.014/0.245
AIC 669.576 1263.156
*p <0.05, **p < 0.01, ***p < 0.001.
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impact of condition on accuracy.
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(b) There is no statistical evidence of an impact of condition or
example on accuracy.

Figure 13. Group-level predicted probabilities from GLMMs compared to real participant accuracy data.
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Figure 14. Distribution of participants’ answers to the question “What percentage of the time do you think the model suggested the better design?” (median = 70%). The answer

choices ranged from 0 — 100% in increments of 10.

unaffected, with only a slight decrease in Experiment 2b, where the
example-based explanation was provided.

Self-reported decision-making strategies

Participants’ design selections revealed the outcomes of their
decision-making, while survey questions provided more insight into
how suggestions were used and why a person may have performed
poorly/well. Overall decision-making strategies were described in
answers to the open-ended questions (“Please describe your
decision-making process and strategy in detail.” and “Did the
examples help explain the model’s suggestions to you? Based on
your answer above, why or why not?”) and are briefly outlined below.
Table 5 shows common strategies that appeared across experiments.

Experiment 1: 2 Obj. One of the participants [P15] who achieved
the highest accuracy had the following strategy, using their own
judgment by synthesizing the provided information, but also
recognizing when they would benefit from assistance from the
suggestion:

... If part A has less than half the weight of part B and also less than
twice the deflection, then part A has a better strength to weight ratio
and is the better part’. If I was given a more explicit cost/benefit
function then I could have optimized better, eg ‘T need the deflection
to be below this value, and from there the lowest weight it best’. If the
points were too close or I wasn’t sure from the graph, then I may go
with the Model’s suggestion, since the Model has access to the
numerical data and can make a more precise calculation than I
can in my head ...

Experiment 2a: 3 Obj. One of the participants who achieved the
highest accuracy (90%) in this experiment had the following strat-
egy, using the third objective to help make a final choice:

I looked at the graphs and tried to compare the values in both
options. If two of the metrics seemed to be in the same range, I
considered the third to be the deciding factor. If all three metrics
were vastly different, I checked what option the model selected. In
case it made sense to me, I went along with it. I believe the most
important factor for me was displacement, followed by time and
then weight.

Experiment 2b: 3 Obj. + example. In this experiment, when asked
whether the examples helped explain the model’s suggestions,
responses were divided (15 yes and 14 no). When asked about

https://doi.org/10.1017/50890060425000034 Published online by Cambridge University Press

why or why not the examples helped, one participant [P5] identified
how the simulated model worked, stating “the model did I believe
[take] all factors in equally, instead of having some ranking or
prioritizing (when it would fail).” However, this participant’s accur-
acy score was lower, likely because they used their knowledge to
prioritize an objective instead of agreeing with how the model
worked. Another participant [P6] was unable to understand how
the simulated model worked using the example-based explanation,
stating “...there was little correlation between the examples and the
part, especially in their graphs.” A participant’s response to being
asked about the example-based explanation demonstrates the chal-
lenge of finding the right way to explain the model’s suggestion:

...I don’t think just an image can explain the intricacies of an
optimization algorithm — but there really isn’t any concise way to
explain why an optimization algorithm did what it did...

Discussion

As computation is used to assist increasingly complex decision-
making, it is important to understand the effects of erroneous or
questionable model output on these decisions. In this study, these
effects were examined in a multi-objective engineering design
decision context. The major outcomes from Experiment 1 (bi-
objective) and Experiment 2 (tri-objective) were as follows:

1. In both Experiment 1 and 2, when there was a clear correct or
incorrect answer, Al suggestions were followed less than
expected (Figures 4 and 9).

(a) InExperiment 1, there was an observed difference in accur-
acy by incorrect vs. correct suggestion types.

(b) There was no evidence that incorrect vs. correct suggestion
type differed for predicting accuracy in either Experiment
1 or 2 (Figure 13).

2. When both design alternatives equivalently satisfied the task (the
equivalent condition), suggestion selection behavior differed
across Experiments 1 and 2.

(a) In Experiment 1, arbitrary AI suggestions were followed
more than expected (Figure 5).

(b) InExperiment 2, arbitrary Al suggestions were not followed
any differently than expected (Figure 10).
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Table 5. Strategies and reasoning from open-ended survey questions

Category Responses

Acc. Exp.

Weighting criteria

preferentially design with the smaller stress...[P1]

...If the graph was more shallow for one design but the stress was significantly larger, then | would choose the  29% 1

...The printing time was mostly the same so | did not give it high weightage. [P2] 62% 2a

...Not much attention [was] paid to the weight of the bracket, personal design philosophy: Do not sacrificcon ~ 60%  2b
integrity and manufacturing for a small difference in weight...[P3]

Referencing task context
[P4]

...I sacrificed time more often because I’d rather this take longer to print and last longer/be safer on an aircraft  57%  2a

In aerospace, the greatest factor will be failure criteria, which in this case | assumed related directly to 61% 2b
replacement. A few Kg or print time is not a huge factor, especially in commercial/military aircraft where

reliability is much more important. [P5]

...l weighed weight over print time because that will save both money and improve the speed of the aircraft. Time ~ 90%  2b
was less of a factor because it is a one time sacrifice...[P6]

Estimating performance

using geometry would be weak...[P7]

...Focus on the 3D model essentially and check if there is some panel with small thickness, where the stiffness  50% 1

...how detailed the model is designed and the edges; whether it is too thick or too thin...[P8] 57% 1

...l have pretty good knowledge of which [bracket] is easier to be printed, such as if there’s curved lines, complex  57%  2a

tubes, and etc. [P9]

Using factors not included in
the model

...I look at the stress distribution over the model, personally, | like to pick the brackets that have a more even  52% 1
stress distribution instead of it just concentrat[ing] at the connection collar...[P10]

...how the loads were distributed on the object. If it was concentrated in one area [I] picked the choice that had

more even distribution...[P11]

57% 2a

Using the model’s outputs as
confirmation

If the model’s example had a similar plot as the choice it has selected, it gives me more confidence it has looked ~ 90%  2b
(or been trained on) similar performance metrics I’'m looking for in my design choice. [P12]

...4. Check my decision against the model’s suggestion and the given example.[P13] 91% 2b

Using the model’s suggestion
when unsure

...If the points were too close or | wasn’t sure from the graph, then | may go with the Model’s suggestion, sincethe ~ 95% 1
Model has access to the numerical data and can make a more precise calculation than | can in my head...[P14]

...last look at what the trained model said. [U]se it as a tiebreaker.[P15] 90% 2a

(c) In Experiment 2, there was evidence that the equivalent
vs. correct suggestion types differed for predicting design
selection (Figure 12b).

3. There was no evidence that example-based explanations of Al

suggestions impacted decisions in Experiment 2 (Tables 3 and 4).

An analysis of individual trial types and reported strategies revealed
that preferential weighting of criteria may have been utilized dif-
ferently in Experiments 1 and 2. In Experiment 1, the model’s
suggestion, rather than a weighting of criteria, was used in the
equivalent condition when the performance values were very dif-
ferent from each other. However, in Experiment 2, reliance on the
model’s suggestion was not observed, with many participants
explicitly stating the order in which they considered the objectives
for decision-making instead. Low accuracy resulted when this
weighting was highly misaligned with how the model was specified
(e.g., when a participant ignored an objective completely, consid-
ering it unimportant). A misaligned weighting was sometimes due
to context-specific considerations of engineering design for the
aerospace industry. Some also made their decisions based on factors
not accounted for by the simulated model (e.g., stress distribution
rather than maximum displacement) or used intuition about a
specific objective rather than utilizing the information given (e.g.,
assessing print time based on geometry) — perhaps due to the
overload of information available. The model’s suggestions and
example-based explanations were mentioned as aids to both con-
firm and make final decisions, whether they were followed or not.
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Engineers utilized machine suggestions less than expected in
objective scenarios

Based on the results, participants appeared to rely on their own
judgment and not on the suggestions in the incorrect and correct
conditions, often selecting the alternative design even when the
correct one (at least, specified as correct using non-dominated
sorting) was suggested. A statistically significant difference in par-
ticipants’ selection of suggested designs and the expected propor-
tion (57% and 62% instead of 71%) in the correct and incorrect
conditions indicated suggestion underutilization. Survey responses,
which sometimes explicitly mentioned not using the suggestions,
supported the observed behavior. However, when the participants
were unable to synthesize the provided information to determine
the right ratio of mass and deformation or mass, deformation, and
print time, not utilizing the suggestions harmed their overall per-
formance. In Experiment 1, participant accuracy was higher for the
incorrect suggestion condition compared to the correct suggestion
condition (83% vs. 73%), suggesting that participants were more
likely to successfully ignore incorrect suggestions than properly
follow correct ones. While the overall accuracy was similar between
Experiment 1 and 2, the condition-level accuracy difference did not
persist in Experiment 2, when participants made three objective
decisions. Here, participants often ignored good suggestions, but
similarly often mistakenly followed bad ones.

These results align with prior work that observes algorithmic
aversion (Dietvorst et al., 2015; Kumar et al., 2021) and finds that
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experts may hurt their accuracy by disregarding the algorithm’s
suggestions (Logg et al., 2019). The group of participants in our
study were not necessarily experts in the topic. Though they were
required to meet a minimum amount of knowledge in the general
area, participants’ performance without any suggestions was not
assessed. Relatively consistent participant accuracy and qualitative
survey responses indicate at least a baseline ability to make the
decisions necessary for the task, which may explain the similarity in
findings. Here, the participants actually demonstrated slightly
greater overall accuracy than the model in both experiments (75—
76% compared to the model’s 71%, excluding equivalent trials).
Particularly in Experiment 1, it was evident that accuracy was
elevated by participants’ ability to identify better designs when
the model could not (incorrect suggestions), but diminished by
frequent cases where the participants did not follow a correct
suggestion. Prior studies of Al assistance in engineering design
have found that AT assistance improves design quality for individ-
uals (Law et al., 2018; Song et al., 2022), yet in this study, these
opportunities for improvement are underutilized. In the context of
human-computer collaboration in engineering design, the incor-
rect and correct conditions represent scenarios where the computer
can easily find a better design (by ensuring the design is closer to
Pareto optimal) compared to a human. Therefore, our finding of
algorithmic aversion may conflict with humans’ desired ability to
leverage the strengths of computation.

Qualitative insights from participants’ open-ended answers
demonstrated that low participant accuracy was sometimes
explained by a difference in how participants were making deci-
sions (weighing one objective over the other) and how the model
was providing suggestions (weighing both objectives equally).
Thus, low accuracy may not always reflect poor performance or
lack of knowledge but alternatively a mismatch between what the
human vs. the model deemed important for the task. These types of
responses reflect realistic situations where a specific criterion must
be prioritized, although the participants in this task were not
instructed to do so. In a more realistic setting, there may be
additional factors involved in the process of selecting a design.
For example, the background information for the task indicated
that the brackets would be made using additive manufacturing.
When the print time was excluded in Experiment 1, design choice
may have been influenced by a participant assessing manufactur-
ability, despite its lack of inclusion in the simulated suggestion or
the provided information. Even when manufacturing time was
included in Experiment 2, strength was often prioritized over any
other objective by those who carefully considered the context of the
bracket being used for aircraft. Perhaps, in reality, an equal weight-
ing of objectives is more likely to be applied after ensuring that
strength meets a safe threshold. Overall, participants’ decisions
often represented a design mindset, rather than a purely computa-
tional mindset (Kelly and Gero, 2021), sometimes resulting in a lack
of alignment with the study-specified model.

Engineers demonstrated over-reliance on machine suggestions
when the better design alternative was uncertain, but only when
given fewer decision parameters

The results indicate that participants made their own informed
decisions rather than relying on suggestions in the ground truth
conditions, even though, in those conditions, the better design
could be determined computationally. On the other hand, the
equivalent condition represents a collaborative scenario where
the strengths of human decision-making might be particularly
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important. A computer can output several viable solutions based
on multi-objective criteria but may not be able to distinguish
between them. Counterintuitively, in Experiment 1, participants
readily followed suggestions in the equivalent condition. This was
demonstrated by a statistically significantly higher proportion of
suggestion selection than expected in the equivalent condition (78%
instead of 50%) and qualitative data on decision-making strategy.
The outcomes from the GLMM also support this result, with
selections in the equivalent condition closely matching those in
the correct condition. The correlation between a participant’s
suggestion selection (equivalent condition) and their accuracy
(incorrect and correct conditions) indicates that participants who
were more willing to accept the model’s suggestion did better in
Experiment 1. Thus, participants who were less likely to choose the
suggestion in the equivalent condition (indicating less reliance on
the model) were more likely to fail to follow the model even when it
was correct. This, in turn, affected their overall accuracy. When the
third objective of manufacturing time was added in Experiment
2, the results changed only for the equivalent condition. In Experi-
ment 2, there was no evidence of overutilization in the uncertain
case, while accuracy (representing behavior in the other conditions)
remained similar to Experiment 1. It is possible that in Experiment
1, the decision parameters were underspecified. As a result, perhaps
participants had a hard time making decisions in the uncertain case
and used the suggestion as a deciding factor. This may have also
been compounded by a slightly lower self-reported knowledge of
multi-objective optimization (a median rating of 3 vs. 4) for Experi-
ment 1 participants.

Outside of the engineering design domain, a study of Al advice
acceptance reveals that when people lose self-confidence, they may
begin to rely on poor Al suggestions (Chong et al., 2022). However,
these results are reversed when a similar study is done in the context
of an engineering-specific task: lower self-confidence and higher
confidence in the AI are associated with a lower likelihood of
accepting suggestions. Thus, the association between confidence
and acceptance may be confounded by factors related to the task
(Chong et al., 2022). While participants in our study tended not to
follow model suggestions that were clearly wrong, in Experiment
1, they were more likely to follow arbitrary ones when the decision
was less clear, perceiving them as correct. Prior studies also indicate
that once a design team starts following the advice, they often stop
exploring the design space themselves (Zhang et al., 2021) and that
a collaborative agent can decrease coverage of the design space
explored (Law et al., 2018). The results of our studies reinforce
concerns around the influence of computational outputs on deci-
sions, even if they are not clearly poor suggestions, particularly if a
person does not have the full information about the factors they
should consider on their own. Thus, the results show the delicate
balance necessary to take advantage of human-computer collabor-
ation during complex design decisions.

Considering the impact of model accuracy and explainability

Research suggests that trust in a model increases when its observed
accuracy surpasses a user’s own performance (Yin et al,, 2019). In
our experiment, participants may have judged early on (e.g., during
practice trials) that their accuracy would exceed the model’s accur-
acy, potentially affecting their trust and subsequent utilization of
the model’s suggestions. Prior work indicates that trust in auto-
mated systems tends to decline only when accuracy drops to 70%
(compared to 100%, 90%, or 80%) (Yu et al., 2017), while studies in
engineering design show stable trust at 80% model accuracy
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(Chong et al., 2022). Our model’s accuracy was 71%, which may
have been near the threshold for eliciting reduced trust. Addition-
ally, the presence of equivalent trials may have influenced partici-
pants’ perceptions of the model’s accuracy. Depending on whether
the participants considered the equivalent suggestions as correct or
incorrect, they might have perceived the model to be between 50%
and 80% accurate. Therefore, it is possible that a higher model
accuracy may prevent underutilization in the correct/incorrect
conditions. However, a higher perceived accuracy might also cor-
respondingly increase over-utilization in the equivalent case,
depending on the complexity of the task. Additionally, in this work,
the example-based explanation did not significantly boost partici-
pants’ overall accuracy. A very slight increase in accuracy for
identifying bad suggestions in the presence of the example-based
explanation vs. none provides an indication that an example-based
explanation might be primarily helpful in identifying bad sugges-
tions. Yet if increased identification of bad suggestions also leads to
failure to follow good suggestions (i.e., a loss of trust in the sugges-
tions), overall participant accuracy will not improve. The failure of
explanations to improve trust in models, and sometimes even
decrease trust, has been observed in studies in various domains.
When provided with explanations that are not meaningful to
humans, participants have been observed to underestimate model
accuracy. One theory for this is that explanations that are not
meaningful to users can lead to expectation mismatch, reducing
trust (Glass et al., 2008; Kahr et al., 2024). Furthermore, there is
evidence that accuracy greatly outweighs explanation for facilitat-
ing trust (Papenmeier et al., 2022). Additionally, the benefit of an
explanation — in particular an understandable one — on reliance has
been observed to be greater when paired with a high-accuracy
model (Kahr et al., 2024).

Limitations

Several limitations that should be considered. Design decisions,
such as those investigated here, take place over a longer timescale
and often involve more context than provided in the current
studies. This effect is amplified when more objectives are intro-
duced. Additionally, errors in data-driven models related to engin-
eering may be more subtle than the error introduced here, which
involved suggesting the wrong design in its entirety. Despite using a
real dataset and context, the simulated nature of the model limits
the study’s ecological validity. Additionally, despite ensuring a
baseline level of knowledge, participants’ lack of specific domain
expertise (ie., experience designing parts for jet engines) may
impact the results. Some limitations relate to the study setup, such
asa small sample size and counterbalancing (for instance, switching
the underlying stimuli associated with correct and incorrect model
responses for a subset of the items). Though the bracket design pairs
presented as stimuli were balanced across several properties (e.g.,
category and criterion values), there may have been small differ-
ences in trial difficulty across conditions caused by latent differ-
ences in the stimuli sets. In particular, including a third objective
increases the size of the non-dominated sets during sorting as
demonstrated in the “Dataset” section. Therefore, the trials in
Experiment 2 may have been easier as the stimuli pairs may have
been “further apart” than those in Experiment 1. This decrease in
trial difficulty may have offset any increased task difficulty, poten-
tially explaining the observed similarity in participant accuracy
across the two experiments. We must also note the increasing
amount of information in the three different interfaces and how this
information was presented. Particularly, the way the information is
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presented can impact whether an objective is considered more
important or easier to prioritize, especially in the absence of domain-
specific knowledge.

Implications and future considerations

The results from this study provide insights into human-AI inter-
action for multi-objective, technical tasks and motivate many
avenues for future research. Based on the results, there may be
nuance to reliance strategies based on the type of individual deci-
sion (in this case, decisions that require more objectivity
vs. subjectivity), as well as depending on the task parameters
(in this case, two vs. three objective scenarios). These subtleties
must be addressed in systems meant to support decision-making
for complex tasks — such as those within engineering design.
Furthermore, strategies like improving explainability alone cannot
address scenarios where a model’s “correct” outputs conflict with
humans’ contextualized decision-making. Instead, adaptivity may
be necessary. Recent work has illuminated the importance of men-
tal models (Bansal et al., 2019), compatibility (Bansal et al., 2019),
and keeping humans in the loop (Aoki, 2021) in human-AI collab-
oration, offering ways to address these challenges. While the cur-
rent set of experiments does not incorporate these considerations,
the results indicate a greater tendency towards algorithmic aversion
(as opposed to algorithmic appreciation), supporting the necessity
to account for these factors when developing methods of human-
computer collaboration for multi-objective contexts. Further exam-
ination of decision-making scenarios where a model’s output can be
perceived as right or wrong depending on intentions and contextual
factors could be useful. For instance, differences between human
vs. machine problem-solving approaches could be evaluated and
communicated to allow humans to properly assess how much they
should rely on computational systems. Alternatively, mismatches
in decision-making might be used to drive automatic adaptation of
systems to users in cases where the users have domain knowledge
that is not computationally encoded. Uncovering engineering
designers’ decision-making behaviors in settings where they utilize
computational systems can help reveal where general findings
around human-AI collaboration apply, and when special consid-
erations must be made for difficult, multi-objective contexts. Con-
sequently, this knowledge can be used to develop intelligent tools
that effectively fit into domain experts’ decision-making processes.

Conclusion

This study investigates the effect of suggestions from a simulated
computational model during a challenging decision-making task.
The suggestions are provided to participants who must determine
the better engineering alternative for an aircraft bracket design
problem, with two types of tradeoffs: (1) strength and weight or
(2) strength, weight, and manufacturing time. The results indicate
that the tendency to follow the AI suggestion varies. Participants
often underutilize suggestions when there is a ground truth, cor-
rectly ignoring bad suggestions, but also ignoring good ones in the
process. This finding might be explained by participants’ likeliness
to trust their own decision-making, even at the risk of performing
worse, matching how domain experts underutilize algorithmic
assistance in other contexts. When presented with an uncertain
choice between designs, participants only overutilize the model’s
suggestions when given fewer (2 vs. 3) competing objectives to
fulfill during decision-making. This highlights a paradoxical over-,
under-, or appropriate suggestion reliance, depending on task
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parameters (i.e., number of objectives) and decision types during
the task (i.e., suggestion correctness). Such variability in reliance
behavior must be accounted for to enable effective human-
computer collaboration for highly technical, multi-objective engin-
eering contexts.
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Appendix: impact of fuzzy classification

A modification was made to the non-dominated sorting procedure to investigate
the impact of a fuzzing factor, using both a 1% and 5% threshold (Smaling and de
Weck, 2004; Fitzgerald and Ross, 2012). In the modified procedure, instead of
ranking only designs that were directly on each Pareto front together, designs that
were in the Pareto front or within the fuzzy threshold (1 or 5% of the range) for all
objectives were ranked together. With this new way of ranking, the trials con-
sidered correct, incorrect, or equivalent could change. An analysis of these changes
reveals that the overall observation of suggestion underutilization in the objective
cases remains. The observation of overutilization of the equivalent suggestions in
the bi-objective task also remains. The results for equivalent suggestions in the tri-
objective cases vary based on the specific threshold and are inconclusive.

Reclassifying results for Experiment 1: two objective
tradeoff

The model accuracy changes when reclassifying the conditions using the fuzzing
factor for Experiment 1. At the 1% threshold, 16 trials are classified as correct,
8 as equivalent, and 6 as incorrect, resulting in an accuracy of 73%. At the 5%
threshold, 16 trials remain correct, while 10 are classified as equivalent, and 4 as
incorrect, increasing the accuracy to 80%. Figure 15 shows how often the
suggested design was selected compared to the expected proportion (the new
model accuracies).

Using both thresholds, the proportion of suggestions selected remains below
the expected proportion for the ground truth case (correct and incorrect
conditions). Figure 16 shows how often the suggested design was selected
compared to the expected proportion (0.5) for the equivalent condition.

Reclassifying at both thresholds, the proportion of suggestions selected is still
above the expected proportion of 0.5, similar to what was observed using the original
ranking. The effect is less pronounced using a larger fuzzy threshold. Note that with
the new classification, the stimuli properties and suggestion side are not explicitly
balanced. Therefore, it is possible that the expected proportion for the equivalent
condition may not hold if there is, for example, a bias towards the left or right.

Reclassifying results for Experiment 2: three objective

tradeoff

Again, model accuracy changes when reclassifying the conditions using the
fuzzing factor for Experiment 2. At the 1% threshold, 17 trials are now con-
sidered as correct, 4 as equivalent, and 9 as incorrect, resulting in an accuracy of
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Figure 15. Probability of selecting the suggested design vs. the expected proportion for the correct and incorrect conditions using reclassification under the 1% and 5% thresholds in

Experiment 1.
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Figure 17. The probability of selecting the suggested design vs. the expected proportion (0.5) for the correct and incorrect conditions using reclassification under the 1% and 5%
thresholds in Experiment 2.

0.50

Condition B3 equivalent

1.00 4

0.751

Proportion suggested design was selected

0.25

0.00

[ I X J T (] o 96, e
0 po—o-o o o—@8 O
®
T.—“—Qc L
(] [ ] [ N ]
® [ ] ®
a: no example b: example

Experiment 2: 3 Obj. (Reclassified using 1% Fuzzy Threshold)
(a) Expected (0.5) vs. Actual proportion in No
Example (Median = 0.75) and Example (Median =
0.75) case

Proportion suggested design was selected

Condition B3 equivalent

1.00 [ ] ®
0.75 P
[ ] e e ® ®
1 ® ® Q—|—| [ ]
0.50 Y ®
( 1] g. ..
0.25 [ X X ] [ ] ®
()
0.00
a: no example b: example

Experiment 2: 3 Obj. (Reclassified using 5% Fuzzy Threshold)

(b) Expected (0.5) vs. Actual proportion in No
Example (Median = 0.46) and Example (Median =
0.46) case

Figure 18. Probability of selecting the suggested design vs. the expected proportion for the equivalent conditions using reclassification under the 1% and 5% thresholds in
Experiment 2.
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65%. At the 5% threshold, 15 trials are now considered correct, 11 equivalent,
and 4 incorrect, raising the accuracy of 79%. Figure 17 shows how often the
suggested design was selected compared to the expected proportion (the new
model accuracies).

Using both thresholds, the proportion of suggestions selected is again below the
expected proportion for the ground truth case (correct and incorrect conditions).
Figure 18 shows how often the suggested design was selected compared to the
expected proportion (0.5) for the equivalent condition for Experiment 2.

https://doi.org/10.1017/50890060425000034 Published online by Cambridge University Press

Reclassifying at both thresholds, the proportion of suggestions selected
compared to the expected proportion of 0.5 varies based on the threshold. In
one case, it is above the expected proportion, while in another case, it is below the
expected proportion. This differs from the results obtained from the original
ranking, which found no evidence of a difference from the expected proportion
of 0.5 in the three objective cases. The large difference, particularly at the 1%
threshold could be attributable to the small number of trials left in the equivalent
condition after reclassification.
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