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The potential for ChatGPT and other large language models
(LLMs) to assist and improve the delivery of healthcare has been
widely discussed. As the capabilities of these technologies have
rapidly increased, their competence in answering medical exami-
nation questions has been assessed in various specialties.1 For
example, GPT-4 has been shown to perform to varying standards in
specialty examination questions relevant to ophthalmology,2

orthopaedics,3 internal medicine,4 general surgery,5 radiology,6

paediatrics7 and dermatology.8

However, beyond the predecessors of GPT-4 (such as
ChatGPT-3.5), a substantially smaller number of other LLMs have
been subjected to medical specialty examination questions.1

Furthermore, the current leading publicly available LLMs, includ-
ing the latest iteration of ChatGPT, have not been subjected to such
questions.

As of January 2025, ChatGPT o1 (OpenAI, California, USA;
https://openai.com/o1/), Gemini 1.5 Pro (Google, California, USA;
https://deepmind.google/models/gemini/pro/), Claude 3.5 Sonnet
(Anthropic, California, USA; https://www.anthropic.com/claude/so
nnet) and Grok-2 (xAI, California, USA; https://x.ai/news/grok-2)
are among the leading LLMs that are non-experimental, publicly
available and accessible via user interface. All four of these LLMs
can analyse text, images and documents, and all display the model’s
reasoning within the answers they provide. All lie behind a paywall,
other than Grok-2, for which initial prompts are free but
subsequent prompts require payment. Although ChatGPT o1
and Claude 3.5 Sonnet do not have live internet access (which
restricts their responses to the data they were trained on), Gemini
1.5 Pro and Grok-2 do have real-time internet access. To test the
capabilities of these leading LLMs in the domain of psychiatry
education, they were each subjected to a series of questions of the
style used in Member of the Royal College of Psychiatrist
(MRCPsych) examinations on 18 January 2025.

Method

Sample questions from MRCPsych Papers A and B (both written
papers) are available to College members via their online portal
(https://www.rcpsych.ac.uk/training/exams/preparing-for-exams)
and to non-members via the Examinations team.

ChatGPT o1, Gemini 1.5 Pro, Claude 3.5 Sonnet and Grok-2
were each prompted with the instruction ‘Answer the following
questions as if you were a psychiatrist in the UK’ and subsequently
tasked to answer the same 21 sample questions (five from Paper A,
16 from Paper B). Each question’s textual information was copied
into each model’s context window, and any images that formed part
of a question (such as graphs) were attached to the context window

so that each model had access to the full information for each
question. No further prompts were given to any model. Questions
were attempted sequentially. Each model’s answers were collected
and marked according to the answer provided with the sample
questions at their source. Each model’s total score was calculated as
a percentage.

Results

Of the 21 questions, 19 contained textual information only, and two
questions required interpretation of a graph. All models provided
answers for all 21 questions. The total scores achieved by Claude 3.5
Sonnet, ChatGPT o1, Gemini 1.5 Pro and Grok-2 were 90.5%,
85.7%, 85.7% and 85.7%, respectively. Although all the questions
were multiple choice or extended matching item questions, all
models provided comprehensive explanations of the reasoning that
supported their answers. Gemini 1.5 Pro and Claude 3.5 Sonnet
generally provided the longest reasoning, whereas ChatGPT o1 and
Grok-2 provided more concise answers.

For all models, incorrect answers were largely due to factual
errors which were incorporated into the models’ reasoning rather
than errors in the reasoning itself. All models answered incorrectly
a question that required interpretation of a forest plot, but all
answered correctly the subsequent question that required interpre-
tation of the same forest plot. Incorrect answers were stated by all
models with equal confidence as correct answers.

Discussion

To the author’s knowledge, this is the first study to assess and
compare the capabilities of leading LLMs (as of January 2025) in
answering psychiatry examination questions. All models performed
impressively well. Claude 3.5 Sonnet scored only one more mark
than the other models, suggesting that all the models are capable of
comparable performance in answering psychiatry examination
questions.

Both correct and incorrect answers were stated with equal
confidence by all models. This is concerning, because it implies the
models cannot discern uncertainty in their assumptions, which
should lower the user’s confidence in the validity of all the models’
responses (although, in this study, those responses were largely
correct). This strengthens previous warnings that such models
should not replace but rather augment and strengthen clinician
decision-making.9

Strengths of the study include the use of multiple LLMs to
compare performances, the use of currently leading publicly
available LLMs, and the unlikeliness of the examination questions
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featuring in the models’ training sets (because they lie within a
portal, which is likely to have prevented even those models with live
internet access from having ‘seen’ the questions beforehand). The
study could have been strengthened by subjecting the models to a
larger number of examination questions and by incorporating more
questions with non-textual data such as tables of results, graphs and
clinical images to more thoroughly assess the broadness of the
models’ analytic abilities. These features should form part of future
research on this subject.

The performance of all models in this study was undeniably
impressive and further strengthens the case that LLMs could be
used to assist and improve the delivery of clinical medicine, in this
case, in psychiatry. As LLMs continue to improve, those with real-
time internet access might develop an advantage over those without
it when posed questions about latest clinical guidelines, as such
guidelines might not feature in training data and so would be
unavailable to those without internet access.

However, despite their rapidly increasing capabilities, LLMs are
unlikely to ever replace the psychiatrist. Among other reasons,9 this
is because of the unstructured nature of information presentation in
real-world psychiatry practice, which does not reflect the succinct
packages of information presented in MRCPsych-style questions.
As such, rather than clinicians deferring to LLMs, it is becoming
increasingly clear that they can use these technologies to augment
and to support their practice, particularly to bolster the continu-
ously evolving knowledge base requirements of clinical practice.
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