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Abstract

We study discretized Landau—de Gennes gradient dynamics of finite lattices and graphs in the small intersite cou-
pling regime (“anticontinuous limit”). We consider the case of 3 X 3 Q-tensor systems and extend recent results
on small coupling intersite equilibria to the case of geometries without boundaries. We show that the equation for
Landau—de Gennes equilibria is reduced to an SO(3)—equivariant equation on submanifolds that are diffeomorphic
to products of projective planes and are parametrized by uniaxial Q-tensors. The gradient flow of the Landau—de
Gennes energy has a normally hyperbolic invariant attracting submanifold that is also parametrized by uniaxial
QO-tensors. We also present numerical studies of the Landau—de Gennes gradient flow in open and periodic chain
geometries. We see a rapid approach to a near-uniaxial state at each site, as expected by the theory, and a much
slower decay to an equilibrium configuration. The long time scale is several orders of magnitudes slower, and can
depend on the size of the lattice and the initial condition. In the case of the circle we see evidence for two stable
equilibria that are discrete analogues of curves belonging to the two homotopy classes of the projective plane.
Evidence of bistability is also seen numerically in the open chain geometry.

1. Introduction

We study the dynamics of a discretized Landau—de Gennes energy functional for 3 X 3 Q-tensors in
the regime of small intersite coupling, the “anticontinuous limit” regime. Of special interest are static
configurations, their stability, and their relation to equilibria of discrete Oseen—Frank energy functionals
that involve a director field. The two discretized functionals are defined in finite graphs and we consider
one-elastic-constant models [1, 14, 21, 28, 32].

The Oseen—Frank and Landau—de Gennes continuum theories are commonly used models for
nematic liquid crystals [9, 13]. The Landau—de Gennes theory can be thought of as a generalization
of the Oseen—Frank theory that includes biaxiality, spatial variations of the order parameter, and more
general singular-like structures [9, 32]. Our study is partially motivated by results of Majumdar and
Zarnescu [21] for 3—dimensional domains and 3 X 3 Q-tensors showing that, as the coupling constant
vanishes, the minimizers of the Landau—de Gennes energy converge to Oseen—Frank minimizers. The
convergence is in W'2(D), D c R? the domain, and is uniform away from the vicinity of singularities
of the Oseen—Frank minimizers.

In [25] vanishing coupling constant equilibria were studied in a simpler discrete and finite setting
using a combination of implicit function theorem and symmetry arguments. Similar ideas were used
in proofs of existence of small intersite “breather solutions” of discrete nonlinear Schrédinger (DNLS)
equations [27, 29, 30]. The strategy originates in [2, 19] and has also been applied to equilibria of
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discrete nonlinear parabolic equations [7]. In [25] the liquid crystal problem is also simplified by con-
sidering 2 x 2 Q-tensors. The generalization of the discrete theory to the 3 X 3 Q-tensor case requires
a more systematic use of the symmetries of the decoupled problem [26], i.e. some theory of Lie group
actions, see e.g. [23]. The computations used in the proof also imply that the gradient flow of the dis-
crete Landau—de Gennes energy has a normally hyperbolic attractor, a manifold that is parametrized
by the uniaxial Q-tensors and is diffeomorphic to a product of projective planes [25, 26]. The theory is
likely relevant to other multicomponent parabolic systems with onsite nonlinearities that are invariant
under Lie group actions.

The first part of the paper states and shows necessary and sufficient conditions for the continuation
of equilibria of the decoupled Landau—de Gennes discrete theory in lattices and graphs without bound-
ary, see Propositions 2.3, 2.4. The results are based on the reduction to equations on submanifolds
parametrized by uniaxial Q-tensors, see Lemma 3.11. The reduction step is shown as in the case with
boundary [26]. In the case without boundary the reduced equation has an additional equivariance under
the diagonal adjoint action of SO(3) on products of projective planes, see Lemma 3.12, and equilibria
belong to submanifolds. In Proposition 3.13, we classify the isotropy subgroups of this action, this is
a first step towards classifying these manifolds. Generically, the isotropy subgroup is trivial, however
nontrivial finite subgroups are also possible.

In the second part of the paper, we show results from numerical integrations of the gradient flow of
the Landau—de Gennes functional in open and periodic chains, these are the simplest geometries where
we expect to see multiple attracting equilibria related to the topology of the domain and the target
space (projective plane). Integrating the gradient flow we see a rapid approach to configurations where
the O-tensor is near uniaxial at all sites and then a much slower evolution to the equilibrium. These
observations are consistent with the existence of the normally hyperbolic attractor parametrized by the
uniaxial Q-tensors. The time scale of the slower evolution is several orders of magnitude longer than the
fast scale. This slow scale is generally seen to increase with the size of the lattice. In the periodic chain
we see evidence for two attracting equilibria, corresponding to spatial configurations that are discrete
analogues of curves that belong to the two homotopy classes of the projective plane. In open chains we
typically see convergence to an equilibrium where the O-tensor at the interior sites interpolates between
the Q-tensors at the two boundary points. Additional stable equilibria are also possible, and we show an
example of boundary conditions leading to two attracting equilibria of opposite helicity. The discrete
Landau—de Gennes system and more general parabolic systems with a similar structure can exhibit other
dynamical behaviours such as propagating fronts, see e.g. [7], these can be examined in future work.

The paper is organized as follows. In section 2, we define the discrete Landau—de Gennes and
Oseen—Frank functionals and state the main results on continuation of equilibria and normally hyper-
bolic invariant manifolds of the decoupled system. In section 3, we review the geometry of critical sets
of the decoupled Landau—de Gennes system and prove the results of the paper. In section 4, we present
the numerical results on the Landau—de Gennes gradient flow in the interval and the circle. Possible
extensions are discussed in section 5.

2. Discrete Landau-de Gennes system and anticontinuous limit

To define discrete Landau—de Gennes systems we first recall the continuous version. The Landau—de
Gennes theory for nematic liquid crystals describes the orientational state of the liquid crystal by the
“Q —tensor”, a q x g symmetric traceless real matrix-valued function defined on the domain D c R¢
of the liquid crystal. Typically g =d. In this work, we are interested in the case g =3. In the numerical
examples below we consider g =3 in discretized d = 1 domains.

Static configurations in D are obtained by extremizing the Landau—de Gennes energy functional

76 = [ (51908 +1(0). @
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where |VQ|? = Z/':I 241 (84,0iy)%, and

CZ

a? b?
f5(Q) = ~5r(Q%) = (07 + - (r(2%)”. 22)

L, a®, b%, ¢? are positive constants that describe the material and its state. The Dirichlet problem is
obtained by varying over configurations with fixed boundary values of Q at dD.

A simpler model for nematic liquid crystals is the Oseen—Frank theory, where the orientation of the
liquid crystal is described by the “director field”, a unit vector field n € R? on the domain D c R¢.
Static configurations are obtained by extremizing the Oseen—Frank energy functional

1
For(Q) = 5 /D |Vn|?, (2.3)

where |Vn|?> = Z;le Z?zl(axkni)z. The Dirichlet problem is obtained by varying over configurations
with fixed boundary values of n at dD.

In this study, we are also interested in discrete versions of the theory in domains D without bound-
ary, e.g. tori, spheres, etc., with possible modification of the quadratic part of the energy for nonflat
geometries. Suitable gradient flows of —F1 g, —For describe the dynamics of approach to equilibria.

Discrete versions of the above systems are used in numerical computation with finite difference
methods [8, 24, 32]. Energy functionals (2.1), (2.3) are widely studied special cases of more general
(and realistic) Landau—de Gennes and Oseen—Frank functionals that include three elastic parameters,
see e.g. [1, 14, 20, 28, 32].

The Oseen—Frank energy (2.3) can be formally obtained from the Landau—de Gennes energy (2.1)
by using the “uniaxial approximation” Ansatz, see e.g. [22, 32]. The results of the paper extend [25, 26]
and give a mathematical interpretation of this approximation in the limit of vanishing coupling L for
both the static and dynamic problems of finite discretized versions.

In the discrete version of the Landau—de Gennes theory Q is a function on a discrete set G that has
the structure of a finite graph, i.e. a pair (G, ¢) defined by a nonempty finite discrete set G and a function
c:GxG — {0, 1} satisfying ¢(n,n) = 0, Vn € G, and c(n,m) = c(m,n), Vn, m € G. The function
¢ is the connectivity matrix of the graph, i.e. c(n,m) = 1 represents sites n, m that are connected by an
edge.

We further consider a set 3G C G, and let G = G \ dG. We assume that G is connected. We will
consider two versions of the discrete theory: (i) G is empty and the discretized functional is defined
on functions on G, and (i) &G is nonempty and the discretized functional is defined on functions on G.
In the second case, the values at dG are fixed and play the role of the boundary values.

In applications to numerical solution of the Landau—de Gennes system in domains D ¢ R?, G and G
are discrete analogues of D and 9D respectively. The use of graphs allows for more variety, e.g. lattices
that discretize manifolds and branched manifolds. The notion of a boundary in the discrete problem is
also more general, the boundary can be any subset of G where we fix Q.

Let Symg denote the set of symmetric traceless g x g real matrices. The set Symg is a real linear

space of dimension d, = g(q —1)/2 — 1. Also, given A C G we let X(A) denote the set of functions
f:A—> Symg. Given A, A, disjoint subsets of G such that A; UA, = G we have X (G) = X (A1) xX (A2),
and we may write O € X(G) as O = [Q1, Q] with 0; € X(A)).

The first discrete version of F;; we consider has the form

F =LFr+Fa, (2.4)
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with F», F4 : X(G) — R defined by

F@=7 Y cml0m-0mP, Fu@ =Y fo@n), (2.5)
nmeG neG
with [M|? = ?/‘:1 MI.ZJ. and f3 as in (2.2).
The define the discrete analogue of equations with Dirichlet boundary data, we consider a nonempty
4G c G, and choose a function Qp, : 9D — Symg. Let G =G \ dG. We have X(G) = X(G) X X(9G).
Then the second discretized version of F; s will have the form

F =LFy+ Fa, (2.6)
with F,, F4 : X(G) — R defined by

Fo(Q;0p) = F2([0,0p1),  Fa(Q; Q) = Fa([Q, Os]), Q2.7)

with ?2, f4 as in (2.5). The function Q) represents the boundary data.

The discretization of the quadratic part of the energy of (2.1) by F is indicative of more gen-
eral discrete quadratic energies, e.g. with ¢ symmetric and positive. The theory below extends to such
generalizations.

We identify X (A), A =G or G, with (Sym{)"| ¢ (Mat(¢))!!. The trace inner product (R(k), S(k)) =
Sieatr(R(k)ST (k)), R(k), S(k) € Mat(q), k € A, induces a metric topology and a Riemannian metric
on (Mat(g))'4!, and (Symg)‘A‘ in a standard way. The functionals of (2.4)-(2.5), (2.7) are real analytic
in X(G), X(G), respectively.

The gradient flow of —F in the phase space X (G) with the trace inner product is the system
O = —VF(Q). Equilibria are critical points of F in X(G). The gradient flow of F is the system
0= —VoF(Q; Qp). Equilibria are critical points of F in X(G).

We consider the problem of continuation of L =0 equilibria in the discrete setting. To state the results,
we first classify the equilibria of the L =0 system. At L =0 the equations for the critical points of F, F
at different sites decouple and it suffices to study solutions of the d, equations Dfp(Q) =0, Q € Symg.

The critical points for cases g=2, 3 are well known [12, 20, 21]. In the case g=3, d; = 5, the
following [26] summarizes the result.

Proposition 2.1. The solutions of Dfg = 0 consist of the origin (Q =0), and the sets

3 ={QeSymy: Q=0:(¥):=-3x,(V® — %1),9 € §%Y, (2.8)

= {QeSym):0=0-(")=-3x(V®V - %1),9 € §%}, (2.9)

with x,, x_ positive and negative roots of —a* +6c¢*x? + b*x = 0 respectively, 1 the 3 x 3 identity, S* ¢ R
the unit sphere. Expressions (2.8), (2.9) define embeddings of the projective plane RP? into Symg, i.e. the
sets £3 are submanifolds of Symg and are diffeomorphic to RP?. Furthermore, the infimum of fg in
Symg is attained at X3, and V*fg at 3 has two null and three positive eigenvalues. The origin is a local
maximum of fg and is nondegenerate, while V*fg at =3 has null, negative and positive eigenvalues.

The set of critical points of F is the set of maps @ : G — 0 U X3 U 3 c Symg and consists of
a finite collection of maximal connected subsets of X (G). The maximal connected sets of nontrivial
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critical points of F; are labelled by pairs of disjoint subsets U, U- of G with nonempty union. Given
any such pair, let Co (F4; Uy, U_) denote the set of maps @ : G — Symo with the property thatif U; # 0,
j € {+, -}, then ®(n) € 2]3 Vn € Uj, and @(n) = 0, for all n in the complement of U = U, U U_ in

G. Then Co(F4; U,,U_) = (£3)IU+ % (23)1Y-1 is a maximal connected set of critical points of F4 that
is diffeomorphic to (RP?)!VI, see Lemma 3.10 of [26]. These considerations give a complete list of the
manifolds of critical points of F.

Similarly, the set of critical points of Fy is the set of maps @ : G — QUZ3 UX? ¢ Symg and consists
of a finite collection of maximal connected subsets of X(G). The maximal connected sets of nontrivial
critical points of ;4 are labelled by pairs of disjoint subsets U, U_ of G with nonempty union. Given
any such pair we let Co(F, Uy, U_) denote the set of maps ® : G — Symg with the property that if
Ui #0,je{+ -}, then®(n) € Zj3, Vn € Uj, and ®(n) = 0, for all n in the complement of U = U, UU_

in G. Then Co(Fy; Uy, U_) = (23)IU+] x (£3)IU-1 is a maximal connected set of critical points of Fy
that is diffeomorphic to (RP?)!V!. These considerations give a complete list of the manifolds of critical
points of Fy, see also [26].

The main question is which of the L = 0 equilibria can be continued to solutions of the L > 0 problem.
We present below necessary and sufficient conditions.

The new results of the paper concern the case without boundary.

Lemma 2.2. Let q=3, then for |L| sufficiently small every nontrivial critical point of F belongs to a
maximal compact embedded manifold of critical points of F.

Thus critical points are not isolated. A manifold M of critical points of Fis nondegenerate if for
every Q € M, V2F(Q) has a nullspace of dimension dim(M). The manifolds that can occur as maximal
sets of critical points of F are classified in section 3.

We first state a necessary condition satisfied by a one-parameter family Q(L) of critical points of F.

Proposition 2.3. Let g=3. Suppose there exists an €y > 0 such that Q(L) € Symg is a critical point of

F=LF>+Fa for every L € [0, €]. Assume also that O(L) is C!in [0, ] and that there exist disjoint
subsets Uy, U_ ofG U, UU_ # 0, such that Q(0) € Co(F4, Uy, U_). Then Q(0) is a critical point of
Fo, restricted to Co(F4, Uy, U).

Thus the continued branches must be critical points of the quadratic functional Fa, restricted to
Co(F4, Uy, U-). The equation for these restricted critical points will be referred to as the reduced (or
bifurcation equation) at L =0. The following is a sufficient condition for continuation of critical points
of the L =0 problem.

Proposition 2.4. Let g=3. Let U;, U; disjoint subsets of G G with nonempty union. Suppose that My is
a nondegenerate embedded manifold of critical points of F», restricted to Co(]-' 4, U1, Uy). Then there
exists €y > 0 and a unique real analytic one-parameter family ./\/l(L) |L| < €, of embedded manifolds
of critical points of F = LF» + F4 that also satisfies M(0) =

Analogous necessary and sufficient conditions for the discrete problem with boundaries were
shown in [26]. We include them below for completeness, also the numerical examples below consider
geometries of both types.

Proposition 2.5. Letg=3. LetQp : 0G — Sym Suppose there exists an €y > 0 such that Q(L) € Sym
is a critical point of F = LF>(Q; Qp) + F4(Q; Qp), for every L € [0, . Assume also that Q(L) is C! in
[0, €0] and that there exist disjoint subsets Uj, U, of G, U U Uy # 0, such that Q(0) € Co(Fy4, Uy, Us).
Then Q(0) is a critical point of J, restricted to Co(Fy, Uy, Us)
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Proposition 2.6. Let g=3. Let U;, U, be disjoint subsets of G with nonempty union. Also let
Oy : 0G — Sym Suppose that ¥ is a nondegenerate critical point of F»(-; Qp), restricted to
Co(F4, Uy, Uy). Then there exists €y > 0 and a unique real analytic one-parameter family Q(L), |L| < €
of critical points of F(-; Qp) = LF2(+; Qp) + F4(+; Op) that also satisfies Q(0) = .

The difference between the results for graphs with and without boundary is due to symmetry. In
graphs without boundary 7, F4 and F are invariant under an action of SO(3) on X (G) we describe in
the next section. In graphs with boundary F5, and F do not have this symmetry because of terms that
couple sites in the “interior” G and the “boundary” dG where the data is fixed. A consequence is that
critical points of F can be isolated, while nontrivial critical points of F belong to manifolds obtained
by the diagonal adjoint action of SO(3) on any critical point. This action is a generalization of rotations
of the directions defining the projective plane, see section 2, Definition 3.9, and can be applied at all
sites, see section 3.

The proofs of Propositions 2.3, 2.4 are similar to their analogues for the case with boundary
Propositions 2.5, 2.6 in [26]. The main step is Lemma 3.11 on the reduction of the equation for equilibria
to an equation on a product of product of projective planes. We summarize the proofs in the next section.
The modifications due to the additional global SO(3) symmetry are minor. The main additional property
is the equivariance of the reduced equation under the diagonal adjoint action of SO(3) on products of
projective planes, see Lemma 3.12. The isotropy subgroups of this action are classified in Proposition
3.13, this result leads to a list of possible manifolds of critical points, see e.g. [16].

The most interesting critical points are local and global minima of F4 and Fy. Minima correspond
to the cases U_ = G for F4, and U_ = G for Fy. The corresponding bifurcation equation for these cases
is the equation for critical points of discrete generalized Oseen—Frank functionals.

Proposition 2.7. Let g=3. (i) Let U_ = G, U, = 0. Then critical points of the function F», restricted
10 Co(F4, Uy, U_), can be mapped bijectively to critical points of a discrete generalized Oseen—Frank
functional fzr : (RP?)IGl = R that is also invariant an action of SO(3). (ii) Let U_ = G, U, = 0, and
consider a Qp with values in 2. Then critical points of the function J>, restricted to Co(Fy, Uy, U-),

can be mapped bijectively to critical points of a discrete generalized Oseen—Frank functional J>,
(RP?)ICI S R

The generalized discrete Oseen—Frank functional fzr of the proposition is given in section 3, see
[26] for F7 .

A corollary of the nondegeneracy of the critical points of fz, Lemma 3.5, is the existence of normally
hyperbolic invariant sets in the gradient flow of the Landau—de Gennes energy. The statement uses the
terminology of [10].

Proposition 2.8. Let g=3. Let r > 1. (i) Let Uy, U- be disjoint subsets of Qwith nonempty union.
Then the set Co(F4, Uy, U-) is r—normally hyperbolic under the flow of —=V.F4. Also, every point of
Co(F4, Uy, U-) has 5|U°| + 2|U.| unstable directions, and 3|U_| + |U,| stable directions, U the com-
plement of U, UU_ in G. (ii) Let Qp : 0G — Sym Let U, U_ be disjoint subsets of G with nonempty

union. Then the set Co(Fu, Uy, U-) is r—normally hyperbolic under the flow of — VQf4(Q, Op). Also,

every point of Cy (.7-"4, U,,U_) has 5|U°|+2|U,| unstable directions, and 3|U_|+|U,| stable directions,
U the complement of U, U U_ in G.

By the theory of normal hyperbolicity [3, 4, 10, 11, 15] all the invariant sets Co(f4, U,,U_) and
Co(Fu4, Uy, U-) of the L=0 gradient flow of F, F respectively persist for |L| sufficiently small and
conserve their normal contraction and expansion properties.

The numerical study in section 4 is motivated primarily by Proposition 2.8. In the case U = U_,
U = 0, the expected L # 0 invariant sets attract orbits in their vicinity. We expect that for L >0 and

Downloaded from https://www.cambridge.org/core. 29 Oct 2025 at 17:57:18, subject to the Cambridge Core terms of use.


https://www.cambridge.org/core

Journal of Nonlinear Waves 7

sufficiently small, trajectories of the gradient flows should approach the attracting invariant manifold
that is parametrized by the uniaxial Q-tensors of (£3)!Y!, U = G or G. The numerical observations are
consistent with this scenario. We see that the O-tensor first becomes nearly uniaxial at all sites and then
slowly converges to an equilibrium. The slow realignment of the director fields over this longer time
scale is interpreted as motion on the invariant manifold.

The theory of the equilibria presented is a generalization of the theory developed for “breather solu-
tions” of the discrete nonlinear Schrodinger equation [29-31, 33]. These solutions are periodic orbits
of a Hamiltonian system. In the present problem the gradient structure of the dynamics allows us to
approximate attracting equilibria by integrating the evolution equations. We see in section 4 that con-
vergence is generally slow. Other tools to compute these equilibria may be used in future work, the
literature on the numerical continuation and bifurcations of such solutions in is extensive.

3. Reduced equation and continuation of solutions

In this section, we prove the theoretical results of the paper and introduce notation used in the numerical
study of section 4. In subsection 3.1 we review the geometry of the critical sets of fp and the geomet-
rical constructions used in the proofs of the main results and in section 4. The proofs are presented in
subsection 3.2.

In subsection 3.1, we use the symmetry of the onsite energy fp under rotations to analyse the geometry
of its critical sets and their neighbourhood, see Definition 1 for a precise description of this symmetry.
A main idea is that, due to the symmetry of the nontrivial critical sets X3 of fz, computations involving
derivatives of f can be performed at any point of X3, see Lemmas 3.2, 3.3. This point is chosen to
simplify the computations. This idea is implemented more effectively by a suitable choice of coordinates
for the linear space Symg, see Lemma 3.4. The nondegeneracy of the sets X3 is summarized in Lemma
3.5. The remaining part of subsection 3.1 uses the symmetry to define a special system of coordinates
for tubular neighbourhoods of the nontrivial critical sets X3 of f3, see Remarks 3.7, 3.8 and Lemma 3.9
for their properties.

In subsection 3.2, we use this construction to define analogous systems of coordinates for tubular
neighbourhoods of the anticontinuous limit critical sets of F. We use the fact that these sets are products
of the Zi. The use of these coordinates greatly simplifies the computations needed to show key Lemma
3.11 on the reduced equations, and its consequences, Propositions 2.3, 2.4. The same computation is
also the main step to show Propositions 2.7, 2.8. In the case without boundary the reduced energy has
an additional global symmetry, see Lemma 3.12. This implies the possibility of manifolds of critical
points of the reduced equations, Proposition 3.13 leads to their classification.

3.1. Critical sets of the onsite energy fp and their geometry

We review the polar coordinate system for 3 X 3 Q-tensors and the classification of the critical points
of fg, summarized in Lemma 3.1. We also review an alternative system of coordinates that is used to
describe the neighbourhood of the critical sets of fg. The construction uses the invariance of fz under
the adjoint action of the rotation group, see Definition 1.

For any Q € Symg we have the spectral decomposition

0=1iA®i+ L ® i+ 3p ® p, 3.1)

with A1 > Ay > A3 the eigenvalues of Q, and 7, 711, p € R? the corresponding orthonormal system of
eigenvectors. In the case 1; > Ay > A the vectors 71, m, p are determined uniquely up to signs.
Since Q is traceless, we have 13 = —1; — A, and we see that

Q=s(fz®ﬁ—%l)+r(ﬁ1®ﬁ1—%l), (3.2)
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where
s=2A1+ 42, r=21+A14, (3.3)

and / is the 3 X 3 identity matrix.

We examine the range of values the A;, Ay, assuming A; > Ay > A3. The case 4; = 0 implies
Ay = A3 =0, and corresponds to Q =0.

If A; # O the trace condition implies 4; > 0 and A3 < 0. Considering any 4; > 0, the values of A,
belong to two intervals: region / where 4; > A, > 0 > A3, and region Il where 1; > 0 > A, > A3.

In region I, we have 15 € [0,4,], and by (3.3), r € [s/2,s], with s € [211,314].

In region I, we have A, € [-1,/2,0), and by (3.3), r € [0, 5/2), s € [3/241,24;).

The boundaries of regions /, and II intersect at A, = 0. The second (upper) boundary of interval I,
Ay = Ay, corresponds to » = s = 31;. In that case, by (3.2) we have

R ! o1
Q=—S(P®P—§1)=—3/11(p®p—§1)- 34
The second (lower) boundary of interval II, 1, = —%/11 = A3, corresponds to r=0, s = %/11 = =32,.
Then
N | .1
Q:s(n®n—§l) =3hL(nen— 51). (3.5

Recall that Q is termed uniaxial if it has two equal nonzero eigenvalues, and isotropic if Q=0.
Otherwise Q is biaxial. The uniaxial Q-tensors correspond to the boundary of the union of regions /
and I1.

Lemma 3.1. Let x,, x_ denote the positive and negative roots of
—a® +6¢2x% + b2 x =0, (3.6)

respectively. Then the critical points of fg consist of the sets defined by
(1) A1 =2, =0, where Q=0,
(i) A1 > Owith r = s = 341 > O (upper boundary of region I), where

1
Q=-3x(p8p-zI), peSck, 3.7)
@iii) Ay >0 withr=0, s = %/11 (lower boundary of region II), where
N . 2 3
Q=—3x_(n®n—§l), nesS cR’. (3.8)

The infimum of f3 is attained at the set (iii), denoted by X3 . The set (ii) is denoted by Zi and is not
a set of local extrema of fz. The results are summarized by Proposition 2.1, see [20, 21, 26] for details.

In the polar representation the value of  quantifies the deviation from the set of uniaxial tensors X3 .
However, the polar representation is singular at the critical points of fz, and we need alternative systems
of coordinates for the neighbourhood of the sets X3. The system of coordinates we define below is
motivated by the symmetries of fg. We recall the following.

Downloaded from https://www.cambridge.org/core. 29 Oct 2025 at 17:57:18, subject to the Cambridge Core terms of use.


https://www.cambridge.org/core

Journal of Nonlinear Waves 9

Definition 1. Given A € SO(3), we define W4 on the set Mat(3) of real 3 X 3 matrices by
¥4 (Q) = AQAT = AQA™". 3.9)
Also define ¥ : SO(3) x Mat(3) — Mat(3) by ¥(A, Q) = ¥4(Q).

Lemma 3.2. Let A € SO(3), then ¥4 : Mat(3) — Mat(3) is an invertible linear transformation that

preserves Symg. Furthermore f3 : Symg — R is invariant under ¥y.

The restrictions of the ¥4, A € SO(3), to Symg, and ¥ to SO(3) x Symg are denoted by W4, W,
respectively.

By Lemma 3.2 the maps W4, A € SO(3), in Mat(3), Symg can be represented by matrix mul-
tiplication in R°, R, respectively. The matrices depend on the choice of basis in Mat(3), Symg,

respectively. . R —w
Consider a basis {Wj};:1 in Symg, with Q = Zle w;W;, VO € Symg, and the isomorphism 8 (Q) =
w o= [wh,...,ws]! € R3. Then the matrix representation of W4, A € SO(3), in this basis is the

unique matrix 7 satisfying 7 (EW(Q)) = BW(TA(Q)). T} has inverse T)" |, VA € SO(3). Also define
T :SO(3) xR> - R3by T"(A,q) = TYq.

The application of the actions W, 7" to the analysis of the critical sets of fp is based on the following
observations, see [26] for more details.

Lemma 3.3. The sets X3 are invariant under W, moreover the orbit of any point of 3 under ¥ is 3.
Also, let EW : Symg — R be an isomorphism, then the sets EW(Zi) are invariant under T, moreover
the orbit of any point ofﬁw(Zi) under TV is Bw(Zi).

The lemma is used to simplify computations in the neighbourhood of the sets Bw(Ei). In particular,
we can compute quantities of interest related to the derivative of fp at a single point and use the properties
of T to extend the result to all points of EW(ZE‘_,).

To implement this idea it is also convenient to define bases of Mat(3) that lead to a representation
of the ¥4, A € SO(3), and P, restricted to Symg, by rotation matrices. This construction allows us to
understand the local geometry of the critical sets of fg by computations at a single point. This point is
chosen below to further simplify the computations.

Consider first the standard basis of Mat(3) of matrices 0 ; with 7, jth entry unity and all other entries
zero. We let Z; = Qi j» where the enumeration k(i, ) is defined by

1 22 3 9
O=|z4a z5 26 |» Q= ZZka. (3.10)
77 78 29 k=1

We define the inner product (-, -) in Mat(3) by (R,S) = tr(RST) = 22:1 7Sk, R = ZZ:I rZi, S =
212:1 sk Zx. The corresponding norm is denoted by || - ||.

The isomorphism 7 : Mat(3) — R’ defined by £(Q) = z := [z1,...,29]", Q = X)_, uZk is an
isometry between Mat(3) with || - ||, and R® with the Euclidean norm. The map W4, A € SO(3), is
represented by multiplication by the matrix [W4]?, that is B2(¥A(Q)) = [Pal*B*(Q), YO € Mat(3).
Then [W,]° is orthogonal in R? with the Euclidean norm, VA € SO(3), see [26].

Consider a new basis {f’j}j?:l of Mat(3), let Q = ZZ=1 yi Yk, YO € Mat(3), and define the isomor-
phism 8 : Mat(3) — R? by £(Q) =y := [y1,...,y9]”. Assume that (i): ¥; = 2?:1 M; ;Z;, with M an
orthogonal matrix with respect to the Euclidean inner product on R?, and (ii): Q € Symg if and only if
(B(Q))i=0,forieZ, 7T c{l,...,9}, |Z| =4.
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Denote the matrix representation of Wy in the basis {f/j }19:1 by [W4]”. Let the matrix T4 that represents

the restriction of ¥4 to Syma in the basis {f’j}jej, J ={1,...,9}\ Z. We can show the following, see
[26].

Lemma 3.4. Multiplication by T4, A € SO(3), is an isometry in R> with the Euclidean norm.

An example of a basis {f’j}jil satisfying (i), (ii) is defined by

2= %(12 +z4), ya= %(Zz — ), G.1D

L r) yre (-2 (3.12)
)’3—\/5'3 7,}’7—\53 17)5 .

=L et zg). ys = - (26— 28) (3.13)
)’6—\/56 89}’8—\/56 8)> .

—-l—& +25 +29) —-l—& - 25) —-l—& +25 — 229) (3.14)
y9—\/§1 5 9,y1—\/§1 5»}’5—\/61 5 9). .

Thus Q € Symg is equivalent to
ya=y1=y8=y9 =0,

ie. J ={1,2,3,5,6}.
The onsite energy fp of (2.2) in terms of y;, j € J, is then computed from

tr(Q%) = y7 +y3 +3 + 3+, (3.15)

3 3

tr(Q) = %yéys + %yz)’sys + Zﬁ(ygm - Y1) - 2\/6()@5 +Yes) — %yé + %y%ys- (3.16)
The critical sets * of fz can be also parametrized by polar coordinates. Using
(0, ¢) = [sin6 cos ¢, sinOsin g, cos 0], (6, ) € (0,7) x [0, 27), (3.17)
for unit vectors in R3, 2 € § \ {&;, —&, }, the corresponding Q-tensors are
sin 6 cos? ¢ — % % sin’ 6 sin 2¢ % sin 26 cos ¢
0.((6,¢)) = =3x. | 1sin®Osin2¢ sin’Osin’¢p -1 Isin20sing |, (3.18)

1sin26 cos ¢ 1 sin26'sin ¢ cos? 60— 1
see (2.8), (2.9). By (3.10) and (3.11)-(3.14) their coordinates in the variables y;, j € J, are

3 3 3
Vi = —% sin? §(cos® ¢ — sin® ¢), V3 = —% sin? §sin2¢, yi = —% sin 26 cos ¢,

3 3
ﬁ:-i%@ﬁe—zmﬁw,)§=—5%mu%m¢ (3.19)
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These expressions can be used to produce local coordinates for RP? and to describe its embedding to
Symg, details are given below.

In the remaining part of this subsection, we construct coordinates for a tubular neighbourhood of the
critical sets =3 of f3. The results and notation are used in the proofs of subsection 3.2. The construction
uses the spectral decomposition of V2f3.

LetQ € Symg, then Q = 22:1 ijj, with

Wi=Y), Wa=Y, Wy=Vs, Wy=7Vs5, Ws=7Ys. (3.20)

Define B~ : Sym} — R3by B (Q) = w := [wi,...,ws]”. The maps ¥y are represented by
multiplication by the matrix 7, and (TX),»J = ([‘I‘A]>'VVj,Wi), i,j = 1,...,5 ie T} coincides
with T4, assuming the enumeration of 7 in (3.20). The trace inner product (-, -) in Symg is given
by (w,w’) = ?:1 wiw, = Zfe 7 yjyl’.. Lemma 3.4 implies that multiplication by T}’ is an isometry,
VA € SO(3).

The application of the rotations W4, and their representation by orthogonal matrices to the analysis
of the critical points of f is a consequence of the following observations.

Let L=f307" RS >R, % = (B )!,and h : RS — R defined by h(q) = TYq, A € SO(3). We
have that ¢ a critical point of £ implies that A(qg) is also a critical point of £, moreover the Hessians of
at g, h(q) are related by

(V2L)(q) = [D(@)]" [(V2L) (h(g)]1[Dh(q)]. (321

Thus to check that Zf_, are critical sets, it suffices to check that Dfg vanishes at any point of 2;3_,. Also,
since the Hessians of £ at Q, Q" = W4(Q) € X3, A € SO(3), are related by (3.21) the spectrum of
the Hessian is then same at all points of the two nontrivial critical sets of £. Also, the fact that TX is
an isometry implies that if v an eigenvector of (V2£)(g) then Dh(g)v an eigenvector of (V2L)(h(q)),
corresponding to the same eigenvalue. The computation of the spectral data of V2L is summarized by
the following.

Lemma 3.5. The origin is a nondegenerate critical point of fp in Syma and is a local maximum. The
two sets of nontrivial critical points of fg in Symg are given by the uniaxial Q-tensors of (3.7), (3.8)
and are nondegenerate. The Hessian at the points of (3.8) has two zero eigenvalues and three positive
eigenvalues, while the Hessian at the points of (3.7) has two zero eigenvalues, two negative eigenvalues
and one positive eigenvalue. The normal subspace is spanned by the eigenvector [V3,0,0, 1,017 that
corresponds to the eigenvalue b*x.. + 12¢*x2 and is colinear to the solution Y°(Q.) of (3.22), and the
two-dimensional eigenspace corresponding to the double eigenvalue —3b*x..

The proof follows from computations of the Q-tensors (3.7), (3.8) obtained from p = n = ¢; :=
[1,0,0]7 respectively, see [26]. By (3.17), (3.11)-(3.14) these critical points are

3 3
VI=——zX:s, Ys=———Xsn »2=y3=Y6=0. (3.22)
V2 V6
The Hessian of £ = fgo%" at this point is simplified and its eigenvalues and eigenvectors are computed

explicitly.
We use the information of Lemma 3.5 to describe the sets 3 as the image of embeddings of the
projective plane to Symg, and to construct a normal sets of coordinates in the neighbourhood of the X3 .
The projective plane RP? is the set of points of the 2-sphere S> with antipodal points identified,
i.e. pairs {n, —n}, n € §2, with {n, —n} = {n’, —n’}, n, n’ € §?, if and only if n = n’ or —n’. Equivalently,
RP? is the set of projectors v ® v, v € §2, see e.g. [17], p.18, for the topology in each description.
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Consider the maps Q. : §? — Symg C Mat(3) defined in (2.8), (2.9). We have Q. (-v) = Q. (V).
Define Q.. : RP? — Symj by Q. ({1, —i1}) := Q. (), and let

I[L=800.:8 >R, I,:=800.:RP>SR. (3.23)

Then 23 = 0, (RP?).

To study these maps locally we define a chart in a neighbourhood U of &; € S? and its antipodal
points, and compose with rotations to cover RP?>. We further use this idea to construct tangential and
normal coordinates for points in the neighbourhood of the critical sets X3 ¢ Symg: we first construct
normal coordinates for points in U and then apply the matrices representing rotations to translate the
normal basis vectors to all other critical points. Furthermore, our choice of tangential and normal coor-
dinates for the neighbourhood of U makes the Hessian of fz diagonal at all points of the critical sets.
This simplifies the computations of the next section.

Let U be the set of unit vectors

(6, ¢) = [sin 6 cos ¢, sinOsin ¢, cos0]” € R®, (6, ¢) € B, (3.24)
where
(0,0) e B= (/2= A, n/2+A) X (=A,A). (3.25)

Choose A small enough so that U does not contain antipodal points. The set U is an open neighbourhood
of é; = [1,0,0]” € S2. The inverse y; := 2~! of i : B — U is a coordinate chart for &/ € S2. Given
a pair of antipodal points {m, —m}, with m or —m € U, we identify the unique point that belongs to U
and map it to B via ;. This defines a function (chart) from U = {U,-U} that we denote by 1.

We generate charts around other points of $ and RP? using rotations of U, U.

Letting v € S2, we let H*(v) denote the open hemisphere of unit vectors /i satisfying /i - v = 0.
Consider a collection {A,},ex of matrices A, € SO(3), Vp € K, where K C N is an index set with the
properties 1 € K, Aj = I, the identity matrix, and that the sets {A,U/, —A,U}, p € K, form a cover of of
RP2. The set K can be assumed finite by compactness. We use the notation U, = AU.

Givenp € K, and the rotation matrix A, define 71, : B — U, by i, = A, and let zp,, =n, U, > B.
Yp is a coordinate chart on U, C S%. The n, are real analytic and injective in B, therefore the ¢, are
also real analytic in U, Vp € K. Given the set U, = {U,, ~U,} define the chart ¢, : U, — B by
letting Yp({m,—m}) = y,(m) it m € H*(Ape1), and y,({m, -m}) = y,(-m) if -m € H* (Apé1). Given
me Z/{p,p € IC, we use the notation (Hp,q)p) = (6p(m), pp(m)) = (zﬁpl(m) wpz(m)) = (wp 1,¢p ») for
the two components of the chart z//,,, i.e. we use the same symbol for the charts and the variables. For
p=1wehave (0;,¢;) = (0, ).

To see the transition functions consider Z;{p, Z/NI[; c RP?, p, p’ € K with nonempty intersection. Then
either U, N U, # 0 or U, N (=U,y) # O (and not both). Let V,y be the element of the pair U, U4, that
intersects U,. Then V, = AI’,,Z/{, for some A;,, € SO(3), and

A0y, b)) = (A)) ' Apit (), B)p). (3.26)

The transition function tﬁp» o JI; L zﬁp (Z:lp N Z:{p/) - zﬁpr (Z;{p N Z:lp/) is the map from (6, ¢,,) € zﬁp (Z:lp N
Z;{p/) C Bto the unique (8,, ¢,) € lﬁp/ (Z;lp N;{pl) C B satisfying (3.26). Real analyticity of the transition
function follows from the fact that the right hand side of (3.26), and 72! are real analytic.
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Remark 3.6. By (3.24) we have (6, ¢) = AgAger, and U is the set of Aej, A = AyAg, where (0, ¢) €

B?
cos¢p —sing O sinf 0 —cosf
Agp=| sing cos¢p O [, Ag= 0 1 0 . (3.27)
0 0 1 cosd 0 siné

Part of the statement of Proposition 2.1 is that the [, are empedfiings, see [26]. We can then define
tubular neighbourhoods of their image ﬁy (23) using the atlas {Uy, ¥, } pexc for the component along the

,E’y(Zi), and coordinates along normal directions, see [17], ch. 3, [6], section 6.2.
In particular, given any p € K, and the open set U, € RP?, there exists an open neighbourhood of
I (Up) in RS that consists of points

3
YEWps 1) = TaOp, 8p) + O 1piNE(0p, 8p), ip = (6p. ) € B, 1 €13, (3.28)
j=1
Is=(=06,0),6> 0,0y = (6p,8y). 7p = (11, 7p2,7p3), B as in (3.25), (3.24), where the N*; : U, — S°,

Jj = 1,2,3 are smooth unit vector fields that are normal to l:i (Z;{p) with respect to the Euclidean inner
product in R,
The local normal vector fields N; g of (3.28) are not unique. We choose normal vectors that are

eigenvectors of V2f, see Lemma 3.9 below. This choice simplifies the proof of Lemma 3.11 in the next
section, see [26] for details.

Define first local normal vector fields Ny, : U — §5,j=1,2,3:1et N (/2,0) = ||[T=(e1)]| "' T (e1),
and choose two unit vectors Njf—’ (/2,0), j=2, 3, so that Nji (7/2,0), j=1, 2, 3 form a orthonormal
basis of the orthogonal complement of the tangent space of I'.({,) at at I's(¢;). (The choice of the
Njf—' (7/2,0),j=2, 3 is not unique.) Also let

N0, ) = Taga, N (1/2,0), j=1,2,3, (6,9)€B. (3.29)
We then define the N, : 1, — S° by

NE (W, —0p}) = Ta,NE (1), 1 €B, j=1,23 pek. (3.30)

By Lemma 3.5, and Remark 3.6 the Nj *(p, m) are real analytic vector fields and form an orthonormal set

of eigenvectors of szg atm e Z;{p corresponding to /ljf, Jj =1,2,3, respectively, for all m € L?,,, peEK.

Recall that the matrices Ty, A € SO(3), represent rotations in the basis y and leave the image of
,[_)’Y(Symg) invariant. The following show that the particular choice of normal coordinates for U, and
its extension to the whole critical set by rotations makes the Hessian of fp diagonal everywhere in the
critical set.

Remark 3.7. Let Q) = (J/,,,rlf) € B x I3, where B, Is are defined in (3.25)-(3.24), and (3.28)
respectively. Then (3.28)-(3.29) imply

Da,y*(4,,0) = [15, .15 N N3, N1 (8, 0), (3.31)

where t(ﬁp (¥, 0), tzp (¥, 0) are tangent to the critical set at (1%, 0), and the NJ * (¢, 0) are normal to the
critical set at (¥, 0). Thus Dg,y* (i, 0) is invertible and it follows that the map defined by (3.28) is an
analytic diffeomorphism from B X [ (35 to an open subset of R3 that intersects 1;(1;{,,).
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Remark 3.8. By (3.28), the linearity of T4, and (3.30)-(3.29), the transition function between compo-
nents 7, 7,y for any neighbuorhood of U, N U, # 0 is the identity, ¥p, p’ € K. It similarly follows that
the angular component of Tay* (¢, 1), 1p € If;, depends only on ,. Also, the radial component of

TAyi(l!;p9 rp), rp S I?S’ is rp.

Lemma3.9. Lerm € Z;lp C RP?, p € K. Define the coordinates Q= 7 ry) € BxI3, by (3.28) in the
neighbuorhoods y* (B X Ig) of T's(m), and leth(QIf) = fp(y*(€2;)). Then, (i) ngifB(l/;p, 0) is diagonal
with

9’fs

&fs

@(!ﬁp,O) =0, j=1.2 (¥p,0) = A5, j=123, (3.32)

Vi, € B. Also, (ii)

s () 5 — + 3
a(i/,,,(gp) =0,j=1,2 VQ; € BXI;.

3.2. Reduced equation and continuation of solutions

In this section, we outline the proofs of Propositions 2.3, 2.4, and 2.8. The main step is Lemma 3.11
below on the equivalence of the equation for critical points of F for small |L| to a reduced equation for
the “angular variables” parametrizing the L = 0 critical set. In the case U_ = G the bifurcation equation
is a discrete version of the equation for Oseen—Frank equilibria.

To set up Lemma 3.11, we parametrize a neighbourhood of the critical sets Cy (f4, U,,U_)of f4 in
X(G).Welet U =U, UU_,and U° = G \ U. U is assumed nonempty.

The set X(G) is a product of the linear spaces Symg, and we use the coordinates y; (and wy) of the
previous section at each site: Q(k) € Syma, k € UV U, is written as Q(k) = Yrepuue Djes ykJI?j =
Sevuve Sy WeiWi, see (3.20). This defines an isomorphism (or chart) B : (Sym)IVHIUT
RSVIHUD | where (B (Q))(k) = w(k) := [Wi1....,wks]?. (An alternative notation is B .) The
Riemannian metric on R>UUI*IUD is the one induced by the standard Euclidean inner product, as in
subsection 3.2. This metric is invariant under multiplication by the 5 X 5 matrices Ty,, Ax € SO(3),
applied (independently) at each site k € U U U°.

Also, the Co(Fy, U, U-) of F4 in X(G) are products of projective planes, and their neighbourhood
can be described using products of the coordinate systems of the previous section at the sites of U. The
tangential directions at each site of U parametrize the critical sets.

Lemma 3.10. Let U,, U_ be disjoint subsets of G with nonzero union. Then the critical set
Co(F4, Uy, U_) of Fy is an embedded submanifold of X(G) and is diffeomorphic to (RP?)IV1,

The proof follows by defining amap I' : (RP?)!Yl — X(G) that is an embedding and an immersion,
see [26]. Consider first the case where U,, U_, U are nonempty. We let

I : (RP) U+ x (RP?)IU-I 5 RV ¢ RIIV-I ¢ RSIVCT, (3.33)
by
Ii—(’n+,k)9 k € U+9

Ty(me,m-) =T, (m_y), keU., (3.34)
0, k € U¢,

where my = {m4 i }rev,, and l;ir is as in (3.23). In the case where one of U, U_, U* is empty we delete
the corresponding line from (3.34).
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Assume that U,, U_, U° are nonempty. We then define a tubular neighbourhood 7 of the sets

T(Co(F4, Uy, U-)) in R3IC! as the union over p € K!U! of the images of the maps Yp : L{ X I3|U|
IZ'U | RSUUIHUD with components
I:‘+(‘7l~’pk) + Z?;] rpkz Prs l(‘/’m) keU,,
Yip(Up: 7. ap) = YT_ () + T T ,,k,,-(lﬁpk), keU_, (3.35)

q]?k9 kE UC,

with 6 >0, 1, ; € Is, forallk € U, py € K,i=1,2,3,and g, € Ifs’ for all k € U°. The N;,i(‘/;P/)*
Up, € Uy, pr € K, k € U, are the normal vectors defined in the previous section. They are therefore
eigenvectors of the Hessian of fp with respect to the variables w(k) at fi(l//pk) for all k € U. By Remark
3.8 the transition function between r,,, Ip, is the identity, for any py, p; € K with Z/lpk N L{ # (. Also
Ap, = {‘ka,t},g {Wkd}izl’ i.e. “cartesian coordinates” w;, see (3.20), at each site of UC. Transition
functions for these components are the identity.

By Remark 3.7, expressions (3.35) with ¢ > 0 sufficiently small define implicitly local coordinates
for T, in particular, 7 is a union of neighbourhoods of f(Z:{p), where we have the “polar-cartesian”
coordinates

Up €Uy, T €3, keU, prek, (3.36)

gp €13, keU-. (3.37)

In the case where one of U} is empty, we delete the first (j = +) or second (j = —) line of (3.35), and
(3.36). In the case where U* is empty we delete the last line of (3.35), and (3.37).

We consider critical points of F in the neighbourhood 7~ of the L =0 nontrivial critical sets.

Consider first the case where U is nonempty. We let

gp.i(k) = oF , i=12, keU, (3.38)
alﬂpk,i

hp.i(k) = M, i=1,23, keU, (3.39)
arpk‘i

wp,i(k) = af, i=1,...,5 keU". (3.40)
aqpk,i

These are the components of the derivative DF in local coordinates z[rp, Tps Gp> P € Kl

Denoting the corresponding vectors by g, € RVl h, € R3IVI w, e RIVI and letting z, =
[rp.ap] € 1"

x 1591V°1 we also define
F(ﬁp (lﬁp’ Z]J7L) :gp(l;p’ ZpaL)’ sz(lﬁp, Zp,L) = [hp(&p,zp,L),Wp(&p’ Zp7L)]' (341)
Then critical points of F in the vicinity of Cy (.7'4, u,u_)n Z/N{p are solutions of

Fy,(Up.2p. L) =0, Fo (Up.2p, L) =0. (3.42)

This follows from the fact that the polar-cartesian coordinate system is nonsingular in the neighbour-
hood of the sets Co(F4, Uy, U-) NU.
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The notation above also applies to the case where one of U; or U; is empty. In the case where
U° is empty, the gp, and wy, are not defined, and (3.40) is deleted. Also we use (3.41), (3.42) with

Lemma3.11. Let F = LF»+F4 be defined in a tubular neighbuorhood T of Cy (.7-"4, U,,U-) as above.

(i) There exists Ly > 0 such that for everyp € K!U|, tﬁp € Z;{I,, and L € (—Lo, Ly) there exists a unique

& Wp.L) € 1Y x 13V saisfying

FZp (@Zp’ gp(l/;p’L)’L) = 0’ (343)
and {I,(lZP,O) = zpo = [0,0]. The solution {p(lﬁp,L) is real analytic in Jl,, Vlﬁp € Z:{p, and in L,

VL € (—Lg, Ly). (ii) For L € (—=Ly, Ly), solutions of the first equation of (3.42) are of the form lzp =,
Zp = Lp(x), with {p(-) as in (i), and x solutions of the equation

gL =0, xelh, (3.44)
where
gp(Up- L) = Dy, GWp, L), G(Wp, L) = Flp, 4 (p, L), L), (3.45)

Vgﬁp € Z;{I,, i.e. G is the restriction of F to the graph of &y, Vlf/p € Z:lp, p € KIYL (iii) Let L € (~Lo, Ly),
then (i), (ii) define £, g, G globally on M = (RP)\ by Ly, = 4. glu, = &y Gly, = Gp. for all
p e KVl

Lemma 3.11 reduces the problem of finding equilibria of the Landau—de Gennes system for L suf-
ficiently near the origin to that of finding critical points of G on (RP?)!Yl. The proof is based on the
implicit function theorem [5] and is omitted as it is exactly as in the case with boundary, see Lemma
4.2, [26]. The system of coordinates defined above using the symmetry of fp makes the computation of
the derivative straightforward.

A consequence of Lemma 3.11 is that given a solution y € Z;{p of the reduced equation, the compo-
nents ry, gp of the equilibrium are given by ¢, (x, L). Necessary continuation conditions are obtained
by the reduced equation at L =0.

Proof of Proposition 2.3 By Lemma 3.11, for L sufficiently near 0 it is sufficient to study solutions of
the reduced equation (3.45)

2,(Up, L) = Dy F(Up, &p(Wrp, L), L) = DiF (Y, £p(p, L), L) = O,

for some p € K!Ul. The functions {p and F are real analytic and we can expand g, in powers of L as
8,0, L) = Y Lrey, (), ILI < Lo. (3.46)
k=1

Moreover D; F 4 vanishes identically by Lemma 3.9 (ii). The lowest order term in (3.46) is then

&p.1 (l/;p) = DJP?Z(';[J’ évp(l/;p’ 0)) = Dl[,p-fz(l/;p’ 0). (3.47)
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By the hypothesis of Proposition 2.3, and Lemma 3.11, we have a branch (:)(L), L€ [0,¢e), € < Ly,
of solutions of g,(®©(L), L) = 0, and therefore

L7'g,(O(L),L) =0, VL€ (0,€). (3.48)

Taking the limit L — 0%, and using (3.46), (3.47), we have that © = (:)(0) satisfies
£,.1(0) =D F2(,0) =0, (3.49)
as stated. O

The main feature of the continuation problem for graphs without boundary is that the reduced equa-
tions for F have a global SO(3) symmetry. This implies that solutions of the reduced equations are in
general not isolated points.

To see how the continuation argument is modified, fix A € SO(3) and define ‘I‘j : (Symg)@ —
(Sym3) by

¥4(0)(m) = ¥4(Q(m)), meG. (3.50)

By (2.6) and Lemmas 3.2, 3.4 F is invariant under W, for all A € SO(3) and L real.
Also define T¢ : R3I61 — R3I6] by

(Ty)(m) = Tay(m), meG. (3.51)

The manifold M is invariant under TZ, VA € SO(3). Also define T¢ : SO(3) x RS/l — RSIGI by

T4(A,y) = T?y. We use the polar-cartesian coordinates above in the neighbuorhood of M CNRS IGl,
and denote the angular, and polar components of TX in the neighbuorhood of some 4, by Rf‘ p(lﬁ ps2p)s

Z/‘ip(tﬁp,zp) respectively. By Remark 3.8, ’Rj’p(&p, Zp) ccjincides with the~restricti0n of TX to M, and
depends only on the angular part. We thus write RZ} p(zpp,zp) = Rde p((j/p). Also let Rj denote the
restriction of Tj to M, and denote the corresponding action of SO(3) on M by R¢.

Lemma 3.12. Consider the functions {, g, and G of Lemma 3.11, with |L| < Ly. Then (i) { is equivariant
under Rﬁ, see (3.52), VA € SO(3), (ii) G is invariant under R4, VA € SO(3), and (iii) critical points
of G belong to compact embedded submanifolds of M ~ (RP?)!U1.

Proof. To see (i) fix L € (—e, eo) and let {p(wp) = {p(t//p,L) p € K!YI. Assume first that A is such
that Td maps a critical point m € Up to a point in the same domain. It suffices to show the local version
of equivariance, namely

Z4 (U Lo (W) = Gp (R, (0p)). (3.52)

Note thatz = ¢ (Rd (zﬁp)) is a solution of (3.43). Invariance of F under Rd implies that the image of a

critical point of F under Rd is also a critical point of F, therefore z = Z¢ p(wp) also satisfies (3.43). By
Lemma 3.11 the solution of (3.43) is unique and the two sides of (3.52) must coincide. In the case of
arbitrary A € SO(3) we write A as a finite product of elements of SO(3) satisfying the above assumption.
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To show (ii) we similarly work with compositions of T¢, restricted to M, that map a subset of Z:{p to
a subset of Uy. We have

G(RE(Wp)) = F(RG(rp). {p(RE(Up)) = F(RE(rp) . Z3 (Wrp. Lp(Urp)) = F (U, Lp (1))

using (i) and the invariance of 7 under T¢. Thus G(R4 (p)) = G(¥p).

To see (iii), we use a similar strategy using local coordinates in (RP?)IYI' and a standard argument
to see that the critical points G are mapped to critical points under RX Furthermore ’Rfi is a smooth
SO(3)—action on M ~ (RP?)IY!_ Since SO(3) is compact, the orbit of every point x € M under this
action is a compact embedded submanifold Ogp3) (x) of M, see [18]. O

Proof of Lemma 2.2 Let Ly > 0be as in Lemma 3.11. Critical sets of 7, |L| < Ly, are graphs of critical
points of G under the map ¢ of Lemma 3.11. This map embedds (RP?)!Y! to R3IG!. Its restriction to
critical sets of G are also embeddings and are critical sets of G. By Lemma 3.11, all critical set of G,
|L| < Ly, are of that form. O

Proof of Proposition 2.4 s By Lemma 3.11, to find critical points of F, |L| < Lo, it suffices to find
critical points of the functional £, L) = F»(y, ¢ (W, L)), |L| < Lo, ¥ € (RP?)IVl. The statement
follows from the assumption by using normal coordinates around each manifold of critical points and
the implicit function theorem argument of Lemma 3.11. O

The manifolds of critical points of the reduced energy G on M ~ (RP?)“ can be classified by
classifying the topology of orbits of the diagonal action R¥ of SO(3) on M, i.e. T¢ of (3.51), restricted
to M. The basic fact from the theory of Lie group actions is that the orbit O(x) of x € M under the
action of SO(3) is the manifold SO(3)/SO(3),, where SO(3), is the isotropy subgroup of x under the
action, see the theorem of section 5.15 of [16]. In what follows we classify the isotropy subgroups.

By the definition of the action, the isotropy subgroup SO(3), under R¢ is the set of all R € SO(3)
satisfying

R

>

=+i, VneV(x). (3.53)

The set of such matrices is a subgroup of SO(3).

By (3.53) The action only affects the directions of the Q-tensors on X., thus a configuration on
M is determined by the directions {7;, —71;}, where j is either in U_ or U,. Denote by V(x), x =€
(X1,...,x7) € (RP?), the set distinct points of RP? in {x,...,x4}. Let d(x) denote the number of
values of x € (RP?)?. Clearly 1 < d(x) < d, Vx € (RP?)%. By (3.53) the isotropy subgroup of x
depends on V(x). For [, I’ € V(x) we use expressions [ L I, [+, etc., to denote orthogonality, orthogonal
complement, etc., of directions in R* with respect to the Euclidean inner product.

In the case d(x) = 1 we have Os03)(x) = RP? by Lemma 3.3. The isotropy subgroup below for
that case describes the projective plane as a quotient of SO(3) by the isotropy subgroup of points in the
diagonal of M. The case where U, = G, U;=0andd =1 corresponds to the constant critical points
of F. For abelian group actions on products the orbits of points in the diagonal are diffeomorphic to all
orbits. This is not necessarily the case for nonabelian group actions.

Let
cos¢p —sing O -1 0 0
Ry=| sing cos¢ O, A= 0 1 0 (3.54)
0 0 1 0 01

Downloaded from https://www.cambridge.org/core. 29 Oct 2025 at 17:57:18, subject to the Cambridge Core terms of use.


https://www.cambridge.org/core

Journal of Nonlinear Waves 19

Note that (A_)™' = A_, R;f =R_4, (A_Ry)™' = R_4A_, for all ¢ € [0,2r) also the matrices A_,
Ry, A_R, describe rotations by & around the vectors ¢y, e3, e, respectively, and {I,A_,R,,A_R.},
I = Ry, form an abelian group that contains the subgroups {I,A_}, {I,R}, {I,A_R.}, and the trivial
group {I}.

Let S1, S be subgroups of SO(3). We say that S, S, are isomorphic (under conjugacy) and we write
Si ~ S, if there exists an A € SO(3) such that the map ady : S| — S,, defined by ads(g1) = A™'g1A,
g1 € 8, is a group isomorphism. Note that the isotropy subgroups of x, y € (RP?)? with x; = Ay;,
A€ SO(3),j=1,...,d,are isomorphic since by (3.53), R € SO(3), if and only if A”"'RA € SO(3),.

Proposition 3.13. Let x € M, then the isotropy group SO(3)y under R is as follows.

(i) If d(x) = 1 then SO(3)y is isomorphic to the set Sy of all Ry, RgA_, A_Ry, ¢ € [0, 2m).

(ii) Let d(x) = 2 and V(x) = {l;, b} If (@) i L > then SO(3) is isomorphic to the set {I,RzA_}. If
(B) 1 L I then SO(3), is isomorphic to the set {I,A_,R,,RA_}.

(iii) Let d = 3. If the elements of V(x) lie on the same plane then SO(3), is isomorphic to the set
{I,RRA_}. If the elements 11, 15,13 V(x) are linearly independent we have four subcases: (a) l; L 1,
Vi,j € {1,2,3}, then SO(3), is {I},; (B) l1 L L withls L Iy and I3 L I (up to renumbering), then
SO3), is {I}; (v) 1, I3 € lll and I, L I3 (up to renumbering), then SO(3), is isomorphic to the set
{[LRz}; (6) l; L1;, Vi,j € {1,2,3}, SO(3), is isomorphic to the set {I,A_,R,RzA_}.

(iv) Let d > 4. If all the elements of V(x) lie on the same plane then SO(3), is isomorphic to the
set {I,R;A_}. If the elements of V(x) are not on the same plane and there is no pair of Iy, 1l € V(x)
satisfying 1y L I, then SO(3), is {I}. If there exists a pair of vectors 11,1, € V(x) satisfying I, L I, and
either V\ {1} € Iy or V\ {Lb} € Ij then SO(3), is isomorphic to {I, Ry}, otherwise SO(3), is {I}.

Proof. Note that the isotropy subgroups of x, y € (RP?)? with x; = Ry;, R € SO(3),j = 1,....d,
are isomorphic since by (3.53) R € SO(3), if and only if R~'RR € SO(3),. To compute SO(3), up to
isomorphism we may rotate the elements of V(x) to some standard configurations.

(i) The line [ € V(8§) can be rotated to the direction of &3 by two rotation matrices R, R;. Solutions of
(3.53) with i = e3 are rotation matrices whose third column is +e3. In the case where the third column
is &3, the solutions are the matrices Ry, ¢ € [0, 27). In the case where the third column is —e3, the first
2 x 2 block is a rotation matrix with determinant —1. The resulting rotation matrices are of the form
R¢A_, A_qu, ¢ S [0, 271')

(ii) Let V(x) = {l1,b}. Rotate [; to the direction of e3, then rotate around the axis of &3 to obtain
the directions of two noncolinear vectors 3, 1o on the plane span{es, e, }. If n, # +eéj, case (@), then
(3.53) with 72 = 715 has solutions R=1, R;A_ = A_R, = (RA_)"!. These matrices also leave the axis
of e3 invariant. If n, = +ey, case (B), then (3.53) with 7 = n; has solutions R=1, A_, R, RzA_. These
matrices also leave the directions of ¢;, j = 1,2, 3, invariant.

(iii) Let V(x) = {l1,l,13}. We apply a rotation to transform the first two directions to the direc-
tions of the vectors e3, 715 on the plane span{es,e;} as in (ii). We also obtain a third direction along a
vector 73.

If the three directions of V(x) are on the same plane then 713 € span{es,n,}, and we have case (@)
of (ii) for two of the directions. The third direction belongs to the same plane, and we have the isotropy
subgroup of (ii) ().

In the case where {l, l», I3} are linearly independent, subcase (@), we have i3 ¢ span{es, e;}, and
n3 L e3, then ny = [x1,xp,x3], with xp,x3 # 0. Also the isotropy subgroup is a subset of that of (ii),
case (a) since e3 L np. The equation R;A_n3 = +n3 implies x; = xp, —X3 = X3 Or X3 = —Xp, X3 = X3,
and there are no solutions with both x,, x3 nonvanishing.

In subcase (8) we may assume that /; L I, and np = ey. Then /3 is mapped to n3 = [x,x2,x3],
with x1, x2,x3 # 0 by the assumptions. The isotropy subgroup is a subset of the set of (ii), case (3)
since /| L l,. By the argument of subcase (iii) (@) the direction of n3 is not invariant under A_, R,
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A_R,, they all leave one component invariant and change the sign of the other two, and we cannot have
solutions with all components nonzero.

In subcase (y), the transformed vectors satisfy ny = ey, n3 € e3, ny L n3. Moreover n3 = [x1,x2,0]
with x1, x, # 0. The isotropy subgroup is a subset of the group of (ii), case (). The direction of 73 is
invariant under R, but not under A_ or A_R, thus SO(3), is isomorphic to {I,R,}.

In the subcase (6) the transformed directions are ¢;, j = 1,2, 3, and we have the isotropy group of
(ii), case (B) since the additional direction of e3 is also invariant under its transformations. The above
cover all possible V(x) with three elements.

(iv) In the case where all directions of V(x) are on the same plane, we use the argument of (iii) to
bring all directions to the plane of e3, ;. The isotropy subgroup is the same as the the one obtained for
thed =3 coplanar case as the extra directions are also invariant under the 7_R .

If the directions of V(x) are not on the same plane we distinguish the cases where the none or at least
one pair of orthogonal directions. In the first case we have three directions as in (iii), subcase (a) and
the isotropy subgroup is trivial.

In the second case consider a pair of /; L I, € V(x). We first consider the subcase where all other
vectors are in lj.l, J € {1,2}. Then we transform /; to &3 and see that we have at least two other transformed
vectors in &+ that are as in (ii), subcase (y). These directions are invariant under A_R, and so are all
other vectors in é*. Thus the isotropy subspace is {I,A_R}. If on the contrary, there is at least one
direction not in either lll or ZZL, we have three directions satisfying the assumptions of (ii), subcase (5),
and the isotropy subgroup is trivial. The above cover all possible V(x) with at least four elements. O

Since the vectors é; can be transformed to each other by a rotation the groups {I,A_}, {I,R.},
{I,A_R} are isomorphic. Thus the isotropy subgroups found are, up to isomorphism, the set S, of (i),
the abelian group of two elements {I, R, }, the abelian group {I,A_,R,,A_}, and the trivial subgroup
{I}.

Proposition 2.7 on the connection between the reduced functionals appearing in the bifurcation
equation and discretized Oseen—Frank functionals for the case without boundary follows from the
computation of [26] for the case with boundary. .

The main observation is that equation (3.49) for critical points of F», see (2.5), restricted to Cc0 =
co (f4, Uy, Up) with Uy = G, U, = 0 are critical points over configurations where the Q(m) have i, jth
entry

Q;(m) = =3x_(;(m)it;(m) — éai J), n(m) €S (3.55)

for all m € G. Denoting F restricted to C° by fz,r and using (2.5) we have

For(i) = —3’67‘ c(k,m)(2 = 2(a(k) - i(m))?), 7:G — S2, (3.56)

k.meG

with - the standard inner product in R3. Thus ]_:z,r does not depend on the signs of the (m), m € G,
and is well-defined as a functional on maps from G to RP.
In contrast, the Oseen—Frank functional Fop of (2.3) can be discretized by

For@ =3 3 clkmlck) ~am)P
k,meG

= % Z c(n,m)(2 - 2(m(k) -0(m))), 0:G — S2. (3.57)
k,neG
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This functional is not invariant under arbitrary changes of sign of n at the different sites, see discussion
in [26] comparing (3.56), (3.57).

The proof of Proposition 2.8 for the case without boundary is as in the case without boundary in [26]
and is omitted.

4. Numerical integration of the gradient flow

We present results obtained by numerical integration of the gradient of the Landau—de Gennes energy
in some simple geometries. We are interested in the regime of small L > 0, with U_ = G (case without
boundary) and U_ = G (case with boundary). The first effect sought is convergence to equilibria that
are near-uniaxial. We also compare the time scales of approach to a near-uniaxial state and convergence
to an equilibrium. A second effect we examine is the possibility of multiple attracting equilibria in the
periodic chain.

4.1. Discrete geometries: boundary and initial conditions

For a set G of N sites, the Q-tensor Q(k) at site k € {1,...,N} is described by its components y;(k),
Jj€{1,...,5}, defined in section 3. The gradient equations

0=-VG(Q),

G(Q) = F16(Q) (case without boundary), G(Q) = F16(Q; Q) (case with boundary), V = Vo, have
the general form

0 k
yj(k) = =L(Ay;) (k) — %, jed{l,...,5}, ke{l,...,N}. 4.1
j
The second term is the gradient of the onsite energy
a? b? c?
f8(Q(k)) = —7tr(Q(k)2) - gtr(Q(k)S) + Z(tr(Q(k)z))z’ 4.2)
twr(Q(k)%) = y1(k)* +y2(k)* +y3(k)* +y5(k)* +y6 (k)?, (4.3)
r(Q* (k) = %}’Q(k)zﬁ(k) + \%yz(km(k)yﬁ(k) + %(ys (K121 () = yo (k231 (6))
- 23’%@3(1@%(1«) 43602y (k)) - %ys(kf + %yl kP05,
forall k € {1,...,N}, and has the same form at all interior sites.

The first term (Ay;) (k) at site k is the linear coupling to other sites and contains the information
about the geometry of the set G.

Geometry A. Chain with two boundary points. In the case of a chain with nearest-neighbour
interactions and boundary values y;, yz € R’, e.g. setting y(0) = yz, y(N + 1) = yg, we have

(Ay)) (k) =yj(k=1) +y;j(k+1) =2y;(k), ke{2,...,N-1}, 4.4)

(Ay)) (1) =y +y;(2) = 29;(1),  (Ay)(N) =y;(N = 1) +yr; = 2y;(N), 4.5)
with y, = {YL,j};:l, YR = {YRJ};:V forallj e {1,...,5}.
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Geometry B. Closed chain. In the case of a chain with nearest-neighbour interactions and periodic
boundary conditions

(Ay)) (k) = yj(k = 1) +y;(k+1) = 2y;(k), ke{2,...,N -1}, (4.6)

(Ay) (1) = y;(N) +y;(2) = 2y;,(1),  (Ay)(N) =y;(N = 1) +y;(1) = 2y;(N), 4.7

forallje {1,...,5}.

We integrate numerically the equations for the two systems with initial conditions that are not
uniaxial.

Geometry A. In the case of the open chain, we choose uniaxial boundary conditions Qr, Or

Q; = —3x_ (fz(]') ® i(j) — %1) , j=L,R, (4.8)

x_ the negative solution of —a® + 6¢%x + b*x* = 0.

We use the values b2 = V6, a2 = 1. = %, then x_ = \%6.

The unit vectors i2(L), n(R) are at an angle. The corresponding Q-tensors are obtained from the polar
representation (3.24) of the vectors 71(L), n(R), via (3.18).

The corresponding vectors yr, yg are obtained via (3.11)-(3.14), i.e. the respective O, Qg are as in
(3.10) The initial condition at the interior points is chosen to be

y(k) =

-y), k=1,...,N. 4.9
Vil (yr = yL) 4.9)
The interior values interpolate linearly between the boundary values, and are not generally uniaxial.
In cases of boundary conditions expected to lead to more than one attracting equilibria, we use small
perturbations of (4.9) that may lead to different asymptotic states.

Geometry B. In the closed chain we use uniaxial initial conditions of the form

k) = s(k) (ﬁ(k) ® (k) — %1) , ke{l,...,N},

with different choices of the functions s, 7. The choice s = —3x_ at all sites, x_ the negative solution of
—a® +6¢2x+b*x* = 0, corresponds to an initial condition of uniaxial tensors on the manifold of minima
OffB.

We use the values b2 = V6, a2 = 1.c* =3 thenx_ =

Also, we consider

1

%
s(k) =o((k=1)/N), ke{l,...,N},

for oo smooth 1-periodic functions that oscillate around the value —3x_, and
nk)=v((k-1)/N), ke{l,...,N},

where v : [0, 1] — $? are smooth parameterized curves.

We are interested in two classes of curves v, corresponding to initial conditions expected to converge
to states that are discrete analogues of the two homotopy classes of RP%.

First, we consider closed curves that are continuous deformations of curves whose image is a subset
of an open hemisphere, see e.g. Figure 1(a). The corresponding initial conditions are expected to con-
verge to discrete analogues of homotopicaly trivial curves on RP2, i.e. curves that can be continuously
deformed to point.
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(@) (b)

Figure 1. Examples of closed curves of the two homotopy classes of RP?, visualization using the
2—sphere. When antipodal points are identified, (a) depicts a homotopicaly trivial curve on the pro-
Jective plane, while (b) depicts a homotopicaly non-trivial curve on the projective plane.

Also, we consider curves that are continuous deformations of curves that join any two antipodal
points of S2, see e.g. Figure 1(b). The corresponding initial conditions are expected to converge to
discrete analogues of homotopicaly nontrivial curves on RP?, i.e. curves that cannot be continuously
deformed to a point.

An example of an initial condition expected to converge to a configuration that is a discrete analogue
of a homotopicaly trivial curve in RP? is

2(k-1)nm

v 2= D s(h) = (4.10)

N V6

k =1,...,N. The corresponding Q(k), and y(k) are obtained via (3.18), (3.11)-(3.14), (3.10). Figure
1(a) depicts the vectors 71 of the curve defined by (4.10). This is an homotopicaly trivial curve on the
projective plane since it is continuously contractible to a point.

Examples of initial conditions that are expected to converge to discrete analogues of homotopicaly
nontrivial curves in RP? are

1 1
¢(k)=g+§cos , 0(k)=g+§sin

3 (k—Dm T 3
(k- Dz 1 2x(k-1) 3 1 2mkk-D),
¢(k) = T, 9(]() = 2 + 5 sin —N , S(k) = _\/6 + 3 sin —N 5 4.12)

k =1,...,N. The corresponding Q(k), and y(k) are obtained via (3.18), (3.11)-(3.14), (3.10). Figure
1(b) depicts the vectors 7 of the curve defined in (4.11). The first discretizes a curve on the 2—sphere
that connects antipodal points and cannot be continuously contracted to a point. In (4.12) we add a
deformation, and vary the radius s.

To verify the approach to near uniaxial Q-tensors at all sites k of G or G, we obtain Q(k) at each time
t from the numerically computed y(k) at time ¢ using the inverse of the linear transformation defined
by (3.11)-(3.14), and (3.10). We further compute the eigenvalues and eigenvectors of Q(k) used in the
polar representation (3.2) of Q(k), and the quantities

s(k) =241(k) + A2(k), r(k) =222(k) + A1 (k), (4.13)

where A1 (k) > A(k) > A3(k) are the eigenvalues of Q(k) at each time. The normalized eigenvector
that corresponds to A (k) is denoted by n, and the notation

n(k) = [nl(k)’nQ(k)’rQ(k)]? (414)
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Figure 2. s v.s. t for open chains with N =30, 65, 80, L=0.01, see (4.13) for definition of s. Geometry
A, boundary conditions (4.8), n(L), n(R) as in (3.24) with 0 = n/2, $=0, and 0 = n/2 - 0.5, $=0.5
respectively; initial condition as in (4.9). Parameter values b? = \/6, a? = %, 2= %, X_ = _Ls' (a)
Evolution of s, site k=17, N=30. (b) Evolution of s, site k=28, N=30. (c) Evolution of s, site k=36,
N =065. (d) Evolution of s, site k=36, N =65 open chain,site 58, n=65. (e) Evolution of s, site k=36,
N =80. (f) Evolution of s, site k=068, N =_80.
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Table 1. tax, Smax at time t for an open chain of N =065 sites, L=0.001. rmax, Smax are numbers that
satisfy |r(k)| < Fmax S(k) = Spax for all k € {1,...,N} at time t, see (4.13). Geometry A, boundary
conditions (4.8), n(L), n(R) as in (3.24) with 0 = 7r/2 ¢ 0,and 0 = /2 - 0. 5 ¢ =0.5 respectively;

initial condition as in (4.9). Parameter values b* = V6, a* = % 2= % X_ = \/_8

t Tmax Smin
0.0 1.4x107! 0.943
1.0 1.0x 1072 1.190
2.0 5.8x107% 1.219
400 1.3%x1076 1.225

for its components. The dependence on time is not explicit in this notation. The eigenvalues should
satisfy strict inequalities in the vicinity of X3.

4.2. Numerical observations: summary

The main observations after several integrations of the gradient flow (4.1) are the following:

(1) All initial conditions for geometries A, and B lead to trajectories for which the O-tensor becomes
near-uniaxial after a few time units, with s, 7 converging to values in the vicinity of s = —3x_, r =0. The
velocity of approach to near-uniaxial states is not seen to depend significantly on the number of sites N.

(ii) All initial conditions for geometries A, and B lead to an equilibrium configuration. This occurs
at a time scale that is much longer than the time scale of approach to near-uniaxial Q-tensors. The time
to approach the equilibrium depends on the number of sites N and the initial condition.

(iii) In the case of the closed chain, geometry B, we see two attracting asymptotic states, the constant
state, and a state that connects two antipodal points that lie on a plane. The constant state is homotopicaly
trivial and is the global minimum of the energy. The second state is a discretization of a homotopicaly
non-trivial curve, similar to Figure 1(b). Multiple (at least two) stable equilibria are also observed for
geometry A with some special boundary conditions. These equilibria are discrete analogues of non-
homotopic curves on the projective plane and may occur under more general boundary conditions.

In what follows we describe in more detail some of numerical experiments with geometries A and
B. The results below are typical a larger set of experiments performed.

4.3. Geometry A: open chain

We consider the evolution of the open chain system of (4.1) with boundary conditions y;, yr as in (4.8),
and 71 as in (3.24) with 8 = 7/2, ¢ =0, and 6 = 71/2 — 0.5, ¢ =0.5 respectively. Also x_ = —1/V6. The
initial condition is obtained from (4.9).

The rapid approach to a near uniaxial Q-tensor is seen over a range of coupling constants 0.01 < L <
0.2. Table 1 shows results using N =65, and L=0.01. The value of r,,,, at # =0 indicates the departure
from uniaxiality at the interior sites. The time scale of approach to near-axisymmetric tensors indicated
of a few units is typical of what we saw in all numerical experiments with geometries A and B and
30 < N < 85. The parameter s similarly approaches the value s~ 1.22 at all sites, as expected from
s=-3x_= \/ié ~ 1.2247 for the radius of the critical manifold of f3.

In Figure 2, we consider the same initial and boundary conditions with L =0.01 and three values
of N =30, 65, 80. The initial conditions are obtained from the boundary values and (4.9). The plots
show that the parameter s reaches the same approximate asymptotic value s ~ 1.22 indicating that the
Q-tensor is uniaxial. The dependence of the asymptotic values of s on the site is not significant. The
time taken to reach the near-uniaxial state is ¢ & 5 for the three chains considered.

The approach to equilibrium in these experiments is indicated in Figure 3 where we show the evo-
lution of the first component 71; (k) of the normalized eigenvector of the largest eigenvalue of Q(k) at
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Figure 3. n; v.s. t for open chains of N=30, 65, 80 sites, L=0.01, see (4.14) for definition of nj.
Geometry A, boundary and initial conditions, and parameter values as in Figure 2. (a) Evolution of nj,
site k=17, N=30. (b) Evolution of ny, site k=28, N=30. (¢) Evolution of n;, site k=36, N=635 site
36, N=065. (d) Evolution of ny, site k=58, N=65. (¢) Evolution of ny, site k=36, N=80. (f) Evolution
of ny, site k=68, N=380.
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Figure 4. Numerical asymptotic (equilibrium) spatial configurations, open chain experiments of
Figures 2, 3. Spatial configurations shown at times t = 80,000, (a), N=30, and t = 200,000 for
(b), (c), N=65, 80 sites respectively

some representative sites k € {1,...,N}. In all the plots we see an initial rapid increase or decrease in
the value of n; followed by a slow approach to the asymptotic value. For the case of N =30, we show
the behaviour at sites k=17 and k=28. The value of n; differs slightly between the two: at site 17,
the asymptotic values is n; = 0.9289, while at site 28, the asymptotic n; = 0.810. The different values
reflect the spatial pattern of the equilibrium state, and its dependence on the boundary condition. Similar
time evolution patterns are observed for systems with N =65 and N =80 sites, see Figure 3. Figure 4
shows the spatial asymptotic spatial configurations for the N =30, 65, 80 chains.
Figure 5 shows the evolution from initial condition

y(k) = Or=yL), k=1,...,N. (4.15)

k
N+1
This configuration is expected to be further from the equilibrium, and the time to the reach the
asymptotic values of the 71(k) is longer than the time of Figure 3. The time scale is however comparable.

Figures 3, 5 indicate that the approach to equilibrium is achieved at a much slower rate, e.g. a time
scale of ¢ ~ 10°. Moreover the time to equilibrium increases with the number of sites.

We also see examples of boundary conditions that lead to at least two stable equilibria. An example
is shown in Figure 6 where we see two different equilibrium states for uniaxial boundary conditions
of the form (3.19) with ¢, = 0, 6, = 7/2; ¢p = n/2, Og = 7 /2, i.e. the directors at the two ends
are perpendicular. We may expect the existence of equilibria where the interior directions interpolate
between the two perpendicular directions at the two edges by rotating in opposite directions. To see
these two equilibria we use initial conditions are two different small perturbations of (4.9).

In the asymptotic state shown in Figure 6(a) we used initial condition (4.9), perturbed by adding 0.1
to all y;(k),i = 1,...,6, at site k=1. We show the vector n at the interior sites k = 1,...N, N =65,
at time ¢t = 100, 000. The vector n at different sites is on the same plane, and we indicate the angles ¢
at sites 1, 32, and 65 (0.02, 0.72 and 1.55 respectively in radians). (The angle 6 is approximately /2
in all the sites.) In the asymptotic state shown in Figure 6(b), we used initial condition (4.9), perturbed
by adding —0.07 to all y;(k = 65),i =1,...,6 at site k =65. We show the vector n at the interior sites
k=1,...N,N =065, attime ¢t = 100, 000. Again, the vector n at different sites is on the same plane, and
we indicate the angles ¢ angles sites 1, 32, and 65 (1.55, 0.86, 0.02, respectively, in radians). We see
that the two configurations are different, e.g. the angle difference at k=32 is 1.47, close to /2 ~ 1.57.
Each configuration also exhibits different helicity as the direction rotates in opposite directions as we
move from the left to the right end of the chain. which are

The above solutions are discrete analogues of curves 1, y» on the unit sphere S that connect each
of the unit vectors m, —m to a third unit vector p, p L m and also belong to the plane of m, p. The
two curves define curves 71, 72 on RP? that are not homotopic since a homotopy of 7| to 7, would
produce a homotopy of the homotopicaly nontrivial closed curve y obtained from concatenating y; and
> and projecting to RP? to the homotopicaly trivial curve from {m, —m} to {p, —p} and then back to
{m, —m}. Thus the two solutions seen are discretizations of two non-homotopic curves on RP2.

Analogous curves y1, y> on S can be obtained by connecting unit vectors m and —m to a third unit
vector p that is not perpendicular to m. The two curves are again chosen to lie to the plane of m, p,
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Figure 5. n; v.s. t for open chains of N=230, 65, 80 sites, L=0.01, see definition of n; in (4.13).
Geometry A, boundary conditions and parameter values as in Figures 2, 3. Initial conditions are
obtained from (4.15), different from those of Figures 2, 3. (a) Evolution of n;, site k=17, N=30. (b)
Evolution of nj, site k=28, N=30. (¢) Evolution of ny, site k=36, N=65. (d) Evolution of ny, site
k=58, N=65. (e) Evolution of nj, site k=36, N=_80. (f) Evolution of nj, site k=68, N =_80.
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Figure 6. Evidence for bistability for a uniaxial boundary condition where the directions at the two
boundary points are perpendicular, open chain geometry A, N =65 sites. Boundary conditions for (a),
(b) given by Q-tensor of (3.19), with ¢y = n/2, 0 = n/2; ¢g = 0, Og = n/2 for left and right
boundaries respectively. Initial conditions for (a), (b) two are different perturbations of (4.9) at the
leftmost interior site k= 1. Figures (a), (b) show the corresponding vector n at t=100000. In both
cases lies on on the same plane at all sites and we show values (in radians) of direction angles at sites
k= 1, 32, 65. The angle difference at k=32 is 1.47, close to n|2 ~ 1.57, thus the configurations of
(a), (b) are different, and have opposite helicity.

and similarly define curves 71, 7, on RP? that are not homotopic. The curves y1, y> would now have
different lengths. Their discretized analogues would interpolate between different endpoint angles, and
are expected to have different energies and basins of attraction.

4.4. Geometry B: homotopicaly trivial and nontrivial equilibria

In periodic chains we observe that the gradient system has at least two attracting equilibria, corre-
sponding to the two homotopy classes of the projective plane. In all integrations we see a fast approach
to near-uniaxial Q-tensors, and a slower approach to the equilibria. The fast and slow time scales are
comparable to those seen in the open chain examples.

An example of convergence to the homotopicaly trivial constant state is shown in Figure 7, where
we see the evolution of 71, (k) for some sites k. Components n; (k), n3(k) tend to O in all the sites k. We
use L=0.01, N =30, 65, 80, and the initial condition (4.10). Figure 7 shows the evolution of n;. The
asymptotic state is constant. The initial and asymptotic states are shown in Figure 8. Figure 7 shows
that the time of convergence increases with the size of the chain N. The convergence to the equilibrium
is comparable but faster than the convergence to the equilibrium of Figure 3 for the open chain.

The homotopicaly trivial equilibrium is the state where the Q-tensor is uniaxial and takes the same
value at all sites. This state corresponds to the global minimum of the energy since it minimizes both
parts of the Landau—de Gennes energy.

We have also seen convergence to a discrete analogue of a homotopically non-trivial state. In Figures
9, 10 we show results from integration with the initial condition of (4.12), using L =0.01 and chain sizes
N =30, 65, 80. The convergence to near-uniaxial tensors occurs rapidly as in the previous cases and is
not shown. Figure 9 shows the slower convergence of n; at two sites for N = 30, 65, 80. Figure 10 shows
the evolution of the vectors 7 after their rapid approach to projective plane defined by s = —3x_, r=0.
The time scale is comparable to that of the previous examples. The main observation is that the vectors
n(k) belong to a plane, for all k € {1,...,N}. This state is stable. The system may have additional
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Figure 7. ny v.s. t for periodic chains with N=30, 65, 80 sites, L=0.01, definition of ny in (4.14).
Geometry B, initial condition of (4.10) discretizes homotopicaly trivial curve on projective plane.
Parameter values b*> = V6, a*> = %, 2= %, X_ = —%. (a) Evolution of ny, k=17, N=30. (b) Evolution
of ny, sitek =28, N=30. (c) Evolution of ny, site K=236, N=65. (d) Evolution of ny, sitek=58, N=65.
(e) Evolution of ny, site k=36, N=380. (f) Evolution of ny, site k=68, N=380

Downloaded from https://www.cambridge.org/core. 29 Oct 2025 at 17:57:18, subject to the Cambridge Core terms of use.


https://www.cambridge.org/core

Journal of Nonlinear Waves 31

(@) (b)

Figure 8. Normalized vectors n(k), k = 1,...N, N=065, at two different times for homotopicaly trivial
configuration, experiment of Figure 7, N =065, see (4.14). (a) Initial configuration of vectors n(k), as in
(4.10). (b) Numerical asymptotic configuration of vectors n(k) (t=200000). The vectors are visualized
on the 2—sphere, (a), (b) use different perspectives.

equilibria corresponding to nontrivial homotopy classes of the circle. The existence and stability of
additional equilibria will be examined elsewhere.

5. Discussion

We have considered a discrete version of the Landau—de Gennes theory in graphs and lattices without
boundary in the regime of small intersite coupling L. The main theoretical results are necessary and
sufficient conditions for continuation of equilibria of the decoupled system and the presence equivari-
ance of the reduced or bifurcation equations. The proof uses the strategy of [26] that also implies the
existence of a normally hyperbolic invariant manifold of the gradient flow of the Landau—de Gennes that
is parametrized by the uniaxial Q-tensors. The theory makes use of the symmetry of the on-site energy
under rotations, this structure and related results should be relevant to more general discrete parabolic
multicomponent systems with symmetries under Lie group actions.

We also report results from numerical integration of the Landau—de Gennes gradient flow for two
simple one-dimensional geometries, an open chain, and a periodic chain. We observe rapid approach
to a near-uniaxial state, and a slower convergence to the equilibrium. The fast scale is independent of
the size of the chain while the slow scale increases with the size of the chain. In closed chains we see
at least two stable equilibria that are discrete analogues of the two homotopy classes of the projective
plane. We also see bistability in the open chain, under boundary conditions of perpendicular directors
at the two endpoints.

The equilibria seen here are uniaxial Q-tensors with directions that lie on the same plane at all sites.
Connections with the theory for 2 x 2 Q-tensors [25] should be examined further. We expect additional
equilibria of periodic and open chains that correspond to homotopy classes of S with higher rotation
number. These solutions are expected from the theory of discrete vortices in the discrete Schrodinger
equation [29]. Their stability in the 2 X 2 and 3 x 3 Q-tensor theories could be studied further. Further
work will address similar effects in more general one-dimensional geometries, e.g. discrete analogues
of some graphs, where we may see some discrete analogues of dislocations. One of our future goals is to
examine higher dimensional geometries and domains such as the disc on the plane. Also of interest are
phenomena of front propagation in discrete Landau—de Gennes equation and related parabolic systems,
see e.g. [7]. In the Landau—de Gennes system these are fronts connecting the isotropic and nematic
states, where =0, and Q € X3, respectively. The nematic region is expected to expand since the
isotropic state is unstable.

As mentioned in section 2, the discrete theory is relevant to numerical simulations of continuous
models and experimental studies. The calibration of the parameters of the discrete model is discussed
in [8, 22, 32]. One of the main observable consequences of the theory is the geometrical shape of
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Figure 9. n; v.s. t for periodic chains with N =30, 65, 80 sites, L=0.01. Initial condition of (4.12)

discretizes homotopicaly non-trivial curve on projective plane. Parameter values b* = V6, a* = %,

A=3%x = —%. (a) Evolution of ny, site k=17, N=230. (b) Evolution of ny, site k=28, N=30. (c)
Evolution of n;, site k=36, N=65. (d) Evolution of n;, site k=58, N=65. (e) Evolution of n;, site
k=236, N=380. (f) Evolution of n;, site k=68, N=_80.
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Figure 10. Normalized vectors n(k), k = 1,...N, N=65, at two different times for homotopicaly non-
trivial configuration, experiment of Figure 9, N = 65, initial configuration as in (4.12). (a) Configuration
of vectors n(k) at t=1000. (b) Numerical asymptotic configuration of vectors n(k) (t=200000).

the nematic field, detected optically. Qualitative features such as dislocations and their positions seen
in two-dimensional simulations are therefore observable. The present study indicates multistabilty in
simple geometries that can also be detected optically. A possible quantitative result is the time to reach
the equilibrium, and its dependence on the coupling constant, boundary conditions, and the size of the
domain.
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