17
Methods of Scattering Theory

In Chapter 15, the fermionic signature operator and the unregularized fermionic
projector were introduced abstractly. In Chapter 16, we computed them in the
Minkowski vacuum. It remains to construct them in the presence of an external
potential. In order to prove the mass oscillation properties, our task is to analyze
the Dirac solutions asymptotically for large times and near spatial infinity. This
can be accomplished with methods of scattering theory, which we now briefly
introduce. We follow the presentation in [81].
We return to the Cauchy problem in the presence of an external potential,

(D —m)t,, =0, U, = 1o € OF (N, =~ R> Sul), (17.1)

with D as in (1.39). For notational clarity, we shall often denote the objects in the
presence of the external potential by a tilde (the “interacting objects”), whereas
the objects without tilde refer to the Minkowski vacuum.

17.1 The Lippmann—Schwinger Equation

The Dirac dynamics can be rewritten in terms of a symmetric operator H. To
this end, we multiply the Dirac equation (1.39) by 7° and bring the t-derivative
separately on one side of the equation,

10, = Hipyy where H:= —°(ifV + B — m), (17.2)

note that 179; = %0, + V. We refer to (17.2) as the Dirac equation in Hamil-
tonian form. The fact that the scalar product (15.2) is time independent implies
that for any two solutions ¢, ¥, € C2(AM, SA) N H,p,

0= 8t(¢m | ¢m)m = 1((£’¢m | wm)m - (¢7n | gwm)m) s

showing that the Hamiltonian is a symmetric operator on H,,.

The Lippmann—Schwinger equation can be used to compare the dynamics in the
Minkowski vacuum with the dynamics in the presence of an external potential. We
denote the time evolution operator in the Minkowski vacuum by U,

Proposition 17.1.1 The Cauchy problem (17.1) has a solution 1, which
satisfies the equation

t
Yle = Ubtorpg + i/ ULT (V°B )| dr, (17.3)

to
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310 17 Methods of Scattering Theory

referred to as the Lippmann—Schwinger equation.

Proof Obviously, the wave function t,,|: given by (17.3) has the correct initial
values at t = tg. Thus, it remains to show that this wave function satisfies the
Dirac equation. To this end, we rewrite the Dirac equation in the Hamiltonian
form (17.2) and separate the vacuum Hamiltonian H from the term involving the
external potential,

(10 — H) Y = —"Bty,  with  H = —iy°3V +1"m. (17.4)

Applying the operator i9; — H to (17.3) and observing that the time evolution
operator maps to solutions of the vacuum Dirac equation, only the derivative of
the upper limit of integration contributes,

(i0; — H) Ymle = =U5T (°Bvm) |,_, = =1"BYumls , (17.5)

T=t

so that (17.4) is indeed satisfied. O

We remark that one way of solving the Lippmann-Schwinger equation is to
substitute the left-hand side on the right-hand side to obtain

t
unle = ULt + i / ULT (0B )], dr

to

t
= Ubtoyy +i / UL AOB, U710y dr

to

t T
*/ U%WOBIT/ Un™ (7°B ¢

to to

_ dr'dr. (17.6)

Iterating this procedure, one gets a series of nested integrals referred to as the
Dyson series, which is commonly used in perturbative quantum field theory (see,
e.g., [147, Section 3.5]). The Dyson series can be regarded as an ordered exponential
(see Exercise 17.1).

17.2 The Mass Oscillation Property in the Presence
of an External Potential

The goal of this section is to prove the following result:

Theorem 17.2.1 Assume that the external potential B is smooth and for large
times decays faster than quadratically in the sense that

C
1B(t)]c> <

for suitable constants €,c > 0. Then, the strong mass oscillation property holds.

In words, the condition (17.7) means that the potential and its up to second
derivatives must decay faster than quadratically for large times. This condition
does not seem to have any physical significance; it is needed in order for our
methods to apply.
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17.2 The Mass Oscillation Property in an External Potential 311

The C?-norm in (17.7) is defined as follows. We denote spatial derivatives by V
and use the notation with multi-indices; that is, for a multi-index o = (o1, . .., @),
we set V = Oq,...a, and denote the length of the multi-index by |a| = p. Then,
the spatial C*-norms of the potential are defined by

|B(t)|cr := max sup |VB(t, T)|, (17.8)
le|<k zeRr3
where |.| is the sup-norm corresponding to the norm [¢|? := <@|y’¢>= on the

spinors.

17.2.1 Proof of the Weak Mass Oscillation Property

In this section, we prove the following theorem.

Theorem 17.2.2 Assume that the time-dependent external potential B is smooth
and decays faster than quadratically for large times in the sense that (17.7) holds
for suitable constants c,e > 0. Then, the Dirac operator D = i@ + B has the weak
mass oscillation property.

We expect that this theorem could be improved by weakening the decay assump-
tions on the potential. However, this would require refinements of our methods,
which would go beyond the scope of this paper. Also, using that Dirac solutions
dissipate, the pointwise decay in time could probably be replaced or partially
compensated by suitable spatial decay assumptions. Moreover, one could probably
refine the result of Theorem 17.2.2 by working with other norms (like weighted C*-
or Sobolev norms).

The main step is the following basic estimate, which is the analog of
Lemma 16.3.1 in the presence of an external potential.

Proposition 17.2.3  Under the decay assumptions (17.7) on the external poten-
tial B, there are constants c,e > 0 such that for every family 1 € H> of solutions
of the Dirac equation (1.39) with varying mass,

2
IGew)lell, < 3= |i|1+e sup > |[(05,tm)le=o| ypz.z - (17.9)
mel b—0

We first show that this proposition implies the weak mass oscillation property.

Proof of Theorem 17.2.2 assuming that Proposition 17.2.3 holds. In order to
derive the inequality (15.21), we begin with the estimate

1 (o)
<polpo>] < 5 [ |uls ol o

<sup ok, [ [lpul], ot (17.10)
teR —00

The last integral is finite by Proposition 17.2.3. The supremum can be bounded
by the Hilbert space norm using the Holder inequality,
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312 17 Methods of Scattering Theory

0lelle = H [ ol de < [onlil, am
< VIl ( [ ol dm)2=ﬁ 61l (a7.11)

giving (15.21).

Using (1.38), the Dirac operator i@ + B is symmetric with respect to the inner
product <.|.>. Therefore, the identity (15.22) can be obtained just as in (16.26)
by integrating the Dirac operator in spacetime by parts, noting that we do not get
boundary terms in view of the time decay in Proposition 17.2.3. O

The remainder of this section is devoted to the proof of Proposition 17.2.3. We
make use of the Lippmann—Schwinger equation (17.3),

t
Ve = UL o li=o + i/ ULT (V"B ¢m)|, dr. (17.12)
0

Since the first summand of this equation is controlled by Lemma 16.3.1, it remains
to estimate the second summand. Again using (16.43) and integrating by parts
with respect to the mass, we obtain

/%%%MMJm
I

- 1
BT

where T is again the interval (15.8) and thus

(17.13)
/M%%—%ﬂﬁﬂ%ﬁ%%m&m
I

H /Uf,’LT('yOB wm)|T dm § sup E | B(r) ) (8P 1/1m)|7||w212
I mel = 0
c|I| b
< B(r)| e 3 ulall . 17.14
S P [B(7)lc= sup bE:OH Wl |y, (17.14)

We now bound B(r) with the help of (17.7) and estimate the Sobolev
norm H@f’nz/)thwzyz at time 7 by means of Lemma 13.5.1. This gives rise to
the inequality

fuerson, 4

o ACl] 14|rP b
(t )2 1+ [P e ; [ommli=olly =

(17.15)

which yields the desired decay provided that 7 and ¢ are not too close to each
other. More precisely, we shall apply this inequality in the case |7| < [¢|/2. Then,
the estimate simplifies to

H /Uﬁ;T(voB Ym)|, dm
I

C .
< Wsup ZH@ Umli=ol|yyan  If 7] < [t]/2, (17.16)

t
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17.2 The Mass Oscillation Property in an External Potential 313

with a new constant C' > 0. In the remaining case |7| > |t|/2, we use the unitarity
of ULT to obtain

H/thrf (703 1/}m) ‘7— dm
I

< U B(T)lco sup [[tm]| - (17.17)
t mel

Applying (17.7) together with the inequality |7| > |t|/2, this gives

. c -
| [v (0B 0, 1 am <zl il 2 1

This again decays for large t because 7 is close to ¢t and because |B(7)|co decays
for large 7.

Comparing (17.16) and (17.18), we find that the inequality in (17.16) even holds
for all 7. Thus integrating this inequality over T € [0, ], we obtain the following
estimate for the second summand in (17.12),

t
‘/dm/ ULT (VOB ) |7 dr
1 0

where C’ > 0 is a new constant. Combining this inequality with the esti-
mate (16.20) of the first summand in (17.12), we obtain the desired inequal-
ity (17.9). This concludes the proof of Proposition 17.2.3.

c’ 2
< e SUP Z Hazzw:s:onm, (17.19)
mel b—0

t

17.2.2 Proof of the Strong Mass Oscillation Property

In this section, we prove the following result.

Theorem 17.2.4 Assume that the weak mass oscillation property holds and that
the external potential B satisfies the condition

/OO 1B(7)|co dT < 00 (17.20)

— 00
Then, the Dirac operator D =i + B has the strong mass oscillation property.

Combining this theorem with Theorem 17.2.2, one immediately obtains Theo-
rem 17.2.1.

For the proof, we shall derive an explicit formula for the fermionic signature
operator (Proposition 17.2.5). This formula is obtained by comparing the dynamics
in the presence of the external potential with that in the Minkowski vacuum using
the Lippmann—Schwinger equation and by employing distributional relations for
products of fundamental solutions and Green’s operators (Lemma 17.2.8).

In order to compare the dynamics in the presence of the external potential with
that in the Minkowski vacuum, we work with the Hamiltonian formulation. We
decompose the Dirac Hamiltonian (17.2) into the Hamiltonian in the Minkowski
vacuum (17.4) plus a potential,

H=H+YV with V:=-"B. (17.21)
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314 17 Methods of Scattering Theory

Proposition 17.2.5 Assume that the potential B satisfies the condi-
tion (17.20). Then, for every i, ¢ € H™,

<P¢|P¢> = /1(1/)m ‘Sm d)m)m dm, (17'22)

where 8y, : Hpn — Hon are bounded linear operators that act on the wave functions
at time to by

- l/ e(t —to) [Sm ULEV(t) ULl — Ukt V(t) 8, UL] dt (17.23)

— 00

2
1 00 o0 to to B / B

T2 (/ / +/ / )U:’g’tv(t) S ULl V() UL dt ', (17.24)
2 to Jto —00 J —x

and 8., is again the fermionic signature operator of the vacuum (16.58).

Before entering the proof of this proposition, it is instructive to verify that the
formula for §,, in (17.23) and (17.24) does not depend on the choice of tg.

Remark 17.2.6 (Independence of Sm on to) Our strategy is to differentiate
the above formula for §,, with respect to tg and to verify that we obtain zero. We
first observe that taking a solution ¢,, € H,, of the Dirac equation in the presence
of B, evaluating at time ¢y and applying the time evolution operator Uf,f“ gives ¢,
at time ¢, that is, U ¢, |1, = dum . Differentiating with respect to to yields

Buo Ul bumlty = 0. (17.25)

The situation is different when one considers the time evolution operator of the
vacuum. Namely, in the expression ULy, |s,, the wave function ¢, satisfies the
Dirac equation (i0; — H)dy, = V., whereas the time evolution operator solves
the Dirac equation with V = 0. As a consequence,

atoUrtﬁtoqsm|to = 7iUrtr’Lt0 (V¢m>|to . (1726)

Using these formulas together with Ufoto = 1 = U'ofo a straightforward
computation gives

Oty (Y | (17.23) 61|,
= —i(¥m | [Sm> V] dm)lto

1

= 2 (=2 (Y | (8 V(to) = V(t0) 81) bm)],,

- 5 / €(t = to) ((=1V(t0)) o | S Us " V() Uit 6) |, dlt

+ % /°° €t — to) (tom | U0 V(E) S UL (—iV(t0)) bua)],, At (17.27)
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17.2 The Mass Oscillation Property in an External Potential 315

Oro (VY | (17.24) 61, \to

g [ el —t0) (| Vlt0) 80 U V) T 1),
— 5 |t t0) (o | O VO 80 U V) 6, b, (17.28)

where for notational simplicity we here omitted the restrictions |;, for the
solutions ,,, and ¢,,. Adding the terms gives zero. O

The remainder of this section is devoted to the proof of Proposition 17.2.5.
Our strategy is to combine the Lippmann—Schwinger equation with estimates in
momentum space. We begin with two technical lemmas.

Lemma 17.2.7 Assume that the external potential B satisfies condi-
tion (17.20). For any to € R, we denote the characteristic functions in the
future and past, respectively, of this hypersurface t = tg by X;'E (z) (i-e., Xtio (z) =
O(£(2° — t9)), where © is the Heaviside function). Then, for any b, €
CX (M, SM)YNH ,y,, the wave function k;m(xtionm) is a well-defined vector in Hy,
and

o O Bl < 5 Wl [ X657 [B (7)o dr (17.29)

Proof Using the integral kernel representation (16.13) and (16.14) together with
the fact that the time evolution in the vacuum is unitary, we obtain

2m /}R ki ((t0, ), (1, 5)) (Xiy Bm) (1, 9) y| = [|Use ™" (xis Bm) - ||,
to
= Hry XtO'me | || < ‘B |CO ”d’m”m . (17.30)
Integrating over 7 and using (17.20) gives the result. O

The following lemma is proved in [54, Egs. (2.13)—(2.17)] (see Exercises 16.9
and 16.10).

Lemma 17.2.8 In the Minkowski vacuum, the fundamental solution k., and the
Green’s operator s,, defined by

1
Sm= 5 (50 +50,) (17.31)
satisfy the distributional relations in the mass parameters m and m/,
km km/ = 6(m - m/) Pm; (1732)
PP
km Sm! = Sm/ km = — kma (1733)
m—m
PP 9
Sm Sm! = (Sm — 8mr) + 7 0(m —m') ppy (17.34)

where PP denotes the principal part, and p,, is the distribution

pm(k) = (K +m) 6(k* —m?). (17.35)

Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.147, on 23 Nov 2025 at 11:37:13, subject to the Cambridge Core terms of use, available at
https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009632638.022


https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009632638.022
https://www.cambridge.org/core

316 17 Methods of Scattering Theory

Proof of Proposition 17.2.5. Let ¢p € H* be a family of solutions of the Dirac
equation for varying mass. We denote the boundary values at time to by 92, =
Ymlto- Then, we can write the Lippmann—Schwinger equation (17.3) as

t
Ymle = ULyl + i/ UST(Y°B ¢m)|, dr. (17.36)

to
We now bring this equation into a more useful form. Expressing the time evolution
operator with the help of (16.14) in terms of the fundamental solution, we obtain

%@=%Ak(<m»vwam>w

comi [ [ @ykaea@e)m. 0730

Applying (16.9) and using that the advanced and retarded Green’s operators are
supported in the future and past light cones, respectively, we can rewrite the last
integral in terms of the advanced and retarded Green’s operators,

Vi = 27 ki (V000,00 ) — i, (s B ) — Sy (Xi Bom) (17.38)

where &, () := §(to—2°) is the § distribution supported on the hypersurface 20 =
to. Next, we express the advanced and retarded Green’s operators in terms of the
Green’s operator (17.31): According to (16.9), we have the relations

Sm = Sy — ik = sh + ik, (17.39)
and thus
Um = km9m — Sm By,  with ¢, := 27 yoétowfn +im e, B, , (17.40)
where ¢, is the step function
e, () == e(2® —to), (17.41)

and we omitted the brackets in expressions like kg = ki (gm). Note that the
expression kg, is well defined according to Lemma 17.2.7. We also remark
that by applying the operator (i@ — m) to the distribution g,, in (17.40), one
immediately verifies that v, indeed satisfies the Dirac equation (i — m),, =
—Btm.

Now we can compute the inner product <pw|py> with the help of Lem-
ma 17.2.8. Namely, using (17.40),

<P¢|P¢> = ﬂ <kmgm - Sm'me | km’gm’ - Sm/me’> dm dm/
IxI

= / (<gm |pmgm> + 772 <me |pm‘me>) dm
I

PP
+ // , (<me | s G > — <Ko G | Bty >
Ix] M —m

+ <Bm | (sm — Sm’)me’>) dm dm’ . (17.42)
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17.2 The Mass Oscillation Property in an External Potential 317

Note that this computation is mathematically well defined in the distributional
sense because v, and g,, are smooth and compactly supported in the mass
parameter m. Employing the explicit formula for g,, in (17.40), we obtain

<pilpyp> = / (<gm | PmGm> + 7 <Bty, \mewm>) dm . (17.43)
I

Comparing (16.29) with (17.35) and taking into account that the operator §,,
defined by (16.58) gives a minus sign for the states of negative frequency, we get

Dm = Sm ki - (17.44)

Using this identity together with Proposition 13.4.4 in the vacuum yields the
relations

<gm |pmgm> = (kmgm | Sm kmgm)‘tm (1745)

<Bm | pmBYom> = (kmBtm | Sm kmBtom) |ty - (17.46)

We finally apply Proposition 13.6.1 to obtain the representation

<pulpy> = /1 (o 8o iy + 72 (B S By, ) e, (17.47)

where
B i = Y + 17 Ky (€1, B, (17.48)
Comparing (17.22) with (17.47), we get
W | S rm)im = (n | Sm B g + T2 (B Bt | S ke Btom) |y - (17.49)

Expressing the operators k,, according to (16.14) by the time evolution operator
and writing v, in terms of the initial data as

Ve = UV, (17.50)
we obtain

(wm ‘Sm ¢m)m = (w|8m¢)|to

i

_ 7/00 et —to) (1| S U V(&) U0 )], dt

2 — 00
i [ -
+3 /700 e(t —to) (U™tV(&) U 9 |8 )], dt
]‘ ’
+ - E(tfto) E(t 7750)
4 RxR
x (Ut V() Tt |8, UM V() TP )|, dt dt!
1 -~ ’ ~ 4/
+7 // (Ut U g[8, Ut V() U )|, dt di’. (17.51)
RxR
Rearranging the terms and polarizing gives the result. O
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318 17 Methods of Scattering Theory

Proof of Theorem 17.2.4. Since the time evolution operators are unitary and the
operators 8,, have norm one (see (16.58)), the representation (17.23) and (17.24)
gives rise to the following estimate for the sup-norm of S,,,

S]] < 1+/ IV(t)|co dt+// IV(t)|co |V(t)|co dt dt’. (17.52)
R RxR

The decay assumption (17.20) implies that the sup-norm of S,, is bounded uni-
formly in m. Using this fact in (17.22) gives the inequality (15.23), thereby
establishing the strong mass oscillation property. O

We finally remark that the uniqueness statement in Proposition 15.3.3 implies
that the relations (17.23) and (17.24) yield an explicit representation of the
fermionic signature operator in the presence of a time-dependent external poten-
tial.

17.3 Exercises

Exercise 17.1 For a smooth one-parameter family of matrices F'(«), o € R, the
ordered exponential Pexp([ F(«a) da)

Pexp </abF(a) da) =1+ /abF(to) dto + /ab dtq F(to)/t: dt, F(ty)

b b b
+ / dty F(to) dt; F(tl) dts F(tg) + e (1753)
a 0 t1

t

In this exercise, we collect a few elementary properties of the ordered exponential.
(a) Assume that the matrix-valued function F' is commutative in the sense that
[F(a),F(B)] =0 for all o, B € [a, b] . (17.54)

Show that the ordered exponential reduces to the ordinary exponential,

Pexp ( / " Fla) da) — oxp ( / " Fla) da) . (17.55)

Hint: Show inductively that

/ab dtq F(to)/b dt, F(ty)- ../b dtn F(ty)

to tn—1

- B0 ) " (17.56)

(b) Assume that F is continuous on [a,b]. Show that the Dyson series converges
absolutely and that

HPexp (/abF(a) da)H < exp (/ab | F(a)] da> : (17.57)

Hint: Estimate the integrals and apply (a).
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17.8 Ezxercises 319

(¢c) Show by direct computation that the ordered exponential satisfies the
equations

% Pexp ( / " Fla) da) — _F(a) Pexp ( / " Fla) da), (17.58)
Pexp (/:F(a) da) —1. (17.59)

Use the uniqueness theorem for solutions of ordinary differential equations
to give an alternative definition in terms of the solution of an initial-value
problem. Use this reformulation to show the group property

Pexp ( / " Flo) da) Pexp ( /b " F(a) da) ~ Pexp ( / " Fa) da>. (17.60)

(d) Show that

% Pexp </:F(a) da> = Pexp (/abF(a) da) F(b). (17.61)

Hint: Differentiate the identity (17.60) in the case ¢ = a and use the group
properties (17.59) and (17.60).
(e) Show that

Pexp (/abF(a) da>* = Pexp (/b (= F(a)*) da> . (17.62)

Deduce that if F'(«) is an anti-Hermitian matrix, then the ordered exponential
is a unitary matrix. Hint: There are two alternative methods. One method is
to argue using the differential equations (17.58) and (17.61) or with the group
property. A more computational approach is to take the adjoint of the Dyson
series and reparametrize the integrals.

Exercise 17.2 Given w € R and a smooth function V(t), we consider the
ordinary differential equation

(10 + w)p(t) = V(t) B(2) . (17.63)

(a) Write down the Lippmann—Schwinger equation, taking the right-hand side of
the equation as the perturbation. Hint: The free time evolution operator U ¢!
was computed in Exercise 16.5.

(b) Express the Lippmann—Schwinger equation in the case w = 0 explicitly as an
integral equation. How is it related to the integral equation used in the Picard
iteration (in the proof of the Picard-Lindel6f theorem)?
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