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Abstract We solve a joint similarity problem for pairs of operators of Foias–Williams/Peller type on
weighted Bergman spaces. We show that for the single operator, the Hardy space theory established by
Bourgain and Aleksandrov–Peller carries over to weighted Bergman spaces, by establishing the relevant
weak factorizations. We then use this fact, together with a recent dilation result due to the first author
and Rochberg, to show that a commuting pair of such operators is jointly polynomially bounded if and
only if it is jointly completely polynomially bounded. In this case, the pair is jointly similar to a pair of
contractions by Paulsen’s similarity theorem.
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1. Introduction

Let A(Dd), d � 1, be the polydisk algebra and let H be a separable Hilbert space. A
unital (bounded) representation π : A(Dd) → L(H) is uniquely determined by the d-
tuple of commuting operators (T1, . . . , Td), Ti := π(zi), where zi is the ith coordinate
function, i = 1, . . . , d. A necessary and sufficient condition for the boundedness of π in
terms of the commuting operators T1, . . . , Td is the existence of a constant C (C = ‖π‖)
such that, for every polynomial p,

‖p(T1, . . . , Td)‖ � C‖p‖∞,Dd = C sup
z∈Dd

|p(z1, . . . , zd)|. (1.1)

A commuting d-tuple (T1, . . . , Td) satisfying (1.1) is said to be jointly polynomially
bounded. In the case d = 1, the operator T1 is said to be polynomially bounded.

The map π is completely bounded on A(Dd) if and only if the operators T1, . . . , Td are
jointly completely polynomially bounded, which means that there is a constant C > 0
such that, for all integers n � 1 and for every n × n matrix of polynomials (pij),

‖(pij(T1, . . . , Tn))‖�2n(L(H)) � C‖(pij)‖Mn(A(Dd)) = C sup
z∈Dd

‖(pij(z))‖Mn . (1.2)
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When d = 1, the operator T1 satisfying (1.2) is said to be completely polynomially
bounded.

If the operators T1, . . . , Td are jointly polynomially bounded, then it does not neces-
sarily follow that the d-tuple is jointly completely polynomially bounded, even if d = 1.
This was recently settled in [19]; [8] contains a simplified and more direct proof. The
most general necessary and sufficient condition for a commuting d-tuple (T1, . . . , Td) to
be jointly completely polynomially bounded is given by the following theorem, recorded
below for future reference, and due to Paulsen [15,16].

Theorem 1.1 (see [15, 16]). A commuting d-tuple of operators (T1, . . . , Td) on a
Hilbert space H satisfies (1.2) if and only if there is an invertible operator S on H such
that the commuting d-tuple (S−1T1S, . . . , S−1TdS) satisfies (1.2) with constant C = 1.

We restrict our attention to the cases d = 1 and d = 2. Combining Theorem 1.1 with
the existence of a commuting unitary dilation for a pair of commuting contractions [2],
we obtain a necessary and sufficient condition for a pair of commuting operators (T1, T2)
to satisfy (1.2) for some constant C > 0. Namely, this happens if and only if there exists
an invertible operator S such that ‖S−1TiS‖ � 1, i = 1, 2; in other words, if and only if
the operators T1 and T2 are jointly similar to a pair of contractions.

The class of operators considered here are analogues of those studied in [1,6–8,10,12,
18,19], but defined on the direct sum of two weighted Bergman spaces, instead of two
copies of Hardy space. For a real number α > −1 we define the probability measure µα

on D by

dµα(z) =
α + 1

π
(1 − |z|2)α

dA(z), (1.3)

where A denotes the area measure on the unit disk D. We let Tα denote multiplication by
z on the weighted Bergman space L2

a(µα), (the relevant definitions are contained in the
next section). Let β > −1 and let Hb : L2

a(µα) → L2
a(µβ) be the bounded operator densely

defined on polynomials by Hbp = p(T ∗
β )b, where b ∈ L2

a(µβ). Note that HbTα = T ∗
β Hb.

Define the 2 × 2 operator matrix Rb, acting on L2
a(µα) ⊕ L2

a(µβ), by

Rb =

(
T ∗

β Hb

0 Tα

)
. (1.4)

Our main result in § 4 is Theorem 4.1, which says that if Rb is polynomially bounded,
then it is similar to the direct sum T ∗

β ⊕ Tα, and, thus, similar to a contraction. Further-
more, a necessary and sufficient condition for Rb to be similar to a contraction is the
existence of a bounded solution to the commutator equation Hb = T ∗

β X −XTα, in which
case the operator Xf := Hbf

′ is bounded and solves the equation.
The analogue of Theorem 4.1 for operators of the form(

S∗ Hb

0 S

)
, (1.5)

where S is the Hardy shift and Hb is a usual Hankel matrix, was established in the
combined results of [12], [6] and [1] and was extended to the case of shifts of finite
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multiplicity, where Hb is now a vectorial Hankel operator, in [8]. The result does not hold
for the shift of infinite multiplicity. Indeed, Pisier’s example of a polynomially bounded
operator which is not similar to a contraction is of the form in (1.5), where S is the shift
of infinite multiplicity and HbS = S∗Hb [19].

The key to the solution of the similarity theorem for operators of the form (1.5) given
in [1] is a weak factorization result for derivatives of functions in H1(D). In § 3 we prove
the L1

a(µα) analogue of this result, Proposition 3.2, and use the same methodology as
in [1] and [8] to prove the one-variable similarity result, Theorem 4.1.

In the remainder of the paper we turn our attention to the two-variable problem by
considering pairs of the form (Rb, R−b). A straightforward computation reveals that, for
every polynomial p(z, w),

p(Rb, R−b) =

(
p(T ∗

β , T ∗
β ) ∆b(p)

0 p(Tα, Tα)

)
,

where

∆b(p) = Hb

(
∂p

∂z
− ∂p

∂w

)
(Tα, Tα).

Since Tβ is a contraction, von Neumann’s inequality implies that the pair (T ∗
β , T ∗

β ) satisfies
(1.2) with constant C = 1. The same result (for the same reason) holds for the pair
(Tα, Tα). It follows that the pair (Rb, R−b) is jointly (completely) polynomially bounded
if and only if ∆b extends to a (completely) bounded map of the bidisk algebra, A(D2),
into L(L2

a(µα), L2
a(µβ)); in other words, if and only if there is a constant C > 0 such that

for all integers n � 1 and for all n × n matrices of polynomials (pij),

‖(∆b(pij))‖L2
a(µα)→L2

a(µβ) � C‖(pij)‖Mn(A(D2)) = C sup
z∈D2

‖(pij(z))‖Mn . (1.6)

We show in Theorem 5.4 that if ∆b is bounded on A(D2), then it is completely
bounded. We do this by realizing ∆b as a pushout of a completely bounded deriva-
tion δγ , γ = 1

2α + 1. In other words, we will show that if ∆b is bounded on A(D2), then
there is a bounded operator A : L2

a(µα+2) → L2
a(µβ) satisfying ATα+2 = T ∗

β A, (i.e. A is
a weighted Hankel operator) and such that ∆b(·) = Aδγ(·). The construction is based on
a dilation result from [11] and the fact that, for a polynomial p(z, w), δγ(p) is just a part
of p(Mz1 , Mz2). Here Mzi

is multiplication by the ith coordinate function zi, i = 1, 2,
acting on the Hilbert space generated by the kernel kγ , defined on D

2 × D
2 by

kγ(z, w) =
1

(1 − z1w1)γ(1 − z2w2)γ
.

For γ � 1 (i.e. α � 0) the map p �→ p(Mz1 , Mz2) is completely contractive on A(D2)
but, for 0 < γ < 1 (i.e. −1 < α < 0), the operator Mz1 is not even power bounded
and, hence, the pair (Mz1 , Mz2) is not jointly polynomially bounded. Nevertheless, we
do show in Theorem 5.3 that δγ is completely bounded on A(D2) for all γ > 0 (i.e. for
all α > −1), by exploiting a well-known characterization of the Bloch class in terms of
Carleson measures on Bergman spaces given in Proposition 2.1.
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As a corollary to Theorem 5.4 we deduce that the pair (Rb, R−b) is jointly polynomi-
ally bounded if and only if it is jointly completely polynomially bounded and thus, by
Theorem 1.1 and Ando’s dilation theorem, if and only if the operators Rb and R−b are
jointly similar to a pair of contractions. Furthermore, a necessary and sufficient condition
for the pair to satisfy the estimate in (1.1) is that the single operator Rb is polynomially
bounded, Corollary 5.5. It is still an open problem if the analogue of Theorem 5.4 (or
Corollary 5.5) holds for a pair of operators of the form in (1.5). This problem was brought
to our attention by Paulsen.

It appears that the situation in the Hardy space may be quite different. Pisier has
constructed, in [20], a pair of operators (using the shift of infinite multiplicity) each of
which is similar to a contraction (hence polynomially bounded), but the pair is not jointly
polynomially bounded. These operators do not have Hankelian entries in the (1,2) corner,
nor is the difference between the (1,2) corners a Hankel operator. For this reason, Pisier’s
example falls outside the scope of our framework, but this leads to an interesting open
question, especially in view of Corollary 5.8. Namely, what can be said about Pisier’s
pair in the context of (weighted) Bergman spaces?

The paper is organized as follows. Section 2 contains the relevant facts on weighted
Bergman spaces and Bloch functions that will be used throughout the paper. The results
in § 2 are well known (the book [29] is a good reference). Section 3 contains weak fac-
torization results for weighted Bergman spaces and boundedness criteria for weighted
Hankel operators between Bergman spaces. Good references for material on Hankel forms
between weighted Bergman spaces include [3,4,13,14,17,21,22,26,28]. Section 4 con-
tains the proof of the one-variable similarity result and § 5 is devoted to the two-variable
case. We also include in § 5 the relevant details from the dilation result in [11] that is
fundamental in the proof of the joint similarity result.

2. Preliminaries on weighted Bergman spaces

The weighted Bergman space (on the unit disk) corresponding to the weight µα will be
denoted by Lp

a(µα), p � 1. We write Lp
a for the unweighted space, i.e. when α = 0. By

definition, Lp
a(µα) is the closure of the analytic polynomials in Lp(D, µα) and coincides

with the class of holomorphic functions on the unit disk which are p-integrable with
respect to the measure µα.

The space L2
a(µα) is a reproducing kernel Hilbert space with reproducing kernel

Kα(λ, z) =
1

(1 − z̄λ)α+2 . (2.1)

In particular, we can represent any function f ∈ L1
a(µα) at the point z ∈ D by the

integral

f(z) =
∫

D

f(λ)Kα(λ, z) dµα(λ). (2.2)

An immediate consequence of this formula is that for each z ∈ D, evaluation at z is a
bounded linear functional on Lp

a(µα) for all p � 1.
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The Taylor expansion of Kα(·, z) about λ = 0 yields

Kα(λ, z) =
∞∑

n=0

(α + 2)n

n!
λnz̄n,

where, for γ > 0 and n � 0,

(γ)n :=
Γ (n + γ)

Γ (γ)
=

{
1, n = 0,

γ(γ + 1) . . . (γ + n − 1), n � 1.
(2.3)

Thus, L2
a(µα) is the weighted Hardy space with orthonormal basis

en,α(z) =

√
(α + 2)n

n!
zn, n � 0. (2.4)

By Stirling’s formula, n!/(α + 2)n ∼ 1/(n + 1)α+1 and so, for any polynomial p(z) =∑m
n=0 anzn,

‖p‖2
L2

a(µα) =
m∑

n=0

|an|2n!
(α + 2)n

∼
m∑

n=0

|an|2
(n + 1)1+α

. (2.5)

Using the orthonormal basis of L2
a(µα) given in (2.4), we see that the operator Mz

of multiplication by the coordinate function z on L2
a(µα) is unitarily equivalent to a

contractive weighted shift on 	2 with weight sequence

wn =

√
n + 1

n + α + 2
, n � 0.

The Bloch space, denoted by BLOCH, is defined to be the space of analytic functions
on D such that

‖b‖∗ = sup
z∈D

|b′(z)|(1 − |z|2) < +∞.

The norm ‖b‖BLOCH = |b(0)|+‖b‖∗ is a complete norm on BLOCH and, under the usual
(conjugate linear) integral pairing

〈f, b〉 =
∫

D

f(z)b(z) dµα(z),

the space BLOCH can be identified with the Banach space dual of L1
a(µα) for all α > −1.

This fact is well known and easily follows from Lemma 2.5 below and Hölder’s inequality.
An alternative characterization of the Bloch class can be given in terms of the finiteness

of a certain multiplier norm. For a holomorphic function b let Mb denote the operator of
pointwise multiplication by b. Then, for α, β > −1,

‖Mb‖L2
a(µα)→L2

a(µβ) = sup
‖f‖L2

a(µα)=1
‖bf‖L2

a(µβ).

The equivalence of the semi-norms, ‖Mb′‖ and ‖b‖∗, is well known [25], but we will
include a proof of the following estimate, which will be used in § 5.
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Proposition 2.1. Fix α > −1 and let b be holomorphic on D. Then

‖b‖∗ � ‖Mb′‖L2
a(µα)→L2

a(µα+2) �
√

α + 3
α + 1

‖b‖∗.

Proof. Let z, w ∈ D. Clearly,

〈M∗
b′Kα+2(·, w), Kα(·, z)〉L2

a(µα) = 〈Kα+2(·, w), Mb′Kα(·, z)〉L2
a(µα+2),

and the reproducing properties of Kα and Kα+2 show that

M∗
b′Kα+2(z, w) = b′(w)Kα(z, w). (2.6)

It follows easily from (2.6) that

〈M∗
b′Kα+2(·, z), M∗

b′Kα+2(·, w)〉L2
a(µα) = b′(z)b′(w)Kα(w, z).

In particular, when w = z, we obtain that

|b′(z)|2Kα(z, z) = ‖M∗
b′Kα+2(·, z)‖2

L2
a(µα)

� ‖M∗
b′‖2

L2
a(µα+2)→L2

a(µα)‖Kα+2(·, z)‖2
L2

a(µα)

= ‖Mb′‖2
L2

a(µα)→L2
a(µα+2)Kα+2(z, z).

This implies that ‖b‖∗ � ‖Mb′‖L2
a(µα)→L2

a(µα+2).
On the other hand, if f ∈ La(µα), ‖f‖2

La(µα) = 1, then, by Hölder’s inequality,

‖b′f‖2
L2

a(µα+2) = (α + 3)
∫

D

|b′(z)|2(1 − |z|2)2|f(z)|2(1 − |z|2)α dA(z)

�
(

α + 3
α + 1

)
‖b‖2

∗.

�

For any positive integer k, let Dk denote the kth-order derivative operator, i.e. Dkf =
f (k). When k = 1 we write D instead of D1. If X is a Banach space of holomorphic
functions on some domain, then the space of kth-order derivatives of functions in X will
be denoted by DkX . In other words,

DkX = {f (k) | f ∈ X}.

The space DkX will be viewed as a Banach space with the natural quotient norm ‖g‖ =
inf ‖f‖X , the infimum being over all functions f ∈ X with g = f (k). The next result is
just a reformulation of Theorem 4.2.9 in [29] in terms of the spaces DkLp

a, and so the
proof will be omitted here.

Proposition 2.2. DkLp
a = Lp

a(µpk) with equivalent norms, for all p � 1 and all
integers k � 0.
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Using the characterization of the norm on L2
a(µα) given in (2.5), we see that a function

f belongs to L2
a(µα) if and only if f ′ ∈ L2

a(µα+2). Thus, DL2
a(µα) = L2

a(µα+2) and,
furthermore, the norms are comparable for all α > −1. This fact has an L1 analogue
(Proposition 2.4). Before proving this we make the following observation.

Lemma 2.3. 〈f ′, g〉L2
a(µα+1) = (α + 2)〈f, Mzg〉L2

a(µα) for all α > −1.

Proof. Let

f(z) =
N∑

n=0

anzn and g(z) =
M∑

m=0

bmzm.

By (2.4), ∫
D

zjzj dµα+1(z) =
j!

(α + 3)j
.

Since (α + 2)j+1 = (α + 2)(α + 3)j , we have that

〈f ′, g〉L2
a(µα+1) =

∞∑
j=0

(j + 1)aj+1bj
j!

(α + 3)j

= (α + 2)
∞∑

j=0

aj+1bj
(j + 1)!

(α + 2)j+1

= (α + 2)〈f, Mzg〉L2
a(µα).

�

Proposition 2.4. DLp
a(µα) = Lp

a(µα+p) with equivalent norms, for all α > −1 and
p = 1, 2.

Proof. Let b ∈ BLOCH and f ∈ L1
a(µα), f(0) = 0. Since L1

a(µβ)∗ = BLOCH for all
β � 0, we have by Lemma 2.3 that

‖f ′‖L1
a(µα+1) ∼ sup

‖b‖BLOCH=1

∣∣∣∣
∫

D

b̄f ′ dµα+1

∣∣∣∣ ∼ sup
‖b‖BLOCH=1

∣∣∣∣
∫

D

zbf dµα

∣∣∣∣.
Thus, it remains to show that ‖b‖BLOCH and ‖zb‖BLOCH are comparable. By duality we
see that

‖zb‖BLOCH ∼ sup
‖g‖L1

a
=1

∣∣∣∣
∫

D

zbg dA

∣∣∣∣ = sup
‖g‖L1

a
=1

g(0)=0

∣∣∣∣
∫

D

zbg dA

∣∣∣∣ = sup
‖g‖L1

a
=1

g(0)=0

∣∣∣∣
∫

D

b̄g′ dµ1

∣∣∣∣.

By Proposition 2.2, L1
a(µ1) = DL1

a with comparable norms, which implies that the supre-
mum above on the right is equivalent to ‖b‖BLOCH. This completes the proof of the case
p = 1. As mentioned above, the case p = 2 follows from (2.5). �

We end this section with two computational lemmas that will be useful later.

Lemma 2.5. Let β � α > −1. The following are equivalent for a function f ∈ L1
a.
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(1) There is a constant C > 0 such that |〈f, g〉L2
a(µβ)| � C‖g‖L1

a(µα), for all functions
g in L1

a(µα).

(2) There is a constant C > 0 such that |f ′(z)|(1 − |z|2)β−α+1 � C, for all z ∈ D.

Proof. By (2.2),

f(z) =
∫

D

f(λ)
(1 − λ̄z)β+2

dµβ(λ).

Differentiating under the integral sign gives

f ′(z) = (β + 2)
∫

D

f(λ)λ̄
(1 − λ̄z)β+3

dµβ(λ).

If (1) holds, then

|f ′(z)| � C(β + 2)
∥∥∥∥ 1

(1 − λ̄z)β+3

∥∥∥∥
L1

a(µα)
, ∀z ∈ D.

Since β + 3 = α + 2 + (β − α + 1), we have that∥∥∥∥ 1
(1 − λ̄z)β+3

∥∥∥∥
L1

a(µα)
∼ 1

(1 − |z|2)β−α+1 ,

(see [29, Lemma 4.2.2]). The estimate in (2) now follows.
Suppose now that (2) holds. Then, by Lemma 2.3 and Hölder’s inequality,

(β + 2)|〈f, Mzg〉L2
a(µβ)| = |〈f ′, g〉L2

a(µβ+1)| � C‖g‖L1
a(µα).

Notice that zL1
a(µα) = {f ∈ L1

a(µα) | f(0) = 0}. In particular, zL1
a(µα) is closed in

L1
a(µα). Thus, since Mz is injective, ‖g‖L1

a(µα) � C ′‖Mzg‖L1
a(µα) for some C ′ > 0. It

follows, by the inequality above, that

|〈f, g〉L2
a(µβ)| � C̃‖g‖L1

a(µα)

for some constant C̃ > 0 and all functions g in L1
a(µα) with g(0) = 0. The general case

asserted in (1) can now be obtained by writing g(z) = g(0) + g1(z), and using the fact
that evaluation at z = 0 is bounded on L1

a(µα). �

Lemma 2.6. Let β � α > −1 and let f ∈ L1
a. Then

sup
‖g‖L1

a(µα)=1
|〈f, g′〉L2

a(µβ)| < ∞ ⇔ sup
‖g‖L1

a(µα)=1
|〈f ′, g〉L2

a(µβ)| < ∞.

Proof. It is easy to see, using Lemma 2.5, that the supremum above on the right is
finite if and only if there is a constant C̃ > 0 such that

|〈f ′, g〉L2
a(µβ+1)| � C̃‖g‖L1

a(µα+1), ∀g ∈ L1
a(µα+1). (2.7)
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By Lemma 2.3, 〈f ′, g〉L2
a(µβ+1) = (β+2)〈f, Mzg〉L2

a(µβ) and thus, inequality (2.7) becomes

|〈f, Mzg〉L2
a(µβ)| � C̃

β + 2
‖g‖L1

a(µα+1), ∀g ∈ L1
a(µα+1). (2.8)

Since Mz is bounded below on L1
a(µα+1), inequality (2.8) is equivalent to

|〈f, g〉L2
a(µβ)| � C1‖g‖L1

a(µα+1), ∀g ∈ L1
a(µα+1), g(0) = 0. (2.9)

Using the same argument as in the proof of Lemma 2.5 we see that (2.9) holds if and only
if the corresponding inequality is true for all g ∈ L1

a(µα+1). Finally, by Proposition 2.4,
DL1

a(µα) = L1
a(µα+1) with comparable norms and so inequality (2.9) is equivalent to the

condition that the supremum above on the left is finite. �

3. Weak factorization and weighted Hankel operators

Let X and Y be Banach spaces of holomorphic functions on some domain. If (fi) ⊆ X ,
(gi) ⊆ Y, and h =

∑n
i=0 figi, we define the norm

‖h‖ = inf
h=

∑n
i=1 figi

n∑
i=0

‖fi‖X ‖gi‖Y . (3.1)

The space X 
 Y is defined to be the completion of the linear span of functions of the
form fg, with f ∈ X , g ∈ Y, with respect to the norm (3.1). The space X 
Y is a Banach
space which is isomorphic to a quotient of the projective tensor product of X and Y. In
this section we will establish several assertions of the form Z = X 
 Y. Such an equality
is often referred to as a weak factorization of the space Z. In our work we will omit the
word weak and speak just of a factorization.

The factorization below is well known (cf. [27]), but we include a proof for the sake of
completeness.

Proposition 3.1. Let α, β > −1. Then L2
a(µα) 
 L2

a(µβ) = L1
a(µ(α+β)/2) with com-

parable norms.

Proof. Hölder’s inequality shows that there is a contractive inclusion

j : L2
a(µα) 
 L2

a(µβ) ↪→ L1
a(µ(α+β)/2).

To show that j is surjective it suffices to show that its adjoint j∗ is bounded below.
Identifying the dual of L1

a(µ(α+β)/2) with BLOCH, we see that j∗ is bounded below if
and only if there is C > 0 such that

‖b‖BLOCH � C sup
{

|
∫

D

b̄fg dµ(α+β)/2| : ‖f‖L2
a(µα) = 1, ‖g‖L2

a(µβ) = 1
}

. (3.2)

Suppose that the supremum above is finite and denote this number by M . By (2.2),

b(z) =
∫

D

b(λ)
1

(1 − λ̄z)((α+β)/2)+2
dµ(α+β)/2(λ).
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Differentiating under the integral sign gives

b′(z) = ( 1
2 (α + β) + 2)

∫
D

b(λ)
λ̄

(1 − λ̄z)((α+β)/2)+3
dµ(α+β)/2(λ).

Hence, by definition of M ,

|b′(z)| � M( 1
2 (α + β) + 2)

∥∥∥∥ 1
(1 − λ̄z)(α+3)/2

∥∥∥∥
L2

a(µα)

∥∥∥∥ 1
(1 − λ̄z)(β+3)/2

∥∥∥∥
L2

a(µβ)
.

One knows that both of the norms above are comparable with (1−|z|2)−1/2 on D (cf. [29,
Lemma 4.2.2]), and so it follows that there is a constant C > 0 such that |b′(z)| �
MC/(1 − |z|2) for all z ∈ D. Thus (3.2) holds and the proposition is proved. �

The next factorization is the L1
a analogue of the Hardy space result DA(D) 
 Hp =

DHp, for p � 1, that was established in [1]. In that paper, the authors used this fact to
prove that the operator in (1.5) is similar to a contraction whenever it is polynomially
bounded. Proposition 3.2 will play the same role in the proof of the corresponding result
for weighted Bergman shifts. We should point out that one can deduce the factorization
below from decomposition results in [21] and [22]; however, we will provide an alternative
proof based on duality.

Proposition 3.2. Let α > −1. Then DA(D) 
 L1
a(µα) = L1

a(µα+1) with comparable
norms.

Proof. Let f ∈ A(D), g ∈ L1
a(µα). First we notice that fg ∈ L1

a(µα) and, therefore,
(fg)′ ∈ DL1

a(µα) = L1
a(µα+1). Moreover,

‖(fg)′‖L1
a(µα+1) ∼ ‖(fg)′‖DL1

a(µα) � ‖fg‖L1
a(µα) � ‖f‖∞‖g‖L1

a(µα).

On the other hand, g ∈ L1
a(µα) and so g′ ∈ DL1

a(µα) = L1
a(µα+1). Thus, fg′ ∈ L1

a(µα+1)
with

‖fg′‖L1
a(µα+1) � C‖f‖∞‖g‖L1

a(µα).

It follows, since f ′g = (fg)′ − fg′, that

DA(D) 
 L1
a(µα) ⊆ L1

a(µα+1). (3.3)

Having established the bounded inclusion

j : DA(D) 
 L1
a(µα) ↪→ L1

a(µα+1),

the proof of the proposition will be complete if we can show that j is surjective or,
equivalently, that its adjoint j∗ is bounded below. Identifying the dual of L1

a(µα+1) with
BLOCH, it suffices to show that there is a constant C > 0 such that

‖b‖BLOCH � C sup
{∣∣∣∣

∫
D

b̄f ′g dµα+1

∣∣∣∣ : ‖f‖∞ = 1, ‖g‖L1
a(µα) = 1

}
. (3.4)
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Suppose that the supremum above is finite for the function b and denote this number by
M . For z ∈ D,

b(z) =
∫

D

b(λ)
(1 − λ̄z)α+3

dµα+1(λ). (3.5)

Differentiating under the integral sign and multiplying through by z gives

zb′(z) = (α + 3)
∫

D

b(λ)zλ̄

(1 − λ̄z)α+4
dµα+1(λ).

By the definition of M ,

|zb′(z)| � 1
2 (α + 3)M

∥∥∥∥ 1
(1 − z̄λ)1/2

∥∥∥∥
∞

∥∥∥∥ λ

(1 − z̄λ)α+5/2

∥∥∥∥
L1

a(µα)
.

Since∥∥∥∥ 1
(1 − z̄λ)1/2

∥∥∥∥
∞

∼ (1 − |z|2)−1/2 and
∥∥∥∥ 1

(1 − z̄λ)α+5/2

∥∥∥∥
L1

a(µα)
∼ (1 − |z|2)−1/2

on D, it follows that |zb′(z)| � CM(1 − |z|2) for all z ∈ D. Now fix z ∈ D and set
ρ = max{ 1

2 , |z|}. Then there exists z0 ∈ D such that |z0| > ρ and |b′(z)| � |b′(z0)|. Thus,

|b′(z)| < (1/ρ)|z0b
′(z0)| � (1/ρ)CM(1 − |z0|2) � 2CM(1 − |z|2)

and the proof is complete. �

Let α, β > −1. A bounded bilinear form B on L2
a(µα)×L2

a(µβ) is called a Hankel form
if, for all polynomials p,

B(pf, g) = B(f, pg), ∀f ∈ L2
a(µα), ∀g ∈ L2

a(µβ).

By the symbol of a Hankel form B we mean the unique function b ∈ L2
a(µβ) satisfying

B(1, g) =
∫

D
gb̄ dµβ for all g ∈ L2

a(µβ). In this case,

B(p, g) =
∫

D

b̄pg dµβ , ∀g ∈ L2
a(µβ), ∀ polynomials p.

We can identify the Hankel form B with a bounded operator Hb : L2
a(µα) → L2

a(µβ) via
B(f, g) = 〈f, Hbg̃〉L2

a(µβ), where g̃(z) = g(z̄). Using normalized monomials for orthonor-
mal bases of L2

a(µα) and L2
a(µβ), the matrix representing the operator Hb has the form

(αi,jai+j), where b(z) =
∑∞

n=0 anzn and

αi,j =

√
(β + 2)i

i!

√
(α + 2)j

j!
(i + j)!

(β + 2)i+j

∼ (i + 1)(β+1)/2(j + 1)(α+1)/2

(i + j + 1)β+1
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(cf. [22]). For this reason, the operator Hb is called a weighted Hankel operator. Note
that, by definition, HbMz = M∗

z Hb, where Mz is the operator of multiplication by the
coordinate function z on the respective space. Thus, Hb is densely defined on polynomials
by Hbp = p(M∗

z )b.
Necessary and sufficient conditions on the symbol b for the operator Hb to extend to

a bounded operator from L2
a(µα) into L2

a(µβ) can be found in several places including
[3,5,22,26,28]. For the sake of completeness we provide a proof of the following criterion.
Note that, in the proposition below, there is no loss of generality in assuming that
β � α > −1, since H∗

b : L2
a(µβ) → L2

a(µα) is also a weighted Hankel operator.

Proposition 3.3. Let β � α > −1. The operator Hb, densely defined on polynomials
by Hbp = p(M∗

z )b, extends to a bounded operator from L2
a(µα) into L2

a(µβ) if and only
if there is a constant C > 0 such that |b′(z)|(1 − |z|2)1+(β−α)/2 � C for all z ∈ D.

Proof. In terms of Hankel forms, the operator Hb is bounded if and only if there is a
constant C > 0 such that for all polynomials f and g,∣∣∣∣

∫
D

b̄fg dµβ

∣∣∣∣ � C‖f‖L2
a(µα)‖g‖L2

a(µβ). (3.6)

By Proposition 3.1, L2
a(µα) 
 L2

a(µβ) = L1
a(µ(α+β)/2) and the norms are comparable.

This implies that the inequality (3.6) is equivalent to the inequality∣∣∣∣
∫

D

b̄h dµβ

∣∣∣∣ � C̃‖h‖L1
a(µ(α+β)/2), ∀h ∈ L1

a(µ(α+β)/2). (3.7)

The result now follows from Lemma 2.5. �

4. The similarity problem for weighted Bergman shifts

For clarity, we will write Tα for the operator Mz defined on L2
a(µα), α > −1. Fix α, β >

−1 and suppose that the densely defined weighted Hankel operator Hbp = p(T ∗
β )b extends

to a bounded operator from L2
a(µα) into L2

a(µβ). We define a 2 × 2 operator matrix Rb,
acting on the direct sum L2

a(µα) ⊕ L2
a(µβ), by

Rb =

(
T ∗

β Hb

0 Tα

)
. (4.1)

It is easy to see that, if p is a polynomial, then

p(Rb) =

(
p(T ∗

β ) Hbp
′(Tα)

0 p(Tα)

)
.

Let δb be the map defined on polynomials by δb(p) = Hbp
′(Tα). Since both Tα and Tβ

are contractions, von Neumann’s inequality implies that the operator Rb is polynomially
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bounded if and only if δb extends to a bounded map of the disk algebra, A(D), into
L(L2

a(µα), L2
a(µβ)); in other words, if and only if there is a constant C > 0 such that

|〈δb(p)f, g〉| � C‖p‖∞‖f‖L2
a(µα)‖g‖L2

a(µβ) (4.2)

for all polynomials p, and f and g in the appropriate weighted Bergman spaces.
We are now ready to state the main result of this section.

Theorem 4.1. Let β, α > −1. The following are equivalent.

(a) The operator Rb is polynomially bounded.

(b) ‖Hb′ : L2
a(µα) → L2

a(µβ)‖ < ∞.

(c) ‖HbD : L2
a(µα) → L2

a(µβ)‖ < ∞.

(d) There exists an operator X ∈ L(L2
a(µα), L2

a(µβ)) such that Hb = T ∗
β X − XTα.

(e) The operator Rb is similar to (
T ∗

β 0
0 Tα

)
.

Proof. We start by proving that (a), (b) and (c) are all equivalent. As shown above,
Rb is polynomially bounded if and only if δb(p) = Hbp

′(Tα) satisfies the estimate in
(4.2) for some constant C > 0. Since the operator Tβ is just a multiplication by z and
HbTα = T ∗

β Hb, we have that

〈δb(p)f, g〉L2
a(µβ) = 〈p′(T ∗

β )Hbf, g〉 = 〈Hbf, p̃′(Tβ)g〉 = 〈Hbf, p̃′g〉. (4.3)

Also, when f is a polynomial, Hbf = f(T ∗
β )b. By identifying the weighted Hankel operator

δb(p) with a Hankel form on L2
a(µα) × L2

a(µβ), it follows that the estimate in (4.2) is
equivalent to ∣∣∣∣

∫
D

b̄p′fg dµβ

∣∣∣∣ � C‖p‖∞‖f‖L2
a(µα)‖g‖L2

a(µβ) (4.4)

for all polynomials p, f and g.
By Propositions 3.1, 3.2 and 2.4, respectively, we have that

DA(D) 
 (L2
a(µα) 
 L2

a(µβ)) = DA(D) 
 L1
a(µ(α+β)/2)

= L1
a(µ((α+β)/2)+1)

= DL1
a(µ(α+β)/2)

and the norms are all comparable. Therefore, inequality (4.4) is equivalent to∣∣∣∣
∫

D

b̄h′ dµβ

∣∣∣∣ � C̃‖h‖L1
a(µ(α+β)/2), ∀h. (4.5)
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By Lemma 2.6, the inequality in (4.5) is equivalent to∣∣∣∣
∫

D

b′h dµβ

∣∣∣∣ � C1‖h‖L1
a(µ(α+β)/2), ∀h. (4.6)

Using Proposition 3.1 once again, we obtain that (4.6) is equivalent to∣∣∣∣
∫

D

b′fg dµβ

∣∣∣∣ � C̃1‖f‖L2
a(µα)‖g‖L2

a(µβ), ∀f, g. (4.7)

However, the inequality (4.7) is precisely the statement that the weighted Hankel operator
Hb′ extends to a bounded operator from L2

a(µα) into L2
a(µβ). Thus, conditions (a) and (b)

are equivalent.
Alternatively, starting with (4.5) and using the factorizations

DL1
a(µ(α+β)/2) = L1

a(µ((α+β)/2)+1) = L2
a(µα+2) 
 L2

a(µβ) = DL2
a(µα) 
 L2

a(µβ),

established by Propositions 2.4 and 3.1, we see that (4.5) is equivalent to the inequality,∣∣∣∣
∫

D

b̄f ′g dµβ

∣∣∣∣ � C̃1‖f‖L2
a(µα)‖g‖L2

a(µβ), ∀f, g, (4.8)

and (4.8) is the statement that HbD is bounded as an operator from L2
a(µα) into L2

a(µβ).
Therefore, conditions (b) and (c) are equivalent.

Next, we show the implication (c) ⇒ (d). In terms of operators the product rule for
derivatives can be written as DMz = I + MzD. Multiplying on the left by Hb yields
HbDMz = Hb + HbMzD. Using the fact that HbMz = M∗

z Hb we obtain that

Hb = T ∗
β (−HbD) − (−HbD)Tα.

Since HbD is bounded by (c) one can take X = −HbD in (d).
In order to establish that (d)⇒ (e) it suffices to note that if X is an operator satisfy-

ing (d), then(
1 X

0 1

)−1 (
T ∗

β Hb

0 Tα

) (
1 X

0 1

)
=

(
1 −X

0 1

) (
T ∗

β Hb

0 Tα

) (
1 X

0 1

)
=

(
T ∗

β 0
0 Tα

)
.

Finally, it is a well-known consequence of von Neumann’s inequality that if an operator
is similar to a contraction, then it must be polynomially bounded. Since both Tα and Tβ

are contractions, this establishes the implication (e)⇒ (a) and the theorem is proved. �

Remark 4.2. By Proposition 3.3, the operator Hb′ extends to a bounded operator
from L2

a(µα) into L2
a(µβ), β � α, if and only if

sup
z∈D

|b′′(z)|(1 − |z|2)((β−α)/2)+1 < ∞.

In particular, if α = β, then ‖Hb′ : L2
a(µα) → L2

a(µα)‖ < ∞ if and only if b′ belongs
to BLOCH. More generally, if n is a non-negative integer, then ‖Hb′ : L2

a(µα) →
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L2
a(µα+2n)‖ < ∞ if and only if b(n+1) ∈ BLOCH. Therefore, in the case that β = α + 2n

for some integer n � 0 we can add the additional condition

b(n+1) ∈ BLOCH (4.9)

to the five equivalent conditions in Theorem 4.1.

5. The joint similarity problem for weighted Bergman shifts

In this section we determine necessary and sufficient conditions for a pair of commut-
ing operators of the form as in (4.1) to be jointly polynomially bounded and jointly
completely polynomially bounded. We show that in this case the two notions coincide.

The proof of the joint similarity result, Corollary 5.5 below, is based on a first-order
restriction result from [11]. We now provide the relevant details. Let γ > 0 and define
the kernel kγ on D × D by

kγ(λ, z) =
1

(1 − z̄λ)γ
=

∞∑
n=0

(γ)n

n!
z̄nλn,

where (γ)n is defined in (2.3). Let H(kγ) denote the Hilbert space of analytic functions
on D with reproducing kernel kγ . Note that for α > −1, the kernel Kα, defined in (2.1), is
equal to kα+2. Since kernels uniquely determine the Hilbert space structure of the space
they generate, it follows that L2

a(µα) = H(kα+2) and the norms are the same.
It is well known that Mz on H(kγ) is unitarily equivalent to a weighted shift on 	2 with

weight sequence wn =
√

(n + 1)/(n + γ). In particular, ‖Mz‖ � 1 if and only if γ � 1.
Moreover, if 0 < γ < 1, then Mz on H(kγ) is not power bounded [24].

We may identify the Hilbert space tensor product H(kγ) ⊗2 H(kγ) with the Hilbert
space of holomorphic functions on D × D generated by the kernel

(kγ ⊗ kγ)(λ, z) := kγ(λ1, z1)kγ(λ2, z2)

(cf. [23]). The identification is the usual one: f ⊗g �→ h(z, w) = f(z)g(w). The restriction
map r(f)(z) = f(z, z) maps H(kγ)⊗2 H(kγ) onto the space H(k2γ) and satisfies rr∗ = 1.
There are several nice proofs of this result (cf. [9,23]). A proof of the restriction result
for any pair of kernels on any domain in C

d can be found in the second paper.
Theorem 5.1 below is a higher-order version of this result. Before stating it we need to

define the nth-order restriction operators. For n � 0 let Jn,γ denote the nth-order partial
differential operators (acting on holomorphic functions in two variables) by

Jn,γ(f) =
n∑

j=0

(−1)n−j
(
n
j

)
(γ)j(γ)n−j

∂nf

∂zj∂wn−j
. (5.1)

The nth-order restriction operator is defined by

rn,γ = rJn,γ , (5.2)

where r is the aforementioned restriction map.
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For all n � 0, rn,γ maps H(kγ) ⊗2 H(kγ) into holomorphic functions on D. As stated
earlier, the range of the map r0,γ (= r) is the space H(k2γ). It was shown in [11] that the
range of rn,γ , for n � 1, is H(k2γ+2n) and rn,γr∗

n,γ = ν2
n,γI, where νn,γ � 0. Note that if

α > −1, then γ = (α/2) + 1 > 1
2 and H(k2γ+2n) = L2

a(µα+2n) with isometric inclusions
and, thus, the range of the map rn,γ is L2

a(µα+2n). We record this result below for future
reference. The proof will be omitted since it can be found in [11].

Theorem 5.1 (see [11]). Let α > −1 and set γ = (α/2) + 1. For n � 0, let V n,γ
D

denote the closure in H(kγ)⊗2 H(kγ) of the ideal generated by the polynomial (z −w)n.
Set νn,γ = ‖(z − w)n‖H(kγ)⊗2H(kγ). The map ν−1

n,γrn,γ : H(kγ) ⊗2 H(kγ) → L2
a(µα+2n) is

a co-isometry with kernel (V n,γ
D � V n+1,γ

D )⊥.

Fix α > −1 and set γ = (α/2)+1. Let Mzi
denote multiplication by the ith coordinate

function zi, i = 1, 2, on H(kγ) ⊗2 H(kγ). Define δγ on polynomials in two variables by

δγ(p) = r1,γp(Mz1 , Mz2)r
∗
0,γ ∈ L(L2

a(µα), L2
a(µα+2)). (5.3)

If α � 0, then γ � 1 and, thus, Mz is contractive on H(kγ). In this case, (Mz1 , Mz2) is a
pair of commuting contractions on H(kγ)⊗2H(kγ) and so by Ando’s dilation theorem [2],
δγ extends to a completely bounded map of A(D2) into L(L2

a(µα), L2
a(µα+2)) with

‖δγ‖cb � ‖r1,γ‖‖r0,γ‖ = ‖z − w‖H(kγ)⊗2H(kγ), ∀γ = 1
2α + 1 � 1. (5.4)

As mentioned above, in the case in which 1
2 < γ < 1 (i.e. −1 < α < 0), Mz is not power

bounded on H(kγ) and, hence, the pair (Mz1 , Mz2) is not jointly polynomially bounded
on H(kγ) ⊗2 H(kγ). Nevertheless, it will follow from Proposition 2.1 and Theorem 5.1
that δγ is completely bounded on A(D2).

Note that r1,γ = γ−1r(∂/∂z − ∂/∂w) and a calculation shows that for all holomorphic
functions f , g,

r1,γ(fg) = r1,γ(f)r(g) + r(f)r1,γ(g).

If p is a polynomial and f ∈ L2
a(µα), then we have that

δγ(p)f = r1,γ(pr∗
0,γ(f)) = r1,γ(p)r0,γr∗

0,γ(f) + r0,γ(p)r1,γ(r∗
0,γ(f)).

By Theorem 5.1, r∗
0,γ maps L2

a(µα) into (V 1,γ
D )⊥ ⊆ Ker(r1,γ) and r0,γr∗

0,γ(f) = f . It
follows that, for all polynomials p,

δγ(p)f = r1,γ(p)f, ∀f ∈ L2
a(µα). (5.5)

In other words, δγ(p) = Mr1,γ(p), where Mr1,γ(p) is the operator of pointwise multipli-
cation by the polynomial r1,γ(p) acting from L2

a(µα) into L2
a(µα+2). Thus, in order to

prove that δγ is completely bounded on A(D2) it suffices to show that there is a constant
C > 0 such that, for all n � 1 and for all n × n matrices of polynomials (pij),

‖(Mr1,γ(pij))‖�2n(L2
a(µα))→�2n(L2

a(µα+2)) � C‖(pij)‖Mn(A(D2)). (5.6)

The inequality above will follow easily from the base case n = 1 established in the
lemma below.
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Lemma 5.2. Let α > −1 and γ = 1
2α + 1. Then, for all polynomials p,

‖Mr1,γ(p)‖L2
a(µα)→L2

a(µα+2) �
√

2
γ

√
α + 3
α + 1

‖p‖∞.

Proof. Since r1,γ = γ−1(∂/∂z − ∂/∂w) = γ−1r1,1, it follows by Proposition 2.1 and
(5.4) that

‖Mr1,γ(p)‖L2
a(µα)→L2

a(µα+2) � γ−1

√
α + 3
α + 1

‖Mr1,1(p)‖L2
a→L2

a(µ2)

= γ−1

√
α + 3
α + 1

‖δ1(p)‖

� γ−1

√
α + 3
α + 1

‖z − w‖H2(D2)‖p‖∞

= γ−1
√

2

√
α + 3
α + 1

‖p‖∞.

�

Now we can prove the general case.

Theorem 5.3. Let α > −1 and set γ = 1
2α + 1. The map δγ , densely defined on

polynomials by the formula in (5.3), extends to a completely bounded map of A(D2) into
L(L2

a(µα), L2
a(µα+2)) with ‖δγ‖cb � (

√
2/γ)((α + 3)/(α + 1)).

Proof. By (5.5) it suffices to show that the inequality (5.6) holds with constant
C = (

√
2/γ)((α + 3)/(α + 1)). Let n � 1 and let (pij) be an n × n matrix of polyno-

mials in two variables. Let F = (f1, f2, . . . , fn) ∈ 	2n(L2
a(µα)) and G = (g1, g2, . . . , gn) ∈

	2n(L2
a(µα+2)) with

‖F‖�2n(L2
a(µα)) = ‖G‖�2n(L2

a(µα+2)) = 1. (5.7)

We then have that

|〈(Mr1,γ(pij))F, G〉L2
a(µα+2)| =

∣∣∣∣∑
i,j

∫
D

r1,γ(pij)(z)fj(z)gi(z) dµα+2(z)
∣∣∣∣

=
∣∣∣∣
∫

D

〈(r1,γ(pij(z)))F (z), G(z)〉�2n
dµα+2(z)

∣∣∣∣
�

∫
D

‖(r1,γ(pij)(z))‖Mn
‖F (z)‖�2n

‖G(z)‖�2n
dµα+2(z)

� (α + 3) sup
z∈D

{‖(r1,γ(pij)(z))‖Mn(1 − |z|2)}

×
∫

D

‖F (z)‖�2n
‖G(z)‖�2n

(1 − |z|2)α+1 dA(z).

Using Hölder’s inequality together with (5.7), we see that∫
D

‖F (z)‖�2n
‖G(z)‖�2n

(1 − |z|2)α+1 dA(z) � 1
(α + 1)1/2(α + 3)1/2 .
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Consequently,

|〈(Mr1,γ(pij))F, G〉L2
a(µα+2)| � α + 3

(α + 1)1/2(α + 3)1/2 sup
z∈D

{‖(r1,γ(pij)(z))‖Mn(1 − |z|2)}.

Now, for z ∈ D,

‖(r1,γ(pij)(z))‖Mn
= sup

a,b∈�2n, ‖a‖=‖b‖=1

∣∣∣∣∑
i,j

ajbir1,γ(pij)(z)
∣∣∣∣

= sup
a,b∈�2n, ‖a‖=‖b‖=1

∣∣∣∣r1,γ

(∑
i,j

ajbipij

)
(z)

∣∣∣∣,
and thus, by Proposition 2.1 and Lemma 5.2,

‖(r1,γ(pij)(z))‖Mn(1 − |z|2) = sup
a,b∈�2n, ‖a‖=‖b‖=1

∣∣∣∣r1,γ

(∑
i,j

ajbipij

)
(z)

∣∣∣∣(1 − |z|2)

� sup
a,b∈�2n, ‖a‖=‖b‖=1

‖Mr1,γ(
∑

i,j ajbipij)‖L2
a(µα)→L2

a(µα+2)

�
√

2
γ

√
α + 3
α + 1

sup
a,b∈�2n, ‖a‖=‖b‖=1

∥∥∥∥∑
i,j

ajbipij

∥∥∥∥
∞

=
√

2
γ

√
α + 3
α + 1

‖(pij)‖Mn(A(D2)).

Therefore,

‖(Mr1,γ(pij))‖�2n(L2
a(µα))→�2n(L2

a(µα+3)) �
√

2
γ

(
α + 3
α + 1

)
‖(pij)‖Mn(A(D2)).

�

Fix α, β > −1. We now consider the pair of operators

Rb =

(
T ∗

β Hb

0 Tα

)
, R−b =

(
T ∗

β H−b

0 Tα

)
=

(
T ∗

β −Hb

0 Tα

)
, (5.8)

acting on the direct sum L2
a(µβ) ⊕ L2

a(µα), where Hb : L2
a(µα) → L2

a(µβ) is a bounded
weighted Hankel operator. Since HbTα = T ∗

β Hb, the operators Rb and R−b commute. If
p is a polynomial in two variables, then a straightforward computation shows that

p(Rb, R−b) =

(
p(T ∗

β , T ∗
β ) ∆b(p)

0 p(Tα, Tα)

)
, (5.9)

where

∆b(p) = Hb

(
∂p

∂z
− ∂p

∂w

)
(Tα, Tα). (5.10)
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If (pij) is an n × n matrix of polynomials in two variables, then, employing a change
of basis—the so-called canonical shuffle—we obtain that

‖(pij(Rb, R−b))‖ =

∥∥∥∥∥
(

(pij(T ∗
β , T ∗

β )) (∆b(pij))
0 (pij(Tα, Tα))

)∥∥∥∥∥ . (5.11)

Since Tβ is a contraction, it follows that the pair (T ∗
β , T ∗

β ) is jointly completely polyno-
mially bounded with constant C = 1. The same conclusion holds for the pair (Tα, Tα). It
follows that the pair (Rb, R−b) is jointly (completely) polynomially bounded if and only
if the map ∆b extends to a (completely) bounded map of A(D2) into L(L2

a(µα), L2
a(µβ)).

We now realize ∆b as a pushout of the completely bounded derivation δγ , where γ =
1
2α+1, and deduce from Theorem 5.3 that the map ∆b is completely bounded on A(D2)
whenever it is bounded on A(D2).

Theorem 5.4. Let β, α > −1 and γ = 1
2α + 1. The following are equivalent.

(1) ∆b is bounded on A(D2).

(2) ∆b is completely bounded on A(D2).

(3) ‖Hb : L2
a(µα+2) → L2

a(µβ)‖ < ∞.

(4) There is a constant C > 0 such that, for all polynomials p in two variables,

‖p(T ∗
β , T ∗

β )b‖L2
a(µβ) � C‖(Mz1 − Mz2)p‖H(kγ)⊗2H(kγ).

(5) There is a constant C > 0 such that, for all polynomials p in two variables,∥∥∥∥
(

∂p

∂z
− ∂p

∂w

)
(T ∗

β , T ∗
β )b

∥∥∥∥ � C‖p‖H(kγ)⊗2H(kγ).

Furthermore, if (3) holds, then

‖∆b‖cb �
√

2(α + 3)
α + 1

‖Hb : L2
a(µα+2) → L2

a(µβ)‖.

Proof. First we show that (1) implies (3). If (1) holds, then, using (5.9), the operator
Rb is polynomially bounded. Thus, by Theorem 4.1, the operator HbD : L2

a(µα) →
L2

a(µβ) is bounded. Condition (3) now follows by Proposition 2.4.
Suppose now that (3) holds. Then, by Theorem 5.3, the map p �→ Hbδ

γ(p) is completely
bounded on A(D2) with

‖Hbδ
γ(·)‖cb � ‖Hb : L2

a(µα+2) → L2
a(µβ)‖‖δγ‖cb.

If p is a polynomial in two variables, then, by (5.5),

Hbδ
γ(p) = HbMr1,γ (p) = γ−1Hb

(
∂p

∂z
− ∂p

∂w

)
(Tα, Tα) = γ−1∆b(p).
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Therefore, condition (3) implies (2) and, moreover,

‖∆b‖cb � γ‖Hb : L2
a(µα+2) → L2

a(µβ)‖‖δγ‖cb.

Since, obviously, (2) implies (1), we have shown that conditions (1), (2) and (3) are
all equivalent. The last statement of the theorem now follows from Theorem 5.3 and the
inequality above.

It remains to show that conditions (3), (4) and (5) are all equivalent. We first observe
that, for a polynomial p,

r1,γ(Mz1 − Mz2)p = 2γ−1r(p).

If f(z, w) = (z − w)p(z, w), then, from the formula above,

Hbr1,γf = 2γ−1Hbr(p) = 2γ−1p(T ∗
β , T ∗

β )b. (5.12)

By Theorem 5.1, the orthogonal complement of the kernel of r1,γ is contained in V 1,γ
D and

functions of the form as f are dense in V 1,γ
D . Consequently, the estimate (4) is equivalent

to the condition that ‖Hbr1,γ : H(kγ) ⊗2 H(kγ) → L2
a(µβ)‖ < ∞. On the other hand,

Hbr1,γ(p) = r1,γ(p)(T ∗
β )b = γ−1

(
∂p

∂z
− ∂p

∂w

)
(T ∗

β , T ∗
β )b

for all polynomials p. Thus, condition (5) is the statement that ‖Hbr1,γ : H(kγ) ⊗2

H(kγ) → L2
a(µβ)‖ < ∞. Therefore, (4) and (5) are equivalent. Finally, by Theorem 5.1,

r1,γ : H(kγ) ⊗2 H(kγ) → L2
a(µα+2) is a multiple of a partial isometry with range

L2
a(µα+2). Therefore, the boundedness of Hbr1,γ is equivalent to condition (3). The proof

is now complete. �

The following result is an easy consequence of Theorems 5.4 and 4.1.

Corollary 5.5. Let β, α > −1 and let Rb and R−b be the operators defined in (5.8).
The following are equivalent.

(a) The operator Rb is polynomially bounded.

(b) The pair (Rb, R−b) is jointly polynomially bounded.

(c) The pair (Rb, R−b) is jointly completely polynomially bounded.

(d) There is an invertible operator S, acting on L2
a(µα)⊕L2

a(µβ), such that ‖S−1RbS‖ �
1 and ‖S−1R−bS‖ � 1.

(e) ‖HbD : L2
a(µα) → L2

a(µβ)‖ < ∞.

Proof. The implications (c) ⇒ (b) and (b)⇒ (a) are obvious. The equivalence of con-
ditions (c) and (d) follows from Theorem 1.1. The equivalence of conditions (a) and (e)
follows from Theorem 4.1. It remains to show that (e) ⇒ (c). If (e) holds then by Propo-
sition 2.4, Hb extends to a bounded operator on L2

a(µα+2). Thus, by Theorem 5.4, ∆b

is completely bounded on A(D2). It follows by (5.11) that the pair (Rb, R−b) is jointly
completely polynomially bounded. �
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Next we consider the more general similarity problem involving pairs of the form

RX1 :=

(
T ∗

β X1

0 Tα

)
, RX2 :=

(
T ∗

β X2

0 Tα

)
, (5.13)

where X1, X2 ∈ L(L2
a(µα), L2

a(µβ)). The operators RX1 and RX2 commute if and only if
(X1 − X2)Tα = T ∗

β (X1 − X2); in other words, if and only if X1 − X2 = Hb is a weighted
Hankel operator. Assuming commutativity, we define a map δ(X1,X2) on polynomials in
two variables by

p(RX1 , RX2) =

(
p(T ∗

β , T ∗
β ) δ(X1,X2)(p)

0 p(Tα, Tα)

)
. (5.14)

Since p �→ p(RX1 , RX2) is a homomorphism, it is not hard to see that

δ(pq) = p(T ∗
β , T ∗

β )δ(q) + δ(p)q(Tα, Tα), ∀p, q. (5.15)

Such a map δ is called a derivation. The derivation property (5.15) implies that the map
δ is completely determined by the operators Xi = δ(zi), i = 1, 2.

Notice that Tβ and Tα are both contractions, so the pair (RX1 , RX2) is jointly (com-
pletely) polynomially bounded if and only if the map δ(X1,X2) extends to a (completely)
bounded map from A(D2) into L(L2

a(µα), L2
a(µβ)). The following result states that, when

considering the joint (complete) polynomial boundedness of such a pair, one may restrict
attention to commuting pairs of the form (RHb

, R0) = (Rb, R0) and (RX2 , RX2), the latter
pair being a one-variable object.

Proposition 5.6. Suppose that Hb = X1 − X2 is a weighted Hankel operator.
If δ(X1,X2) extends to a (completely) bounded operator on A(D2), then the deriva-
tions δ(Hb,0) and δ(X2,X2) are both (completely) bounded on A(D2) and, furthermore,
δ(X1,X2)(f) = δ(Hb,0)(f) + δ(X2,X2)(f) for all f ∈ A(D2).

Proof. A routine computation show that, for all integers i, j � 1,

δ(X1,X2)(z
i
1z

j
2) =

j−1∑
k=0

T ∗
β

i+j−1−kX2T
k
α +

i−1∑
k=0

T ∗
β

kX1T
i+j−1−k
α .

Since X1 = Hb + X2, it follows that

δ(X1,X2)(z
i
1z

j
2) = δ(Hb,0)(zi

1z
j
2) + δ(X2,X2)(z

i
1z

j
2).

Thus, the additive property holds for all polynomials p(z, w).
If δ(X1,X2) extends to a (completely) bounded map on A(D2), then the pair (RX1 , RX2)

is jointly (completely) polynomially bounded and, in particular, the operator RX2 is
(completely) polynomially bounded. It follows that pair (RX2 , RX2) is jointly (com-
pletely) polynomially bounded. But this is equivalent to the condition that δ(X2,X2) is
(completely) bounded on A(D2). Since δ(Hb,0) = δ(X1,X2) − δ(X2,X2) on a dense subset of
A(D2), we conclude that δ(Hb,0) is necessarily (completely) bounded on A(D2). �
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Remark 5.7. The derivation δ(Hb,0) corresponds to the pair (Rb, R0). By the propo-
sition above,

2δ(Hb,0) = δ(Hb,−Hb) + δ(Hb,Hb).

Corollary 5.5 asserts that δ(Hb,−Hb) is bounded on A(D2) if and only if it is completely
bounded on A(D2) and, furthermore, the boundedness of the operator HbD is both a
necessary and sufficient condition for the complete boundedness of δ(Hb,−Hb). Theorem 4.1
implies the same result for the derivation δ(Hb,Hb) and, in particular, the derivation
δ(Hb,Hb) is (completely) bounded if and only if δ(Hb,−Hb) is (completely) bounded. It
follows, by Proposition 5.6, that the derivation δ(Hb,0) is bounded on A(D2) if and only if
it is completely bounded on A(D2), and this is the case if and only if the operator HbD

is bounded. In other words, Corollary 5.5 holds for the pair (Rb, R0).

Corollary 5.8. Let (RX1 , RX2) be a pair of commuting operators of the form in (5.13)
and suppose that the pair is jointly polynomially bounded. The following are equivalent.

(1) The operator RX1 is similar to a contraction.

(2) The pair (RX1 , RX2) is jointly similar to a pair of contractions.

(3) The operator RX2 is similar to a contraction.

Proof. If the pair (RX1 , RX2) is jointly polynomially bounded, then, by Proposi-
tion 5.6, the derivation δ(Hb,0) is bounded where Hb = X1 − X2. By the remark above,
this implies that δ(Hb,0) is completely bounded on A(D2). Now, if (3) holds, then δ(X2,X2)

is completely bounded on A(D2). Since δ(X1,X2) = δ(Hb,0)+δ(X2,X2) it follows that δ(X1,X2)

is completely bounded on A(D2). Applying Theorem 1.1 we obtain that (3)⇒ (2). By
considering −Hb = X2 − X1, a similar argument shows that (1)⇒ (2). Since (2) implies
both (1) and (3), the proof is complete. �
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