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Abstract

Improved health data governance is urgently needed due to the increasing use of digital technologies that facilitate the
collection of health data and growing demand to use that data in artificial intelligence (AI) models that contribute to
improving health outcomes. While most of the discussion around health data governance is focused on policy and
regulation, we present a practical perspective.We focus on the context of low-resource government health systems, using
first-hand experience of theZanzibar health system as a specific case study, and examine three aspects of data governance:
informed consent, data access and security, and data quality. We discuss the barriers to obtaining meaningful informed
consent, highlighting the need for more research to determine how to effectively communicate about data and AI and to
design effective consent processes.We then report on the process of introducing data accessmanagement and information
security guidelines into the Zanzibar health system, demonstrating the gaps in capacity and resources that must be
addressed during the implementation of a health data governance policy in a low-resource government system. Finally,
we discuss the quality of service delivery data in low-resource health systems such as Zanzibar’s, highlighting that a large
quantity of data does not necessarily ensure its suitability for AI development. Poor data quality can be addressed to some
extent through improved data governance, but the problem is inextricably linked to the weakness of a health system, and
therefore AI-quality data cannot be obtained through technological or data governance measures alone.

Policy Significance Statement

This article discusses health data governance for artificial intelligence (AI) innovation in the context of low- and
middle-income country (LMIC) government health systems, from an operational perspective.We highlight some
of the practical challenges that are encountered when implementing a health data governance policy in LMIC
settings that do not receive adequate attention. If left unresolved, these challenges will lead to an increase in
health inequity, as the benefits of health AI will be limited to contexts where health data governance, combined
with other measures, supports the development of reliable, safe, and equitable AI. Our practical implementation
perspective complements the more common high-level perspective, highlighting the need to recognize and
address the gaps that currently exist between policy and practice.
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1. Introduction

Digital health technologies are increasingly being harnessed to strengthen health systems in countries all
over the world, in line with the World Health Organization’s Global Strategy on Digital Health (WHO,
2021). This has led to an explosion in the amount of data that is generated within health systems (Dinov,
2016). Governments and researchers are eager to use that data to conduct analyses and research and to
create artificial intelligence (AI)models that can radically transform healthcare, leading to improved health
outcomes. However, it is becoming apparent that numerous challenges must be overcome in order for
health data to be used to itsmaximumpotential. Technological barriers are rapidly being lowered, thanks to
a proliferation of off-the-shelf software tools and on-demand computing infrastructure (Harvard Business
Review, 2023), while issues related to bias and fairness in the development and deployment of AI are
currently being widely discussed (Agarwal et al., 2022). Alongside these are questions of how to evaluate,
regulate, and increase public understanding of health AI (Kelly et al., 2019; Singh et al., 2020). It is now
widely acknowledged that appropriate governance is necessary if we are to create AI that is reliable, safe,
and trustworthy (Shneiderman, 2020), as well as fair and equitable (d’Elia et al., 2022), rather than
AI which is optimized solely for accuracy and efficiency. Both the governance of the development and use
of AI, and the governance of the data that is used to develop AImodels, are necessary. It is the second topic
—health data governance for AI innovation—that is the focus of this paper.

Data governance is defined by DAMA International as the “exercise of authority and control over the
management of data” (DAMA International, 2009). Some sources differentiate between governance and
management, using “governance” to refer to what decisions must bemade to ensure effectivemanagement
and use of information technology (and by extension data) and who makes those decisions, whereas
“management” involvesmaking and implementing decisions (Weill andRoss, 2004).Many non-academic
practitioners use the term “governance” to refer jointly to what decisions must be made and by whom, as
well as the implementation of those decisions, and think of data governance as the practices that ensure the
security, privacy, accuracy, availability, and usability of data (Google Cloud, 2023). Throughout this work,
we have chosen to adopt this latter approach and use the term “data governance” to encompass both
decision-making and implementation.

In the global health context, there is a strong emphasis on the ethical component of data governance and
global advocacy efforts focused on driving improvements (Transform Health Coalition, 2023a; WHO,
2023). These global efforts typically result in high-level principles which can be generally applied in all
contexts (OECD, 2017; PAHO, 2021; Transform Health Coalition, 2023b). However, the practical
implementation of those principles can look very different, and be accompanied by distinct challenges,
in different contexts. For example, a setting in which digital health programs exist but where technology is
otherwise scarce presents challenges that are different to a setting in which digital infrastructure and
technology are ubiquitous. Therefore, although conversations about health data governance commonly
focus on policy and regulation, there is a need to progress to discussions about the practical, and evenmore
importantly pragmatic, implementation of those policies and regulations. Effective, localized implemen-
tations are necessary to produce the meaningful real-world changes that we are aiming for—namely
improvements to people’s privacy and health outcomes—rather than changes that exist only as theoretical
ideals written on paper. Yet the implementation aspect receives minimal attention, although it is fraught
with enormous challenges. TheEuropeanUnion’s experience of implementing theGeneralData Protection
Regulation (GDPR) has demonstrated that for both the regulators taskedwith enforcing the GDPR, and the
businesses and organizations that have to comply with the regulation, implementation is extremely
complex and costly (Sirur et al., 2018). Although theGDPR ismuch broader than a health data governance
regulation and therefore necessarily more complicated, the experience still demonstrates the difficulty of
large-scale implementation.

In order to meaningfully focus on the practical aspects of health data governance, we will restrict our
discussion to three specific topics—informed consent, data access and security, and data quality—rather
than attempting to comprehensively address all of data governance at a comprehensive level. Similarly, we
will not attempt to address all types and uses of AI, but instead restrict our study to machine learning
algorithms that are trained on patient data to provide diagnostic or clinical outputs that support clinical
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decision-making (Adlung et al., 2021; Awaysheh et al., 2019; Panch et al., 2018; Peiffer-Smadja et al.,
2020). This excludes a broad range of other technologies, such as large languagemodels that can be used to
create chatbots that provide health information or support research (Sallam, 2023) and computer vision for
medical imaging (Esteva et al., 2021). Since these technologies are distinct in terms of both the underlying
AI models and the data required for training those models, we believe each requires a separate discussion.
Therefore, we choose to focus solely on the first one in this paper. Also, wewill focus on the data generated
within government health systems, as opposed to data produced in health programs that are run by private
or third sector actors, although much of our discussion is applicable to all cases.

The content of this paper is primarily informed by work conducted in Zanzibar by D-tree, a non-
government organization. D-tree has been supporting the Zanzibar Ministry of Health (ZMOH) for over
10 years to strengthen the Zanzibar health system through the use of technology and data and, since 2022,
has dedicated specific effort to support ZMOH to improve health data governance at an operational level,
with some advisory support from academic researchers. The paper is based on the primary authors’ first-
hand experience of working within the Zanzibar health system, where we have either observed and
explored, or started to directly address, the issues that we discuss in this work.We believe that many of our
learnings and insights are applicable to low- and middle-income country (LMIC) government health
systems in general and use our case study in Zanzibar to concretely illustrate many salient points. We also
believe that although this paper is framed around health data governance for AI innovation, much of our
discussion is applicable to research and evaluation more broadly, not just to AI.

The following section is divided into three parts. In the first part, we discuss the topic of informed
consent at both a conceptual and practical level, with reference to some specific details in Zanzibar. In the
second part, we describe our experience of making operational improvements to data access management
and data security within the Zanzibar health system. In the third part, we discuss the data quality
challenges that are present in Zanzibar and many other LMIC settings. We close the paper with a
section summarizing our key learnings.

2. From policy to practice

2.1. Informed consent

Informed consent is one of the core principles of many data governance frameworks. However, the
practice of obtaining informed consent is frequently both literally and metaphorically reduced to a box-
ticking exercise, due to the difficulties of communicating about data use (Custers et al., 2018), designing
an interaction in which meaningful consent can be sought, and, particularly relevant to LMIC settings,
documenting consent in cases where it is not possible to obtained written consent.

In many cases, obtaining consent to administer medical treatment and obtaining consent to use data are
distinct and comewith different legal requirements, yet the requests often happen at the same time. It is easy
for requests to those multiple consents to become conflated, or for the distinction between them to be
overlooked. Somebody may wish to consent, urgently, to medical treatment, while being too distracted by
stress or pain to attend meaningfully to a decision about use of their health data. Thus, it is necessary to
clearly distinguish between medical consent and data consent. Consent to data processing—particularly
secondary data processing like AI applications—is perhaps the most easily overlooked, given that it is the
most distant and unfamiliar action that consent is typically sought for, but it is also the type of consent that
we are most concerned with in this paper.

There are two key motivations to attend to consent—the first is legal and the second is ethical. Legally,
consent plays a key role in many data protection regimes, most notably the European Union’s GDPR, and
even in jurisdictions without such legislations—such as Zanzibar—international data flows and process-
ing mean that some datasets come into the scope of those laws later in their lifecycle. Ethically, consent is
“morally transformative” (Hurd, 2018). It can remove moral barriers to specific conduct, “making
permissible what was otherwise prohibited; making right what was otherwise wrong,” and the idea that
data about people should be used only with their consent is a fairly widespread normative belief,
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particularly for secondary purposes such as healthcare research where the purpose of processing may not
be the purpose for which the data was originally collected, and hence may not be a purpose that the data
subject was expecting. Such ethical concerns are a key reason to engagewith consent evenwhen operating
in circumstances where formal legal obligations do not require it. We acknowledge that several data
protection legislations include exemptions to reuse data for secondary purposes, without explicit consent,
when the reuse will be for public benefit. However, we will not consider this here as defining what
constitutes “public benefit” requires a broad discussion that extends beyond the scope of our current work.

Obtainingmeaningful consent is challenging formultiple reasons. Consent is an inherently complex act
based on two parties having mutual and meaningful understanding and agreement. Therefore, assessing
whether consent has arisen during an interaction, or designing an interaction to reliably result in consent, is
highly non-trivial. A general-purpose set of principles for consent-building (Friedman et al., 2002)
comprises “disclosure” (information provided should be accurate and attempt to disclose foreseeable
harms), “comprehension” (an individual needs to accurately interpret what is being disclosed),
“voluntariness” (an individual’s action must not be controlled or coerced), “competence” (the individual
must have the capability required to give consent), and “agreement” (there must be a clear opportunity to
accept or decline what is proposed). Implementing each principle comes with a number of challenges. For
example, deference to perceived authority, or even just politeness, can undermine the voluntariness of
consent. Relatively subtle factors in an interaction—such aswhether a healthcareworker seems to present a
request for consent as a serious decision or as a mere formality—can influence the degree of engagement
that a patient gives to the decision, and even whether they feel compelled to agree. Therefore, seemingly
small differences in the implementation of the consent process can have a large impact on people’s
decisions (Utz et al., 2019).With respect to competence, one group (Manson andO’Neill, 2007) notes that
“incompetence and impaired competence to consent aremore common inmedical practice than elsewhere,
since impaired cognitive capacities are a common effect of illness and injury.” In terms of disclosure and
comprehension, there is a clear need for more research into how to communicate with patients about their
data (NHSConfederation, 2024). Communication can be especially difficult in LMICs because the level of
digital literacy is low (World Bank, 2021), meaning that many people are unfamiliar with concepts and
terms that are now commonly used in high-income settings. Additionally, some people may lack the
literacy skills required to engage with written materials, meaning that all information has to be provided
verbally and that consent needs to be obtained verbally rather than in written form, which requires more
effort to be invested in the documentation of that consent by, for example, audiovisualmeans (Benitez et al.,
2002). Also, much of the vocabulary associated with data use and data governance is not easily translatable
into non-English languages (Datasphere Initiative, 2023) and studies have shown that it is necessary for
communication to be closely tailored to each specific context (Cheah et al., 2018) meaning that a “one size
fits all” approach is not viable.

Despite the challenges, it is necessary tomake progresswith improving how informed consent is sought
if we are to develop reliable, safe, and equitable AI for everyone. In LMIC settings, the challenge of doing
so is the greatest, but the need for better data governance is urgent. For example, a rural village in sub-
Saharan Africa, such as villages in Zanzibar, may not have reliable electricity or internet connection, but
can be served by community health workers who are equipped with smartphone-based digital tools that
support them to deliver critical health services and to record vital health information (Owoyemi et al.,
2022). That information includes details about each patient’s health andmay also include data that directly
or indirectly pertains to a patient’s race, ethnicity, religious beliefs, or sexual orientation. Under the remit of
many data protection regulations, these data are classified as highly sensitive and are subject to the strictest
standards of protection (ICO, 2024). Doubly so because many of the recipients of essential health services
belong to “vulnerable” groups—the term used to describe groups that are at higher risk of harm than the
general population, such as young children, pregnant women, and people living with HIV. However, many
health workers in LMICs do not receive training about the collection and management of data, despite
being obliged to conduct those tasks alongside their primary function of delivering essential healthcare
services, all with very limited time and resources (Ngusie et al., 2021; Nwankwo and Sambo, 2018; Siyam
et al., 2021). As a result, there is limited awareness about why data is collected from patients, how it will be
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used, who will have access to it, and how it should be managed. Yet it is necessary for both patients and
health service providers to understand exactly these points if we expect to be able to obtain informed
consent.

As well as a lack of understanding about the proper management of data, the need to obtain consent for
data use is also often not understood, neither by patients nor data collectors. Even when it is understood,
the parties responsible for collecting the data may choose not to ask for consent due to a number of
reasons. These include an assumption that everyone will anyway provide consent because the benefits
“obviously” outweigh the risks, an assumption that as long as data is de-identified before being shared
there will not be any concerns (McKay et al., 2023), and concerns that people will become unnecessarily
worried about the risks and subsequently withdraw from the program or study. To test these assumptions,
D-tree conducted a study in Zanzibar (unpublished), administering a survey to 97 people enrolled in the
community health program to gauge their understanding and attitudes regarding the data that is collected
about them as part of the program. Our key findings were that 44 percent of respondents were not aware of
who could access their data and 32 percent did not know why their data was collected. We did not follow
up with respondents who answered affirmatively to either or both questions to check that they had a
correct understanding, and therefore it is possible that the percentages of negative responses are actually
higher.We found that respondents were very accepting of their data to be sharedwith health program staff,
health facility staff, and government stakeholders, with only one percent of respondents expressing
concern in this respect. The percentage of respondents with concerns increased when asked whether they
would be happy for their de-identified data to be shared with university researchers either within the
country (four percent expressed concerns) or internationally (five percent). Respondents expressed
concerns related to confidentiality, the large geographical distance that would be between themselves
and their data, shame about their health conditions meaning that they did not want others to know about it,
and not understanding how sharing data would benefit them. Over 95 percent of respondents were
receptive to receiving more information about how their data was being used by various stakeholders. We
therefore conclude that although a large proportion of respondents lack basic understanding about who
has access to their data and why, they are generally comfortable for their data to be shared with local
relevant stakeholders, with a few concerns arisingwhen data is to be sharedwith researchers.We therefore
believe that we can improve communication, in such a way that people who are enrolled in the program
can better understand what is happening to their data and provide meaningful consent, without causing
undue fears that lead to disengagement from the program.

Although our discussion has so far focused on individual consent, it is worth considering wider public
perspectives and in particular the public acceptability of health data use. A social license is typically
required before public health data can be acceptably repurposed (Paprica et al., 2019) and the absence of
such a license has been implicated in the high-profile failure of schemes such as the UK’s “care.data”
(Sterckx et al., 2016). Consent, as typically understood as an individual decision, may in itself be one
means of improving public acceptability, but other authors point to the conceptual validity of consent as a
collective action (Varelius, 2008) inherently linked to constructs such as social license and participatory or
democratic decision-making. For themost part, we have ourselves considered consent as an individual act
because that is how it exists legally in most jurisdictions, but a collective view may have some benefits in
LMIC contexts, for example, as a means to workwith populations that have lower individual data literacy,
either instead of or in addition to individual consent. Collective approaches to consent are consistent with
the concept of privacy as a public good (Fairfield and Engel, 2017) and contiguous with collective data
governance mechanisms such as those that might be deployed within data institutions or data co-ops
(Gomer and Simperl, 2020).

As a final note, we will highlight that obtaining consent to use data for AI applications necessitates not
only communicating about general concepts related to data use but also communication about the AI
technology itself. We could not find any studies that have been conducted about perceptions and
understanding of AI in a LMIC context, so will refer instead to a nationally representative survey in
the UK that explored people’s views about the use of AI within the National Health Service (NHS) (NHS
England Transformation Directorate, 2023). Around 40 percent of respondents wanted “Greater
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transparency about howAIworks,” “Clear and accessible information on how data aboutme is used,” and
“Clear and accessible information about which private companies are working with the NHS and social
care to develop AI technologies.” This demonstrates that even in a setting like the UKwhere the use of AI
is already ubiquitous, there is still a long way to go in terms of increasing public understanding to the level
where people can make truly informed decisions about how their data is used for AI development.
Meaningful consent for AI use is predicated, to some degree, on background knowledge that many people
do not yet have. In a LMIC setting where a large proportion of the population may not have exposure to
even relatively basic technology such as smartphones, are not familiar with what AI is or how it works,
and therefore have almost certainly not considered the risks posed by having their health data stored in a
research database, we must acknowledge that a huge amount of progress is required before informed
consent for health AI can be meaningfully implemented.

2.2. Data access and data security

Governments are the owners of some of the biggest and potentially most valuable health datasets in the
world. Yet while there is substantial investment in developing the technology to collect that data, there is
minimal investment in building capacity within governments to manage the data in a manner that
facilitates effective usage, including AI innovation, while respecting all legal and ethical requirements.
When efforts are made, they often start and end with the creation of policies but go no further.
Subsequently, there is limited understanding about what to do with a policy once it has been written,
specifically how to translate it into real-life actions that result in the improvements to individuals’ privacy
and health that we are seeking. In this section, we report on the process that was undertaken within the
Zanzibar health system to address this gap, through an ongoing collaboration between the ZMOH and
D-tree, an international NGO that has been providing technical support to ZMOH for many years.

In 2022, ZMOH commissioned a consultant to create the ministry’s first Data Protection and Sharing
policy as part of Zanzibar’s Digital Health Strategy (Revolutionary Government of Zanzibar, 2020).
The lack of follow-on actions after creating the policy was complicated by limited ownership, as
responsibilities for data management are divided between the Information and Communications Tech-
nology (ICT) and Health Management Information Systems (HMIS) units. In order to address this,
ZMOH shared the policy with D-tree who then convened stakeholders from both the ICTandHMIS units,
plus other relevant units, to build an understanding of why it is necessary to operationalize the Data
Protection and Sharing policy and to agree on how towork together on this task. Once consensus had been
reached, a ZMOH committee was created to champion the operationalization process. D-tree led a series
of capacity-building workshops for the committee members to develop their understanding of core
concepts related to data governance, the content of the policy, and to create a plan to operationalize the
policy. Given the limited resources available, it was essential for the committee to decide which parts of
the policy to prioritize since operationalizing the entire policy in the immediate future would not be
feasible. The priorities which emerged were improving information security and the management of data
access. The committee reported that an absence of formal processes resulted in ad hoc decisions about
who can access data and concerns about the security of the data, particularly in the case of data access
requests from external parties. Additionally, there were situations in which staff who needed to access
data to fulfil their work duties were unable to do so. Concerns about lack of accountability were frequently
raised.

Once funding had been mobilized, D-tree initiated two parallel work streams—one focused on data
access management and one on information security. For the first, D-tree drafted a set of data access
management guidelines. The guidelines included descriptions of the roles and responsibilities that need to
be assigned in order to effectively manage data access, with a template included to assign those roles for
each dataset. Another template facilitated the classification of data types in terms of their confidentiality
level. The main body of the guidelines then comprised detailed procedures for requesting, approving,
reviewing, and maintaining data access for ZMOH staff, and separately for external data users. A data
request form template and data use agreement template for external users were included as an appendix,
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with the agreement including clauses to ensure that the data is only used for the purpose that ZMOH has
agreed to and by the individuals that ZMOH has approved, and that no part of the data or any information
derived from the it can be disclosed without prior approval from ZMOH. The final appendix provided
technical guidance for technical staff at ZMOH to de-identify data using techniques such as pseudony-
mization and perturbation, prior to data being shared. D-tree circulated the initial draft among stake-
holders from the ICT, HMIS, Health Information Systems, andMonitoring and Evaluation units prior to a
workshop. D-tree collected feedback from that workshop and incorporated it into a revised draft, which
D-tree and ZMOH then circulated amongst a wider group of stakeholders, including technical officers
from all programmatic units (Zanzibar Integrated HIV, TB and Leprosy Program, Non-Communicable
Diseases, Neglected Tropical Diseases, Zanzibar Malaria Elimination Program, Integrated Reproductive
and Child Health, the Health Promotion Unit, the Chief Pharmacist Office, and Mnazi Mmoja—
Zanzibar’s referral hospital) and relevant government bodies (the e-Government Agency, the Office of
Chief Government Statistician—the national statistics office, and legal advisors). D-tree incorporated the
feedback from that wider circle of stakeholders into an updated draft which was presented to the Zanzibar
Health Sector Performance TechnicalWorking Group for their review and endorsement. The final version
was then translated by a technical translator into Swahili. Both the Swahili and English versions of the
document were circulated by D-tree for a final review before being presented to the ZMOH senior
leadership team for their endorsement and approval. The senior leadership team of ZMOH were kept
informed at all stages of the process to ensure the necessary high-level buy-in and engagement. At the time
of writing (March 2024), the guidelines have been printed and are being disseminated, and D-tree plans to
conduct a series of training sessions for ZMOH staff and other government stakeholders to facilitate
understanding and compliance with the guidelines.

Regarding the information security work stream, D-tree supported ZMOH to hire a consultant to
conduct a situation analysis of ZMOH’s systems and then to create comprehensive information security
guidelines that can be generally applied across all systems. Once the consultant had been contracted, the
ZMOH senior leadership team met with the consultant to initiate the assignment. The consultant
conducted an assessment of key ZMOH systems, including interviews with key stakeholders. They
identified and documented issues and recommendations, whichwere presented to ZMOH. The consultant
also gathered and reviewed existing ICT standards and guidelines and updated them to improve their
effectiveness and relevance. Alongside this, the consultant developed a training manual to support staff to
comply with the updated guidelines. The new standards and guidelines were officially approved by
ZMOH leadership, enabling their formal adoption. Finally, the consultant conducted a week-long
training-of-trainers, equipping a team of ZMOH staff to train their peers on the guidelines.

The entire process described above took approximately 18months. After the completion of training for
both sets of guidelines, we expect to see evidence of increased efficiency, transparency, and accountability
during data sharing because staff will be following a defined process that includes documenting and
signing off on critical decisions.We also expect to see systematic adherence to defined security standards.
These improvements will contribute to increased privacy and accountability to the patients of Zanzibar’s
health system.

Our implementation has currently focused predominantly around processes and people, with limited
focus on technology. This approach is driven by the current needs and constraints of the health system.
The needs are to improve the flow and security of data within the health system to facilitate operational
efficiency while respecting patient confidentiality and to be able to respond to requests from outside the
health system to access data for the purposes of analysis and research—which necessitates being able to
judge which requests should be granted and then providing access to data in an appropriate manner while
respecting patient confidentiality. The first need can be addressed to a large degree by the introduction of
processes to standardize how data access is provisioned to health system staff, alongside assigning
specific individuals to be responsible for decidingwhat data each staffmember needs to access, reviewing
that access periodically, and implementing the technical measures necessary to provision access (typically
creating a user account within existing systems and appropriately configuring permissions). This is what
is included in the newly produced guidelines and forthcoming training. For the second need, the decision
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about which data access requests to approve is currently undertaken by ZMOH staff, who may consult
with relevant colleagues or partners to be able to reach a decision, and the new guidelines should ensure
that this is done in a transparent and systematic manner. There is room in the future to explore the creation
of a formal data access committee (DAC) to review data access requests that includes representatives from
the community, from where the data originates, as well as stakeholders from within the health system.
Such DACs are becoming increasingly common in high-income contexts, although there is not yet any
generally accepted framework for their organization (Cheah and Piasecki, 2020). It will therefore be
pertinent to investigate what would be the optimal composition and mode of operation for a DAC in
Zanzibar and the factors contributing to that. Regarding the need to provision data access to external
researchers, there are various technological solutions to address this, such as data enclaves (Lane and
Schur, 2010) and federated learning systems (Rieke et al., 2020). These technologically advanced
solutions afford many benefits in terms of automation and enhanced privacy, but the high technical
complexity necessitates significant resources and ongoing investment to implement and then maintain
those solutions. As sufficient resources are not currently available in Zanzibar, it is therefore necessary to
instead consider less complex and lower cost approaches at the immediate time, with a view to iteratively
improving as more resources become available so that technologically complex solutions can realistically
be introduced and maintained.

Wewill note also that our implementation has not directly addressed the question of how to ensure that
the population and health system of Zanzibar will benefit from the use of data by external researchers,
especially those who are based outside the country (from where the vast majority of requests originate).
From a pure research perspective, involving local research collaborators and maintaining equity in the
collaboration is essential (Hedt-Gauthier et al., 2018). However, there can also be an expectation for
research to result in actionable insights that will benefit the country, but with researchers and non-
researchers having a different understanding of what this constitutes. Additionally, there are many
challenges related to translating research into practice (Glasgow and Emmons, 2007) which means that
many research studies typically end as academic publications, that cannot be easily understood by non-
academic readers, that contribute to the scientific knowledge base but do not produce any direct tangible
benefit to the health system. It is therefore necessary for ZMOH to define what benefit they wish Zanzibar
to receive and factor this into decisions about which data access requests to grant, and specify terms that
are most likely to ensure the manifestation of that benefit. To this end, ZMOH has previously requested
academic institutions to formally sign a collaboration agreement, which extends to a broader scope than
the data use agreement, that obligates the researcher to contribute to building research capacity within
ZMOH in order to guarantee some tangible benefit.

We believe that the challenges described here are not unique to Zanzibar, but are instead common in
many LMIC settings. Our experience demonstrates the need to increase awareness, capacity, and
resources within governments to enable the operationalization of data governance policies. Extensive
sensitization and training are required to build an understanding of the importance of data governance and
the necessity to plan follow-up actions after the creation of a policy in order to operationalize it. The
operationalization process necessitates engagement with a diverse set of stakeholders in order to ensure
effective and contextually appropriate implementation, as well as buy-in from key stakeholders. The
limitation of resources in LMIC government systems leads to a requirement to be pragmatic and to address
the priorities that will have the biggest impact, rather than taking an idealistic approach of trying to address
all issues and subsequently not substantially addressing any. Finally, we note that the specialist technical
expertise needed to support operationalization is, in general, not readily available to LMIC governments.
People with the required technical skills are unlikely to work within a government setting because they
can obtain a significantly higher salary and more favourable working conditions elsewhere, and technical
consultants are expensive and can be difficult to source. Additionally, there are very few materials
available to provide guidance for this work that are relevant, accessible, and actionable to staff in a
government health system. To at least partly address this, we believe that peer-to-peer learning exchanges
between governments can be an effective way to accelerate progress, whereby governments who have
made progress in certain areas can exchange their learnings with peers who are working in a similar
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context. D-tree, together with the Global Partnership for Sustainable Development Data, facilitated one
such learning exchange between the ministries of health of Zanzibar and Kenya which included
discussions about challenges, successes, and potential areas for cross-government collaboration
(Global Partnership for Sustainable Development Data, 2023). Such exchanges should also serve to
reduce the degree to which governments have to rely on support from development partners, affording
greater independence and autonomy to governments.

2.3. Data quality

Health systems are complex and generate huge amounts of data, especially when digitally enabled. This
includes data about finances, human resources, logistics, supplies and equipment, and service delivery. It
is pertinent to consider how to reuse that data for AI development, research, and analysis, given the
availability of tools and technologies to extract insights from the data. Therefore, many data governance
frameworks promote the reuse of data for innovation (OECD, 2017; Transform Health Coalition, 2023).

As mentioned in the introduction, we restrict our attention to patient-level service delivery data, which
can be used to create AI models that output diagnoses or predictions (Panch et al., 2018). There is a lot of
excitement about the potential to use patient’s health data to predict their future health outcomes, thereby
enabling more personalized and timely care. Implicit in this assumption is that the data will have sufficient
predictive power to be able tomake a prediction at a level of accuracy that is clinically useful, that it will do
so fairly across all population groups, and that the prediction can be acted upon in a manner that will
improve the client’s outcome. To discuss these assumptions, it will be instructive for us to first consider the
case of data that is collected specifically for the purpose of AI development, and we will then contrast that
with the case of data that is routinely collected as part of service delivery in Zanzibar.

When data is purposefully collected for the development of healthAI, the collection can be conducted in
such a way to maximize the suitability of the dataset for its intended purpose (Lacuna Fund, 2023). The
collection can be designed to capture as much data with as much relevant detail as is practically possible.
Also, the representativeness of the data is of high priority from the perspective of equity, and there are now
standardized guidelines (STANDING Together, 2023), which extend upon more general guidelines for
documenting machine learning datasets (Gebru et al., 2021), to ensure that biases in health AI datasets are
minimized, or that the biases are at least documented appropriately (although it should be noted that the
understanding of terms such as “gender,” “race,” and “ethnicity” varies across cultures and therefore limits
the degree to which standardization is possible). We therefore see that there are many advantages to
collecting data specifically for AI development. On the other hand, the disadvantage is that the collection is
conducted as a one-off event, and there is a risk that “data drift” can occur over time. This is a phenomenon
where the relation between the input data and the AI model outputs changes over time, due to a number of
factors that cannot be precisely predicted or quantified. This can make AI model outputs increasingly
inaccurate as time progresses (Sahiner et al., 2023). The onlyway tomitigate this is to repeat data collection
periodically to ensure that data is up-to-date, and that AI models are periodically re-trained on the most
recent data. This repeated data collection exercise requires ongoing investment to sustain.

Comparing the above case with data that is being continuously collected as part of ongoing health
programs, in the case of routinely collected data we remove the obstacle of data drift, as well as the costs
associated with data collection. However, as the data is collected for the purpose of enabling effective
health service delivery, not specifically for AI development, there will inevitably be some shortcomings. In
terms of the representativeness of the data, only the people reached by the health programwill appear in the
dataset, and this reach is often determined by the limited resources that are available. This impacts health
equity (d’Elia et al., 2022). Therefore, it cannot automatically be assumed that just because data exists, and
that it is a large dataset covering a large proportion of a country’s population, it is suitable for AI
development. For this reason, it is necessary to ensure that the dataset is comprehensively and transparently
documented, particularly highlighting areas of known or potential bias that are known to be, or that might
be relevant to healthcare. This enables the user of the data to judge what they can and cannot use the data
for, the extent to whichAImodel outputs should or should not be generalized, andwhat conclusions can or
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cannot be drawn from the data (Gebru et al., 2021; STANDING Together, 2023). Besides the represen-
tativeness of a dataset, the predictive power of a dataset also needs to be considered. This is related to what
data is collected as well as the data volume. Data collection in LMICs is often reduced to a minimum level
to minimize the burden on health service staff (Siyam et al., 2021), and therefore the data will likely not be
as detailed as would be ideal for AI development. Additionally, an absence of, or problemswith equipment
such as blood pressuremonitors that are needed to generate data, alongside limited infrastructurewhich can
make data collection arduous or at times impossible, reduce the quality of the dataset. A lack of
standardization around what data to collect and report can result in inconsistent reporting, making it
difficult or impossible to combine data reported from different locations. Finally, misclassification of, for
example, cause of death, occurs if staff have not received sufficient training to be able to accurately identify
the cause of death (Ahmed et al., 2023). Misreporting may also happen intentionally if staff perceive there
will be negative consequences for them if they report truthfully, for example, in cases where a patient
experiences a preventable negative outcome while under their care. All of these factors are present in
Zanzibar, are widely reported in many LMICs, and affect the performance of AI models that can be
produced from that data (Agency Fund, 2023), with one systematic scoping study (Ciecierski-Holmes
et al., 2022), highlighting limited data availability to be one of the barriers to the development and adoption
of health AI models in LMICs. Furthermore, unrelated to the data but relevant to whether an AI model
should be deployed or not is the question of which AI outputs are actionable in a certain context. Specialist
medical equipment or supplies are the only effective intervention for some health conditions, but those
equipment and supplies are not reliably available in many LMICs. Therefore, an AI model that predicts
neonatal mortality may perform at a clinically acceptable level, and also the necessary intensive care
equipment to change that outcomemay be available in a high income context, but it is unlikely that both of
those conditions will be met in a LMIC context.

We conclude that although improvements can be made to the quality of service delivery data by
providing better training to the healthcare workers who collect the data (Nwankwo and Sambo, 2018), and
that providing standardized documentation to data users (STANDING Together, 2023) should improve
effective usage of the data, those efforts alone may not be sufficient to bring data to a level where it is
optimal forAI innovation. Reaching that level requires having a sufficient number of trained and supported
healthcare workers who can provide patients with high-quality care and also collect high-quality data,
ensuring that there are sufficient medical equipment and supplies so that the necessary patient data can be
collected, and improving infrastructure so that all equipment that is required for data collection is fully
functional. Therefore, the poor quality of data in Zanzibar, and in LMICs generally, cannot be solved by
data governance alone, as the problem is inextricably linked to the weaknesses of the health system.

3. Summary

A summary of the challenges discussed in this paper is provided below. These are all based on our first-
hand experience of implementing health data governance policies and principles within the Zanzibar
government health system and believe that they are broadly applicable to LMICs in general. We hope that
this work serves to highlight the gap between policy and practice in LMICs and encourages action to
address that gap.

• Informed consent is frequently included as a guiding principle in health data governance frame-
works, but the challenge of conveying meaningful understanding about data and AI, and designing
an interaction in which consent can be meaningfully obtained, impedes our ability to obtain
informed consent. This is especially true in LMICs where levels of exposure to technology are
low and there is little familiarity with concepts and terminology related to data and AI. More
attention needs to be focused on developing effective modes of communication and interaction that
enable meaningful informed consent to be obtained.

• Operationalizing a data governance policy in a government health system, through the development
of guidelines and standards, followed by training staff to adhere to those guidelines and standards, is
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a lengthy process requiring a substantial amount of time, resources, and technical expertise that are
very limited in LMICs. Extensive sensitization is required to generate awareness and understanding,
and it is necessary to engage with a large and diverse set of stakeholders. Support and resources are
generally lacking for this operationalization process.

• Reusing data collected in health programs for AI innovation is promoted by many governance
frameworks, without taking into consideration the quality of the data. Poor data quality in LMICs is
linked to weaknesses in the health system, in terms of under-staffing, lack of equipment and
supplies, and unreliable infrastructure. It is therefore essential to produce comprehensive documen-
tation for datasets to ensure that biases and other limitations are taken into account during the usage
of that data. Improvements to data quality can be made by providing staff with better training and
support, but obtaining AI-quality data necessitates strengthening the health system as a whole rather
than approaching the problem from a purely technological or governance perspective.
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