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Abstract
This paper explores the complex dynamics of using AI, particularly generative artifi-
cial intelligence (GenAI), in post-entry language assessment (PELA) at the tertiary level.
Empirical data from trials with Diagnostic English Language Needs Assessment (DELNA),
the University of Auckland’s PELA, are presented.

The first study examines the capability of GenAI to generate reading text and assessment
items that might be suitable for use in DELNA. A trial of this GenAI-generated academic
reading assessment on a group of target participants (n = 132) further evaluates its suitabil-
ity. The second study investigates the use of a fine-tuned GPT-4o model for rating DELNA
writing tasks, assessing whether automated writing evaluation (AWE) provides feedback of
comparable quality to human raters. Findings indicate that while GenAI shows promise in
generating content for reading assessments, expert evaluations reveal a need for refinement
in question complexity and targeting specific subskills. In AWE, the fine-tuned GPT-4o
model aligns closely with human raters in overall scoring but requires improvement in
delivering detailed and actionable feedback.

A Strengths, Weaknesses, Opportunities, and Threats analysis highlights AI’s poten-
tial to enhance PELA by increasing efficiency, adaptability, and personalization. AI could
extend PELA’s scope to areas such as oral skills and dynamic assessment. However, chal-
lenges such as academic integrity and data privacy remain critical concerns. The paper
proposes a collaborative model integrating human expertise and AI in PELA, emphasizing
the irreplaceable value of human judgment. We also emphasize the need to establish clear
guidelines for a human-centered AI approach within PELA to maintain ethical standards
and uphold assessment integrity.
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Introduction
In today’s globalized academic environment, universities in English-speaking coun-
tries are increasingly navigating the complexities introduced by students’ diverse
linguistic backgrounds. This diversity is largely driven by significant immigration,
by sustained recruitment drives targeting international students, and by national
policies aimed at widening access to higher education for underrepresented groups,
including ethnic minorities and individuals from low-income backgrounds (Murray,
2016; Read, 2016). Consequently, identifying and providing initiatives for students in
need of additional academic English language support has become a priority for these
institutions (Dunworth, 2009), not least at Waipapa Taumata Rau/the University of
Auckland (WTR/UoA), the context for this study, where the importance of ensuring
equitable experiences for students and of enhancing student retention and success is
underlined by the university’s strategic plan (The University of Auckland, 2020).

One mechanism for identifying students at risk due to limited academic lan-
guage proficiency and guiding them to appropriate language support is the imple-
mentation of a post-entry language assessment (PELA) program (Doe, 2014; Read,
2015). WTR/UoA offers one of the most comprehensive PELAs in Australasia, a low-
stakes diagnostic tool known as the Diagnostic English Language Needs Assessment
(DELNA) (Elder & Erlam, 2001).

All first-year undergraduate students at WTR/UoA are strongly encouraged to
engage with the DELNA process, and for some faculties compliance is mandated. All
doctoral candidates, regardless of faculty or language background, are also required
to complete DELNA, and sub-doctoral postgraduate students are invited to take the
assessment, too. DELNA comprises up to three stages (see Figure 1). The initial phase,
known as the Screening, is a computer-based assessment which differentiates profi-
cient academic English users from those with lower proficiency levels (Read, 2015). It
includes a vocabulary task and a timed cloze-elide activity (samples of the two tasks
can be accessed from https://www.delnatask.com/tasks/practice/vocab.php). Students
who do not meet the minimum satisfactory standard are classified in the “Diagnosis
required” category, directing them to the second phase of the DELNA process (Read,
2008).

The Diagnosis is a comprehensive, 2-hour evaluation that provides a deeper assess-
ment of students’ academic English skills, focusing on reading, listening, and writing.
It can be completed on paper or online. The DELNA Handbook specifies that the lis-
tening component requires students to listen to a short lecture on a topic that does
not require specialized knowledge. The reading section includes two passages, also on
general-interest topics, totaling approximately 1,200 words. A range of response types
assess comprehension, including cloze exercises, summarization, matching of ideas,
information transfer, multiple-choice, true/false, and short-answer questions.

The writing tasks are differentiated. The majority of students complete a short writ-
ing task in which they interpret information presented in a table or diagram, crafting a
200- to 250-word commentary. Doctoral candidates complete amore extensive writing
task, divided into two parts. In Task 1, they summarize key points from two contrast-
ing texts, and in Task 2, they write an essay on a topic related to these texts. For more
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Figure 1. The three stages of the DELNA process.

detailed information and task examples, refer to theDELNAHandbook (TheUniversity
of Auckland, 2024).

An ongoing challenge for DELNA is the creation of new assessment materials,
driven by the need for assessment security, given the large number of students involved
in the process. Another challenge, more pertinent during peak enrolment periods, is
the demand for timely and accurate feedback on students’ writing tasks. Meanwhile,
rapid advancements in generative artificial intelligence (GenAI), particularly break-
throughs in large language model (LLM) architectures, such as OpenAI’s ChatGPT,
could offer solutions while at the same time introducing new challenges for PELAs
such as DELNA.

Unlike traditional AI, which typically relies on rule-based algorithms and struc-
tured datasets, GenAI harnesses self-supervised learning architectures to generate
novel content through probabilistic pattern recognition in unstructured data ecosys-
tems. GenAI has impacted a range of industries, reshaping both the professional and
personal domains of everyday life (Grossmann et al., 2023). In language learning,
teaching, and assessment, GenAI offers potential for the dynamic creation of content,
personalized learning experiences, and automated evaluation, creating new possi-
bilities for scalable and adaptive educational tools (Hao et al., 2024; Kohnke et al.,
2023).

Although there has been a recent surge of research on GenAI in language learning
and teaching (Hockly, 2023; Yang& Li, 2024), studies focusing on its application in lan-
guage assessment, particularly in PELA contexts, remain limited. To address this gap,
our study conducted two empirical investigations, in the context of DELNA, explor-
ing the use of GenAI in automated item generation (AIG) and automated writing
evaluation (AWE).While these experiments specifically targeted text-generation capa-
bilities of LLMs, the subsequent Strengths, Weaknesses, Opportunities, and Threats
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(SWOT) analysis encompasses broader GenAI implementations – including multi-
modal content generation (audio, video, and interactive media) – relevant to PELA
stakeholders.

Literature review
AI-assisted AIG in reading tasks
As explained earlier, AIG introduces new opportunities for test item generation apply-
ing natural language processing.This technology can substantially reduce the time and
resources required for item development, making assessments more cost-effective and
accessible (Cardwell et al., 2024; Zirar, 2023).

Bezirhan and Von Davier (2023) used GPT-3 to generate reading passages based
on materials released from the Progress in International Reading Literacy Study. The
features of the discourse of these AI-generated passages were similar to those of the
input materials but covered different topics. Human evaluators assessed the coherence,
appropriateness, and readability of the passages for fourth-grade readers, finding that
the GPT-3-generated texts were comparable to those written by humans. The study
highlighted that combining GenAI capabilities with well-crafted prompts and human
editing was an effective and efficient approach for generating reading passages.

Shin and Lee (2023) extracted five reading passages and corresponding multiple-
choice questions from South Korea’s College Scholastic Ability Test (CSAT) English
section. They then used ChatGPT to generate an alternative set of readings and items
in the same format. In a survey of 50 teachers, the AI-generated passages were rated
similarly to the CSAT passages in terms of natural flow and expression. However, the
CSAT items were deemed to have more appealing multiple-choice options and were
more fully developed.

Lin and Chen (2024) evaluated ChatGPT’s ability to generate multiple-choice read-
ing comprehension items. Benchmarking against Item Response Theory models and
human evaluation, they found that ChatGPT-generated items were comparable to
human-authored items. The study concluded that ChatGPT has potential as a tool for
test development and as an aid for teaching and learning reading comprehension.

While AIG enables automated item development, human oversight remains cru-
cial to maintain the quality and fairness of educational assessments. Hao et al. (2024),
building on Attali et al. (2022), describe the automated content generation process
used in the Duolingo English Test, which incorporates a human-in-the-loop approach
(see Figure 2). Here, human experts remain involved throughout the processes of con-
struct definition, task design, item generation, and refinement, ensuring that items
meet standards for quality, fairness, and bias reduction. This human-in-the-loop
model aligns with the concept of Human-Centered AI proposed by Shneiderman
(2022). Human-Centered AI advocates for designing AI systems that augment human
capabilities and deliver a positive social impact. It prioritizes human values, ensur-
ing accessibility, usability, and the enhancement, rather than replacement, of human
involvement.

The possibility of using AI to generate reading texts and assessment items for
the DELNA diagnosis is an attractive option, particularly in terms of alleviating
workload pressures. However, it would necessitate investigation into text suitability,
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Figure 2. Scalable content creation using human-in-the-loop AI in the Duolingo English Test (Hao et al.,
2024, p. 3).

item quality, and the potential impact on the reliability and validity of the assessment
(Lee, 2015).

AI-assisted AWE
AWE refers to the use of technology to assess and score written responses, apply-
ing standardized measurement processes to open-ended or structured responses
(Ifenthaler, 2023). While research on AWE dates back to the 1960s (Bermouth, 1970),
recent advancements in computing, data analysis, and LLMfine-tuning have improved
the effectiveness, objectivity, reliability, and validity of AWE systems for the evaluation
of written texts (Ifenthaler, 2023; Mizumoto & Eguchi, 2023).

In a study that analyzed 12,100 TOEFL writing samples from the Educational
Testing Service (ETS) Non-Native Written Corpus, Mizumoto and Eguchi (2023)
observed that GPT-generated scores aligned closely with the typical TOEFL scoring
patterns. The authors compared the performance of multiple regression models using
a model comparison approach to arrive at such conclusion. This finding indicates that
LLMs, such as ChatGPT, have potential for practical applications in AWE, offering
valuable insights for both research and real-world assessment. However, the TOEFL
writing samples in the study were not scored using the original 0–5 scale. Instead, they
were grouped into three categories: high, medium, and low. Consequently, the study
lacked ground-truth scores – official ratings from trained human evaluators – con-
sidered the benchmark for assessing AWE reliability in comparison to human raters
(Powers et al., 2015).Themodel also hadnot undergone fine-tuning, that is, a process of
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additional training on a specific dataset or task (Peters et al., 2019). LLMs are generally
pretrained on diverse tasks rather than writing evaluation specifically, so fine-tuning
for AWE can significantly enhance performance (Wang & Gayed, 2024).

Research comparing AWE scores with human rater evaluation is limited and incon-
clusive in terms of findings. Yavuz et al. (2024) examined the validity and reliability of
ChatGPT and Google’s Bard in grading higher education essays based on an analyt-
ical grading rubric. Fifteen experienced English as a foreign language instructor, and
twoGenAIs assessed three essays of varying quality. Inter-rater reliability, measured by
intraclass correlation (ICC), suggested that LLM scores were similar to those of human
raters, though human ratings tended to offer more nuanced feedback. A limitation was
that their sample size was small and lacked details on fine-tuning. Another study com-
pared ChatGPT’s scoring of 200 essays with that of human raters (Bui & Barrot, 2024).
Correlation results showed weak to moderate alignment with an experienced human
rater, and low ICC values indicated inconsistent scores across multiple rounds of scor-
ing. A limitation was that the study did not include fine-tuning of GPT-3.5, and only
one human rater was involved.

Another limitation of the studies referred to above is that they did not set the
LLM’s temperature to zero, a parameter that controls output randomness. According to
OpenAI’s documentation, setting the temperature to zero ensures the model provides
the same response to identical prompts each time, which is especially important for
AWE applications, where consistency in scoring is vital for fairness and reliability (see
https://platform.openai.com/docs/api-reference). One exceptionwasWang andGayed
(2024) who did explicitly address this issue and developed an AWE system to score
argumentative essays by fine-tuning the GPT model. They compared the fine-tuned
model’s effectiveness to non-fine-tuned GPT-3.5 and GPT-4 models using zero-shot
prompting. The dataset, comprising 480 argumentative essays from ETS’s TOEFL
Public Writing Dataset, included ground-truth scores under two prompts. Findings
suggest that task-specific fine-tuning enhances AWE performance, and fine-tuning
does not require an extensive variety of prompts.

Academic writing assessment is a crucial component of PELA, as assessment out-
comes correlate with university students’ academic performance (Read, 2016). To
accurately evaluate student writing and provide targeted feedback, DELNA currently
uses a traditional rating system which is time- and resource-intensive, with the added
limitation of potential for subjective bias. Each essay is double-rated; and if the two
raters’ scores differ significantly, a third rater is consulted. Past PELA research has
focused on rater training to improve consistency and accuracy (e.g., Elder et al., 2007;
Erlam et al., 2013). Meanwhile, recent advancements in GenAI, particularly in LLMs,
mean that AWE systems present new possibilities for reducing PELA raters’ workload
and supporting them with timely, reliable scoring.

In summary, rapid advancements in AI technology have significant potential for
more efficient and accurate language assessment in PELA. However, current studies
on GenAI-assisted AIG and AWE remain few in number and primarily focus on gen-
erating reading passages and multiple-choice questions; other item types are largely
unexplored. Moreover, most studies on GenAI-assisted AWE lack fine-tuning and
zero-temperature adjustments.
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This research study aims to address some of these gaps with the following questions:

1) How effective is GenAI-assisted AIG in designing a reading assessment within
the context of a PELA?

2) Can GenAI-assisted AWE effectively support human evaluation of student
essays?

3) What additional opportunities and challenges does AI introduce for PELA?

Methods
To address the research questions, two empirical studies were conducted. Study
1 includes two parts: Part 1 examines whether language advisors/teachers can
distinguish between GenAI-generated and human-generated test items. Part 2 aims
to (a) understand how language advisors/teachers evaluate a reading text, and items
generated entirely by GenAI and (b) conduct a trial of this reading assessment.
Study 2 explores the effectiveness of the fine-tuned GPT-4o-2024-08-06 model in the
automated grading of DELNA essays, using the DELNA rubric.

Participants
Study 1
Invitation emails were sent to 11 experienced professionals, all of whom were either
DELNA language advisors or WTR/UoA language teachers, with 5 agreeing to partic-
ipate. Of these five, two were DELNA language advisors, two were language teachers
at WTR/UoA, and one was a former academic advisor of DELNA, who is a seasoned
expert in language assessment.

Study 2
The dataset consisted of 348 short essays from the DELNA Writing Dataset, provided
by the DELNA Office. These essays were written by first-year undergraduate and sub-
doctoral postgraduate students atWTR/UoA as part of the DELNADiagnosis between
March 2021 and October 2022; all were written in response to the same prompt. Each
essay was evaluated by at least two human raters, using the DELNA rubric, with a third
rater involved if there was a significant discrepancy between scores. Final scores were
assigned on a 4–9 scale, with increments of 1. Upon publication, DELNA will retire
this writing version; the prompt is provided in Appendix A, while the rubric remains
confidential.

Instruments
Study 1
For Study 1, Microsoft Copilot, previously known as “Bing Chat Enterprise” and avail-
able exclusively to business customers with Microsoft 365, was utilized. Copilot, which
is powered by ChatGPT-4 and DALL-E 3, was accessed through a WTR/UoA account
to ensure data privacy and intellectual property protection (refer to https://teachwell.
auckland.ac.nz/resources/generative-ai/gen-ai-usage-standard/).
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Study 2
The GenAI model for AWE was selected based on three criteria: (1) a pretrained
base model, not linked to a specific web interface; (2) the ability to support custom
fine-tuning; and (3) demonstrated effectiveness in AWE tasks as suggested by Wang
and Gayed (2024). The GPT-4o-2024-08-06 model was chosen, therefore, offering
enhanced capabilities for language understanding and text generation, outperforming
previous GPT-4 versions in terms of coherence and contextual appropriateness and
making it especially suitable for the precise requirements of AWE. At the time of data
analysis, it represented the latest GPT model.

Research design
Study 1
Part 1
Participants were asked to distinguish between human and GenAI-generated ques-
tions. They received a document with a DELNA human-generated reading text, fol-
lowed by 20 questions of which 10 were GenAI-generated based on a series of prompts.
They were asked to decide whether each item was: “Human-Generated,” “GenAI-
Generated,” or “Not Sure” (included to reduce random guessing). Lastly, participants
were invited to outline the criteria used to make their decisions in writing.

Part 2
Using the DELNA Handbook’s descriptions of reading materials and question types
(The University of Auckland, 2024), GenAI was provided with refined prompts and
asked to generate an entirely new reading text and associated items. As prompt accu-
racy significantly influences GenAI output quality (Giray, 2023; Knoth et al., 2024), a
“chain-of-thought” prompting approach (Wei et al., 2022) was employed, generating
the reading text first and then creating questions to assess specific subskills identified
by Liu (2018). Only formatting changes were made to the GenAI output; the content
remained unchanged. Study 1 experts, advised of the subskills each item targeted, eval-
uated the quality of theGenAI-generated items and the text. Subsequently, 132 students
completed the GenAI-generated reading assessment to trial it. These students ranged
from undergraduate to doctoral level and spoke more than 20 different first languages.
Students’ performance on the reading assessmentwas analyzed usingCronbach’sAlpha
and the Rasch model to evaluate reliability and item difficulty. Among these par-
ticipants, 49 students had taken the DELNA Diagnosis within 6 months prior to
the trial. Their trial results were converted to Bands A through D, consistent with
the DELNA Diagnosis scoring format; and the differences between their trial and
Diagnosis scores were analyzed using theWilcoxon signed-rank test. Cronbach’s Alpha
and the Wilcoxon signed-rank test were conducted using IBM SPSS Statistics version
26, while Rasch analysis was performed using Winsteps version 3.72.3.

Study 2
In Study 2, the GPT-4o-2024-08-06 model for AWE was fine-tuned based on Wang
and Gayed (2024). Using API calls in Python, the model was trained to understand
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how experienced human raters apply rubric criteria. A set of 80 essays, each with cor-
responding scores, was used for training. Following the approach of Wang and Gayed
(2024), a 5:1 training/validation split was applied, resulting in 16 essays being allo-
cated for validation. The remaining 252 essays in the dataset were used for testing.
The primary criteria for testing were consistency, accuracy, and reliability. Consistency
involved verifying that fine-tuned GPT processed input accurately and produced iden-
tical scores across repeated evaluations, as suggested by Wang and Gayed (2024). The
temperature was set to zero to ensure consistent scoring.

Accuracy was assessed using root mean square error (RMSE) between GPT and
ground-truth scores, a standard AWE metric (Klebanov & Madnani, 2022; Yuan et al.,
2020). Reliabilitywasmeasured through percentage agreement and quadratic weighted
kappa (QWK), comparingGPT and human rater scores. An absolute agreement of 85%
or higher is considered a high alignment between system and human scores. QWK
provided further insight into agreement levels in AWE. Lower QWK values indicate
lower consistency between machine and human scores, while higher values suggest
stronger agreement (Doewes et al., 2023; Ramesh & Sanampudi, 2021).

Scores were compared across fluency, content, form, and total score, as aligned
with the DELNA rubric. The R packages Metrics (Hamner & Frasco, 2018) and irr
(Gamer et al., 2019) were employed to calculate the RMSE and QWK, respectively,
while percentage agreement was determined using Microsoft Excel.

Study 2 prompts are provided inAppendix B andC, as are Part 2 of Study 1 prompts,
that is, the GenAI-generated reading text and items, along with the expert question-
naire.The reading text and items used in Part 1 are not disclosed because they are taken
from a current DELNA assessment task.

Results
Study 1
Part 1
The overall success rate for correctly identifying GenAI-generated items was low at
50% or below. Only one expert identified 5 of the 10 GenAI-generated test items; the
remaining four identified from between 1 and 4 items.While the experts admitted that
they relied on intuition to a significant extent, judgments were based on three main
criteria:

Item type. Experts were more likely to classify certain item types as AI-generated
or human-generated based on the complexity and specificity of the tasks. Items
requiring synonym choices and paragraph summaries were frequently identified as
AI-generated, likely due to the relatively formulaic or structured nature of these
tasks, which GenAI models are well-suited to handle. In contrast, items such as
true/false questions, fill-in-the-blanks, and those involving diagrams and tables were
often assumed to be human-generated. This assumption stemmed from the percep-
tion that these item types require detailed content analysis or specialized contextual
understanding, which may go beyond the typical capabilities of AI.
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Item quality. The quality of the items also played a critical role in influencing expert
judgments. Items with alternative answers that appeared implausible, unrealistic, or
poorly aligned with the main question were more likely to be flagged as AI-generated.
Similarly, questions that were perceived as overly simplistic or poorly constructed –
lacking depth or clarity –were attributed toAI, reflecting a belief that human-generated
items are generally more thoughtful and refined.

Language cues. Linguistic details were a significant factor in determining whether
an item was AI- or human-generated. Experts closely examined aspects such as word
choice, syntax, and punctuation. Well-crafted syntax was more likely to be attributed
to human authorship, reflecting natural fluency and attention to detail.

Part 2
Experts evaluated each GenAI-generated item according to the statement, “This is
a good test item,” using a rating scale: 1 (Strongly Disagree) to 5 (Strongly Agree).
Opinions on item quality varied widely, with no item universally rated as either high or
low quality (a summary of the results can be found in Appendix D). Items 3, 4, 6, and
12 received particularly low ratings. For instance, experts criticized Item 3 (focused on
word meaning analysis) for failing to effectively explain “aesthetic.” Items 4 and 6 were
deemed overly simple; some experts noted that students might answer Item 6 without
reading the passage. Item 12, which aimed to assess multiple subskills (understanding
relationships between texts and drawing conclusions), was criticized for not adequately
testing both subskills.

In contrast, the experts rated the GenAI-generated text highly, noting that it met
traditional reading test criteria: it was well-structured and neutral, presenting factual
information and viewpoints on nontechnical topics.

Based on the trial results, the reading assessment generated by GenAI had a
Cronbach’s Alpha of 0.863, indicating a high level of internal consistency and reli-
ability. This suggests that the GenAI-generated reading assessment items effectively
measure the same underlying reading ability or construct, demonstrating strong inter-
item correlations and providing stable and consistent results. However, the Wright
map (see Figure 3) showed that this version of the reading assessment was not well-
aligned with the ability levels of the test-taker sample, with several items, particularly
items 5–8, being generally too easy for the participants, which aligned with the con-
clusions of the experts. The Wilcoxon signed-rank test further revealed a significant
difference between participants’ trial results and Diagnosis results (n = 49, standard-
ized test statistic = 4.872, p< 0.001). Specifically, 31 participants scored higher on the
trial results compared to their Diagnosis results, 16 showed consistent scores across
both assessments, and only 2 participants scored lower in the trial results.

Study 2
Results in Table 1 show the fine-tuned model’s accuracy; lower RMSE values reflect
smaller discrepancies, signifying higher accuracy (Chai & Draxler, 2014). All RMSE
values were below 0.5, showing that the model provides good prediction accuracy
across both overall and individual scoring metrics, approaching human evaluators’
accuracy.
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Figure 3. Wright map for the reading trial of the GenAI-generated assessment.

Table 1. Performance of the fine-tuned LLM-based AWEmodel in writing assessment

RMSE Percentage of identical scores QWK

Total score .36 86.90% .73

Subscore

Fluency .45 79.76% .61

Content .47 78.17% .60

Form .45 80.16% .61

The total score absolute percentage agreement reached 86.9%, while agreement
across the sub-scores was approximately 80%, indicating strong consistency. The adja-
cent agreement of the total scores (i.e., where scores differed by only one point) was
100%.This indicates that, even when discrepancies occurred betweenGPT and human
ratings, the differences were minimal, with no score differing by more than one point.
The high level of adjacent agreementmay be attributed to the concentration of DELNA
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scores around bands 5 and 6. This result underscores the model’s reliability in closely
aligning with human scoring standards.

The thirdmetric, QWK, consistently exceeded 0.6. In general, QWKvalues between
0.6 and 0.8 could be interpreted as reflecting the model’s capability to provide scores
in close alignment with human judgment (Doewes et al., 2023). However, ETS sets a
standard QWK value of at least 0.70 for its e-Rater system (Williamson et al., 2012, as
cited in Wang & Gayed, 2024); in this study, only the total score met this benchmark,
with the three sub-scores slightly below. This indicates that, while the model’s perfor-
mance aligns well with human raters on total scores, there is room for improvement in
its sub-score predictions.

DELNA provides students with an overall academic writing score along with
sub-scores in three specific categories. Human-generated comments for each of the
categories inform a language advisor on areas needing improvement. While raters’
commentsmay be generic at times, they are usually accompanied by examples from the
student’s text. The advisor then collaborates with the student in reviewing their perfor-
mance, offering detailed feedback and tailored suggestions for improvement. Raters’
comments for one of the essays in the sample are below.

Score
fluency: 5
No visual paragraphs. Hard to follow throughout. Insufficient use of/ repetition
of cohesive devices: however, such as. Little understanding of academic style,
informal and colloquial: use of brackets, “thing” (2X), personal pronouns.
content: 5
Data partially described in a very general manner. Only dates and trends, no
figures. Interpretation brief with only one reason - “increasing the living area”.
Discussion absent (incomplete sentence).
form: 5
Limited control of sentence structures. Most sentences are convoluted/ incom-
plete, word order issues. A range of significant errors affect expression of ideas:
use of prepositions (regarding to, reasons of), articles, verb, singular/ plu-
ral. Range and use of vocabulary inadequate. Numerous errors in word use/
form (expresses, late years, ecosystems methods). Spelling mistakes (Amazone,
goverment).

In contrast, although the AWE model developed in this study is capable of gener-
ating explanations for scores and providing learning recommendations for essays in
the dataset, the feedback was often general and lacked concrete examples. To illustrate
this, below are machine-generated feedback and a summary of recommendations for
the same essay as in the human-written comments above.

Feedback:
fluency: 5
The essay lacks clear organization and logical flow. Paragraphs are fragmented,
and the message is difficult to follow. There is a lack of cohesion, with abrupt
transitions between ideas. The style is informal and lacks an academic tone.
content: 5

https://doi.org/10.1017/S0267190525000030 Published online by Cambridge University Press

https://doi.org/10.1017/S0267190525000030


286 Tiancheng Zhang et al.

The description of the data is incomplete and lacks clarity. The interpretation of
trends is brief and lacks elaboration.Thediscussion of policies ismissing,making
the content insufficient and unclear.
form: 5
The essay contains numerous grammatical errors and awkward sentence struc-
tures. Vocabulary is limited and there are several spelling mistakes. The overall
expression is unclear and lacks sophistication.

Summary of recommendations:

1. Practice organizing your essays with clear introductions, body paragraphs,
and conclusions.

2. Ensure you address all parts of the prompt and provide detailed explana-
tions and examples.

3. Work on improving your grammar and vocabulary through practice and
reading.

4. Consider seeking feedback from teachers or peers to help identify areas
for improvement.

Discussion
GenAI performance in AIG and AWE
This section addresses the first two research questions. In Part 1 of Study 1, experts
were tasked with distinguishing between GenAI-generated and human-generated test
items. The findings indicate that, although experts could recognize some patterns typ-
ical of GenAI-generated items, the language produced by AI is becoming increasingly
sophisticated. This advancement is beginning to blur the lines between AI-generated
language and what we traditionally consider as “human-like” language. The findings
also reveal that GenAI’s ability to generate test items surpassed expert expectations,
indicating that its capacity is not limited to simple question types but extends to more
complex tasks that require in-depth analysis. This suggests that GenAI capabilities
will likely continue to evolve, potentially rivaling human-generated content in more
complex assessments, further challenging experts in distinguishing AI-generated from
human-authored items.

In Part 2 of Study 1, experts evaluated a reading assessment entirely generated
by GenAI. The results revealed significant variability in their opinions regarding the
quality of the GenAI-generated test items. This finding underscores the difficulty of
establishing consistent standards for assessing the quality of GenAI-generated items
and points to a need for more rigorous, universally accepted standards, especially for
items designed to assess multiple skills. Experts noted that some GenAI-generated
questions failed to meet DELNA’s quality requirements, particularly vocabulary ques-
tions, which lacked nuance in word meaning. Others were deemed too simple, allow-
ing students to answer without engaging deeply with the text, indicating potential
gaps in the ability of GenAI to set appropriate difficulty levels. Such feedback rein-
forces other research advocating for the continued importance of human oversight
in monitoring item quality, fairness, and bias (e.g., Hao et al., 2024; Shin & Lee,

https://doi.org/10.1017/S0267190525000030 Published online by Cambridge University Press

https://doi.org/10.1017/S0267190525000030


Annual Review of Applied Linguistics 287

2023). Experts observed that GenAI struggled to integrate and assess multiple sub-
skills in the same item, limiting its effectiveness as a holistic assessment tool. Enhancing
GenAI to develop integrated testing methods capable of assessing multiple skills while
maintaining high item quality could lead to more comprehensive assessments. This
advancement would also support innovations like Cognitive Diagnostic Assessment
and Cognitive Diagnostic Computerized Adaptive Testing, enabling precise, tailored
evaluations that efficiently diagnose examinees’ specific knowledge structures and skill
levels.

Analysis of the trial of theGenAI-generated items showed that while thesemet stan-
dards for reliability, some items did not alignwell with the ability level of the assessment
participants. These items were often not at the appropriate level of difficulty, which
aligned with the experts’ conclusions, as mentioned above, that they were too easy. The
experts rated the quality of the GenAI-generated text highly, noting that GenAI has
potential for generating texts that meet traditional standards for reading comprehen-
sion tests in terms of structure and topic suitability.This further reinforces the potential
for GenAI in test development and suggests that, while content creation capabilities are
promising, further refinement is needed in item design and skill assessment.

The fine-tuned GPT model demonstrated high accuracy in AWE scoring, partic-
ularly for total scores. However, performance in sub-scores was not as strong, and
feedback and subsequent learning recommendations were often general and lacking
in specificity, as observed by Zhai and Ma (2021, 2022). This indicates that there is
room for improvement in the fine-tuning process. Future fine-tuning efforts could
integrate human raters’ detailed scoring criteria to enhance consistency in evaluating
finer features of writing. This approach would not only help the model emulate human
raters’ thought processes more accurately but also provide more personalized learning
guidance for students.

Building an AWE system that genuinely understands reasoning and critical think-
ing in humanwriting remains a significant challenge.This study analyzed short writing
tasks completed by sub-doctoral students, which, though requiring the expression
of personal opinion, primarily focused on data description. The AWE model’s effec-
tiveness for writing tasks which demand a greater level of critical thinking, such as
DELNA’s argumentative essays for PhD students, requires further research.

Another issue to consider is the social aspect of writing. The National Council of
Teachers of English (2013) argues that machine scoring, when there is no engagement
with human readers, could imply that writing lacks value. A solution to some of these
concerns would be to use a fine-tuned GenAI-assisted AWE system to support, rather
than replace, human raters. In such a model, a human rater could be paired with the
AWE system, and a second human rater involved in cases of discrepancy. This would
have the benefit of ensuring that feedback to students remained mediated by language
advisors. It would seem that, regardless of AI advancements, the irreplaceable value of
human interaction remains essential.

Opportunities and challenges posed by AI for PELA
This section addresses the third research question. The potential impact of AI on
language assessment, in the specific context of a PELA such as DELNA, was analyzed
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Figure 4. SWOT analysis of AI in PELA.

using the SWOT framework – a tool frequently applied in educational contexts
(Farrokhnia et al., 2024), as inspired by Liu (2024).

As shown in Figure 4, AI offers potential to enhance PELA’s efficiency, reduce costs,
provide personalized learning support, and assist students with practice in areas such
as speaking and writing. AI also holds potential to address some of the limitations
inherent in current PELA. Some examples are listed below:

• Using a Computer Adaptive Testing system, AI could deliver a personalized
assessment where each student faces questions matched to their language level.
This approach saves time, improves efficiency, and avoids irrelevant questions,
leading to more accurate language proficiency assessments and a fairer testing
experience (Ratnayanti, 2023).

• Advancements in multimodal technology suggest AI’s potential to assess stu-
dents’ speaking skills, a skill currently not part of DELNA, and often not included
in PELA.

• AI-driven multimodal technology could also provide better accessibility for
students with disabilities.

• AI could allow for ongoing academic English language assessment throughout a
students’ academic journey, something some staff at WTR/UoA have advocated
for. Such a dynamic model of assessment would allow for continuous monitoring
and support of students.

However, AI also presents challenges and threats for PELA. One of these, common
to all unsecured assessment procedures, is the misuse of AI by students completing a
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Figure 5. A proposed collaborative model between humans and AI within PELA.

PELA, with associated academic misconduct. There are also potential copyright and
privacy concerns when using AI-generated items (Hao et al., 2024). The use of AI can
also undermine the constructs on which a PELA is based. For instance, some students
on social media have argued that since GenAI can handle proofreading and grammar
effortlessly, assessment in these areas should be relaxed.

The results of this study suggest that the use of AI does not eliminate the need for
human involvement. A more appropriate proposal for the use of AI in PELA might be
the implementation of a collaborative model where human involvement is an integral
component. Figure 5 sets out how tasks could potentially be apportioned, according
to the different stages of the assessment process, in such a model. However, ongoing
research is needed to explore the impact of AI and to ensure that PELA such as DELNA
remains fit for purpose.

A number of educational bodies aim to create guidelines for responsible AI use;
these include the AI Competency Framework for Students (UNESCO, 2024), the
Australian Framework for GenAI in Schools (Department of Education, 2023), and
ETS’s Responsible Use of AI in Assessment (Educational Testing Service, 2023). There
is also a need for a comprehensive set of guidelines for the responsible use of AI in
language assessment, and in the context of PELA. As Andringa and Godfroid (2020)
point out, there is a need for AIG and AWE studies that work with diverse samples and
contexts to drive research in the area of language assessment.

Conclusion
This study examined the integration of GenAI in language assessment, particularly
its application in automated test item generation and writing evaluation in PELA.
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Findings reveal possibilities for the use of GenAI, especially in generating structured
reading texts and evaluating writing tasks.While GenAI shows promise in content cre-
ation, expert evaluations highlight the need for refinement in question complexity and
subskill targeting. In AWE, the fine-tuned GPT model aligns closely with human rat-
ings, particularly in overall scoring, though improvements are needed for the provision
of more specific feedback.

A SWOT analysis underscores the potential of GenAI to make PELA more effi-
cient, adaptive, and personalized. AI could expand PELA’s reach to areas like oral
skills and support continuous student assessment. However, challenges such as aca-
demic integrity, privacy, and the need for clear guidelines emphasize the importance
of adopting a Human-Centered AI approach to safeguard the integrity of language
assessment.

One limitation of this study is that it included only a single AI-generated text and
its related items, without incorporating a benchmark comparison. The absence of a
human-generated text or pre-established standard for comparison limits the ability to
comprehensively evaluate the quality and effectiveness of the AI-generated content.
Future research could address this limitation by introducing a comparative analysis
with human-generated materials to provide a more robust evaluation of AI-generated
texts and items. Another limitation of this study lies in the training of the GenAI for
AWE. The training materials used consisted solely of student writing samples and
their scores. However, no detailed feedback on specific aspects of each essay, such
as issues in word choice, grammar, or logic, was provided. As a result, the feed-
back generated by the GenAI was relatively general and lacked detailed examples
or targeted suggestions. Future studies could enhance the feedback quality by incor-
porating more granular annotations and detailed feedback in the training process,
enabling the GenAI to generate more specific and actionable recommendations for
students.

Moving forward, establishing standards for GenAI-generated content and refining
AI alignmentwith human scoring practices are essential. Continued research in diverse
contexts will deepen understanding of AI’s role in language assessment, fostering a
balanced, responsible approach to AI-enhanced educational tools.
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