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Abstract
We consider the harmonic map heat flow for maps R2 → S

2. It is known that solutions to the initial value
problem exhibit bubbling along a well-chosen sequence of times. We prove that every sequence of times admits a
subsequence along which bubbling occurs. This is deduced as a corollary of our main theorem, which shows that
the solution approaches the family of multi-bubble configurations in continuous time.
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1. Introduction

1.1. Setting of the problem

Consider the harmonic map heat flow (HMHF) for maps 𝑢 : R2 → S2 ⊂ R3 – that is, the gradient flow
of the Dirichlet energy

𝐸 (𝑢) :=
1
2

∫
R2

|∇𝑢(𝑥) |2 d𝑥, (1.1)

for the 𝐿2 inner product. The initial value problem for the HMHF is given by

𝜕𝑡𝑢 = Δ𝑢 + 𝑢 |∇𝑢 |2

𝑢(0, 𝑥) = 𝑢0(𝑥). (1.2)

We consider initial data in the energy class

E := 𝐻1(R2;S2) := {𝑢0 ∈ �𝐻1 (R2;R3) | |𝑢0 (𝑥) |2 = 1 for almost every 𝑥 ∈ R2}. (1.3)

The HMHF was proved to be well-posed in E by Struwe [28], and we can associate to each initial data
𝑢0 ∈ E a maximal time of existence𝑇+ = 𝑇+(𝑢0) ∈ (0,∞] and unique solution 𝑢(𝑡) ∈ E , which is regular
for 𝑡 ∈ (0, 𝑇+). The maximal time 𝑇+ is characterized as the first time at which energy concentrates at a
point in space; see Lemma 2.7. Of fundamental importance is the energy identity

𝐸 (𝑢(𝑡2)) +
∫ 𝑡2

𝑡1

‖T (𝑢(𝑡))‖2
𝐿2 (R2) d𝑡 = 𝐸 (𝑢(𝑡1)), (1.4)

which holds for any 0 ≤ 𝑡1 < 𝑡2 < 𝑇+ (see [28, Lemma 3.4]), and where T (𝑢) := Δ𝑢 + 𝑢 |∇𝑢 |2, which
is called the tension of u.

The HMHF for maps between Riemannian manifolds was introduced by Eells and Sampson [12].
Though we do not do this here, when studying the HMHF for maps R2 → S

2, it is natural to further
restrict the class of initial data by intersecting the space E with the set of continuous maps 𝑢0 that tend
to a fixed vector on S2 at ∞ (i.e., such that there exists 𝑢∞ ∈ S2 so that lim𝑥→∞ |𝑢0 (𝑥) − 𝑢∞| = 0).
By assigning to the point at ∞ the vector 𝑢∞, 𝑢0 induces a continuous map �̃�0 : S2 → S2, and we can
define the topological degree of 𝑢0 to be the degree of �̃�0. One can show that this condition is preserved
by the flow – that is, the solution 𝑢(𝑡, 𝑥) satisfies lim𝑥→∞ |𝑢(𝑡, 𝑥) − 𝑢∞| = 0 for all 0 ≤ 𝑡 < 𝑇+. Under
this restriction, the solution 𝑢(𝑡, 𝑥) gives a continuous deformation of the initial data 𝑢0(𝑥) within its
homotopy class, which was one of the motivations mentioned in [12].

Harmonic maps 𝜔 : R2 → S
2 ⊂ R3 have vanishing tension and give stationary solutions to (1.2).

They are formal critical points of the energy (1.1) and satisfy the PDE

Δ𝜔 + 𝜔|∇𝜔|2 = 0. (1.5)

It is a well-known general property of harmonic maps in two dimensions that they are conformal (up to
change of orientation) and minimize the energy in their homotopy class; [10, 11, 19]. The energy of a
harmonic map 𝜔 is given by 𝐸 (𝜔) = 4𝜋 | deg(𝜔) |. Weak solutions – that is, 𝜔 ∈ E for which (1.5) holds
in the weak sense – are smooth by a result of Hélein [15]; see Theorem 2.1 in Section 2.1.

An influential series of works by Struwe [28], Qing [23], Ding-Tian [9], Wang [37], Qing-Tian [24],
Lin-Wang [20] and Topping [31] showed that solutions 𝑢(𝑡) to (1.2) admit a bubble decomposition
along a well-chosen sequence of times 𝑡𝑛 → 𝑇+; see also the book by Lin-Wang [21]. In these works,
the bubbling time sequence 𝑡𝑛 → 𝑇+ and corresponding sequence of maps 𝑢(𝑡𝑛) become a Palais-Smale
sequence after rescaling. Indeed, in the case when 𝑇+ = ∞, it follows from (1.4) that∫ ∞

0
‖T (𝑢(𝑡))‖2

𝐿2 d𝑡 < ∞,
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so there exists a sequence 𝑡𝑛 → ∞ so that

lim
𝑛→∞

√
𝑡𝑛‖T (𝑢(𝑡𝑛))‖𝐿2 = 0.

By similar logic, in the case of finite time blow-up (𝑇+ < ∞), there is a sequence 𝑡𝑛 → 𝑇+ so that

lim
𝑛→∞

√
𝑇+ − 𝑡𝑛‖T (𝑢(𝑡𝑛))‖𝐿2 = 0.

In other words, after the rescaling 𝑢𝑛 (𝑥) := 𝑢(𝑡𝑛,
√
𝑡𝑛𝑥) (or 𝑢𝑛 (𝑥) = 𝑢(𝑡𝑛,

√
𝑇+ − 𝑡𝑛𝑥)), the 𝑢𝑛 are Palais-

Smale sequences for the energy functional because sup𝑛 𝐸 (𝑢𝑛) < ∞ and

𝐷𝐸 (𝑢𝑛) = −T (𝑢𝑛) → 0

in 𝐿2. Elliptic bubbling analysis (see, for example, [2, 23, 28]) is then used to extract bubbles up to the
scale

√
𝑡𝑛 (or

√
𝑇+ − 𝑡𝑛 in the case 𝑇+ < ∞). The main result of this paper (see Theorem 1.1 below) is

distinct from this classical literature in that we show bubbling occurs along every time sequence (after
passing to a suitable subsequence) without the aid of a Palais-Smale sequence in the sense described
above. However, the works [21, 24] show 𝐿∞ convergence, including in the neck regions between the
bubbles, whereas here we control only the energy in the neck regions; we do not address the question
of 𝐿∞ convergence on the neck regions.

1.2. Statement of the results

The goal of this paper is to give asymptotic descriptions of solutions 𝑢(𝑡) to (1.2) with initial data
𝑢0 ∈ E . Our first main result is that every sequence of times tending to the maximal time admits a
subsequence 𝑡𝑛 → 𝑇+ along which 𝑢(𝑡𝑛) admits a decomposition into a finite superposition of rescaled
and translated harmonic maps.

We use the notation 𝐷 (𝑦, 𝜌) ⊂ R2 to denote the open disc of radius 𝜌 > 0 centered at the point
𝑦 ∈ R2.

Theorem 1.1 (Bubble decomposition along any time sequence). Let 𝑢(𝑡) be the unique solution to (1.2)
associated to initial data 𝑢0 ∈ E . Let 𝑇+ = 𝑇+(𝑢0) ∈ (0,∞] denote the maximal time of existence.

(Finite time blow-up) Suppose 𝑇+ < ∞. There exist a finite energy map 𝑢∗ : R2 → S
2, an integer

𝐿 ≥ 1 and points {𝑥ℓ }𝐿ℓ=1 ⊂ R2 with the following properties.
Let 𝑡𝑛 → 𝑇+ be any time sequence. After passing to a subsequence, which we still denote by 𝑡𝑛,

we can associate to each ℓ ∈ {1, . . . , 𝐿} an integer 𝑀 (ℓ) , sequences 𝑎 (ℓ)𝑗 ,𝑛 ∈ R2 and 𝜆 (ℓ)𝑗 ,𝑛 ∈ (0,∞)

for each 𝑗 ∈ {1, . . . , 𝑀 (ℓ) }, with 𝑎 (ℓ)𝑗 ,𝑛 → 𝑥ℓ ,
𝜆
(ℓ)
𝑗,𝑛√

𝑇+−𝑡𝑛
→ 0 as 𝑛 → ∞, and nontrivial harmonic maps

𝜔 (ℓ)
1 , . . . , 𝜔 (ℓ)

𝑀 (ℓ) so that

lim
𝑛→∞

(𝜆 (ℓ)𝑗 ,𝑛
𝜆 (ℓ)𝑘,𝑛

+
𝜆 (ℓ)𝑘,𝑛

𝜆 (ℓ)𝑗 ,𝑛

+
|𝑎 (ℓ)𝑗 ,𝑛 − 𝑎

(ℓ)
𝑘,𝑛 |

𝜆 (ℓ)𝑗 ,𝑛

)
= ∞ for all 𝑗 ≠ 𝑘, (1.6)

and

lim
𝑛→∞

𝐸

(
𝑢(𝑡𝑛) − 𝑢∗ −

𝐿∑
ℓ=1

𝑀 (ℓ)∑
𝑗=1

(
𝜔 (ℓ)
𝑗

( · − 𝑎 (ℓ)𝑗 ,𝑛
𝜆 (ℓ)𝑗 ,𝑛

)
− 𝜔 (ℓ)

𝑗 (∞)
))

= 0, (1.7)

where 𝜔 (ℓ)
𝑗 (∞) := lim |𝑥 |→∞ 𝜔

(ℓ)
𝑗 (𝑥) ∈ S2.
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Moreover, there exists a sequence 𝑟𝑛 → ∞ with the following property. Fix any ℓ ∈ {1, . . . , 𝐿}. For
each 𝑗 ∈ {1, . . . , 𝑀 (ℓ) }, there exists 0 ≤ 𝐾 (ℓ)

𝑗 < 𝑀 (ℓ) many discs 𝐷 (𝑥 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛) ⊂ 𝐷 (𝑎 (ℓ)𝑗 ,𝑛, 𝑟𝑛𝜆
(ℓ)
𝑗 ,𝑛)

such that for each 𝑘 ∈ {1, . . . , 𝐾 (ℓ)
𝑗 },

lim
𝑛→∞

( 𝜇 𝑗 ,𝑘,𝑛
𝜆 (ℓ)𝑗 ,𝑛

+
𝜇 𝑗 ,𝑘,𝑛

dist(𝑥 𝑗 ,𝑘,𝑛, 𝜕𝐷 (𝑎 (ℓ)𝑗 ,𝑛, 𝑟𝑛𝜆
(ℓ)
𝑗 ,𝑛))

)
= 0, (1.8)

and so that

lim
𝑛→∞




𝑢(𝑡𝑛) − 𝜔 (ℓ)
𝑗

( · − 𝑎 (ℓ)𝑗 ,𝑛
𝜆 (ℓ)𝑗 ,𝑛

)



𝐿∞ (𝐷∗

𝑗,𝑛)
= 0, (1.9)

where 𝐷∗
𝑗 ,𝑛 = 𝐷 (𝑎 (ℓ)𝑗 ,𝑛, 𝑟𝑛𝜆

(ℓ)
𝑗 ,𝑛) \

⋃𝐾
(ℓ)
𝑗

𝑘=1 𝐷 (𝑥 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛).
Finally, there exist constants 𝜔 (1)

∞ , . . . , 𝜔 (𝐿)
∞ ∈ S2 and sequences 𝜉𝑛, 𝜈𝑛 → 0 so that for each

ℓ ∈ {1, . . . , 𝐿},

lim
𝑛→∞

(
‖𝑢(𝑡𝑛) − 𝜔 (ℓ)

∞ ‖𝐿∞ (𝐷 (𝑥ℓ ,𝜈𝑛)\𝐷 (𝑥ℓ , 𝜉𝑛)) +
𝜉𝑛√
𝑇+ − 𝑡𝑛

+
√
𝑇+ − 𝑡𝑛
𝜈𝑛

)
= 0. (1.10)

(Global solution) Suppose𝑇+ = ∞. Let 𝑡𝑛 → ∞ be any time sequence. After passing to a subsequence,
which we still denote by 𝑡𝑛, we can find an integer 𝑀 ≥ 0, sequences 𝑎 𝑗 ,𝑛 ∈ R2 and 𝜆 𝑗 ,𝑛 ∈ (0,∞) for
each 𝑗 ∈ {1, . . . , 𝑀}, with lim𝑛→∞

|𝑎 𝑗,𝑛 |+𝜆 𝑗,𝑛√
𝑡𝑛

= 0, and nontrivial harmonic maps 𝜔1, . . . , 𝜔𝑀 , so that

lim
𝑛→∞

(
𝜆 𝑗 ,𝑛

𝜆𝑘,𝑛
+
𝜆𝑘,𝑛
𝜆 𝑗 ,𝑛

+
|𝑎 𝑗 ,𝑛 − 𝑎𝑘,𝑛 |

𝜆 𝑗 ,𝑛

)
= ∞ for all 𝑗 ≠ 𝑘, (1.11)

and

lim
𝑛→∞

𝐸

(
𝑢(𝑡𝑛) − 𝜔∞ −

𝑀∑
𝑗=1

(
𝜔 𝑗

( · − 𝑎 𝑗 ,𝑛
𝜆 𝑗 ,𝑛

)
− 𝜔 𝑗 (∞)

))
= 0, (1.12)

where 𝜔 𝑗 (∞) := lim |𝑥 |→∞ 𝜔 𝑗 (𝑥) ∈ S2.
Moreover, there exists a sequence 𝑟𝑛 → ∞ with the following property. For each 𝑗 ∈ {1, . . . , 𝑀},

there exists 0 ≤ 𝐾 𝑗 < 𝑀 many discs 𝐷 (𝑥 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛) ⊂ 𝐷 (𝑎 𝑗 ,𝑛, 𝑟𝑛𝜆 𝑗 ,𝑛) such that for each 𝑘 ∈
{1, . . . , 𝐾 𝑗 },

lim
𝑛→∞

( 𝜇 𝑗 ,𝑘,𝑛
𝜆 𝑗 ,𝑛

+
𝜇 𝑗 ,𝑘,𝑛

dist(𝑥 𝑗 ,𝑘,𝑛, 𝜕𝐷 (𝑎 𝑗 ,𝑛, 𝑟𝑛𝜆 𝑗 ,𝑛))

)
= 0, (1.13)

and so that

lim
𝑛→∞




𝑢(𝑡𝑛) − 𝜔 (ℓ)
𝑗

( · − 𝑎 (ℓ)𝑗 ,𝑛
𝜆 (ℓ)𝑗 ,𝑛

)



𝐿∞ (𝐷∗

𝑗,𝑛)
= 0, (1.14)

where 𝐷∗
𝑗 ,𝑛 = 𝐷 (𝑎 𝑗 ,𝑛, 𝑟𝑛𝜆 𝑗 ,𝑛) \

⋃𝐾 𝑗

𝑘=1 𝐷 (𝑥 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛).
Finally, there exists a constant 𝜔∞ ∈ S2 and sequences 𝜉𝑛, 𝜈𝑛 ∈ (0,∞) so that

lim
𝑛→∞

(
‖𝑢(𝑡𝑛) − 𝜔∞‖𝐿∞ (𝐷 (𝑥ℓ ,𝜈𝑛)\𝐷 (𝑥ℓ , 𝜉𝑛)) +

𝜉𝑛√
𝑡𝑛

+
√
𝑡𝑛
𝜈𝑛

)
= 0. (1.15)
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Remark 1.2. One can also study the two-dimensional HMHF for more general domains and targets –
that is, for maps 𝑢 : M → N , where M is a 2-dimensional closed, orientable Riemannian manifold
(or R2) and N is a closed n-dimensional sub-manifold of R𝑁 for some N – as in this, case the bubbling
theory of [9, 20, 23, 24, 28] is understood. But we do not pursue this here. Moreover, the choice of R2

as the domain is for convenience, as we could have instead considered maps 𝑢 : S2 → S2.

We deduce Theorem 1.1 as a consequence of a more refined result, where we show that every smooth
solution 𝑢(𝑡) converges, continuously in time, to the family of multi-bubble configurations, locally
about any point in space. To state this result, we first define a notion of scale and center of a nontrivial
harmonic map.

Definition 1.3 (Scale of a harmonic map). To each non-constant harmonic map 𝜔 : R2 → S2 ⊂ R3 and
each 𝛾0 ∈ (0, 2𝜋), we associate a scale 𝜆(𝜔; 𝛾0) defined by

𝜆(𝜔; 𝛾0) := inf{𝜆 ∈ (0,∞) | there exists 𝑎 ∈ R2 such that 𝐸 (𝜔;𝐷 (𝑎, 𝜆)) ≥ 𝐸 (𝜔) − 𝛾0}. (1.16)

Definition 1.4 (Center of a harmonic map). Given the scale of a harmonic map 𝜔 as above, we define
the associated center of 𝜔 by fixing a choice of 𝑎 = 𝑎(𝜔; 𝛾0) ∈ R2 so that

𝐸 (𝜔;𝐷 (𝑎(𝜔; 𝛾0), 𝜆(𝜔; 𝛾0))) ≥ 𝐸 (𝜔) − 𝛾0. (1.17)

We prove in Lemma 2.3 that these notions are well-defined and transform naturally under the rescaling
and translation of a harmonic map. Indeed, the scale 𝜆(𝜔; 𝛾0) is a uniquely defined, strictly positive
number. Regarding a choice of center, equality occurs in (1.17). However, 𝑎(𝜔; 𝛾0) is defined only up to
a distance of 2𝜆(𝜔; 𝛾0). Given a harmonic map𝜔(𝑥), translating by 𝑏 ∈ R2 and rescaling by 𝜇 ∈ (0,∞),
we obtain 𝜔𝑏,𝜇 (𝑥) := 𝜔

(
𝑥−𝑏
𝜇 ). Then 𝜆(𝜔𝑏,𝜇) = 𝜆(𝜔)𝜇 and |𝑎(𝜔𝑏,𝜇) − 𝑎(𝜔)𝜇 − 𝑏 | ≤ 2𝜆(𝜔)𝜇.

Definition 1.5 (Multi-bubble configuration). Let 𝑀 ∈ {0, 1, 2, . . . }. We define an M-bubble configura-
tion to be a superposition

Q(𝜔, 𝜔1, . . . , 𝜔𝑀 ; 𝑥) = 𝜔 +
𝑀∑
𝑗=1

(𝜔 𝑗 (𝑥) − 𝜔 𝑗 (∞)), (1.18)

where 𝜔 ∈ S2 is a constant, and each 𝜔 𝑗 : R2 → S
2 is a smooth non-constant harmonic map, and

𝜔 𝑗 (∞) := lim |𝑥 |→∞ 𝜔 𝑗 (𝑥). We include constant maps as 𝑀 = 0.

We will occasionally use boldface notation, 𝝎 := (𝜔, 𝜔1, . . . , 𝜔𝑀 ), for finite sequences of harmonic
maps with 𝜔 ∈ S2 a constant harmonic map and 𝜔1, . . . , 𝜔𝑀 non-constant, and we reserve the arrow
notation for vectors (finite sequences) in other contexts. With this notation, we will often express multi-
bubbles as Q(𝝎) := Q(𝜔, 𝜔1, . . . , 𝜔𝑀 ). We reserve the character 𝔥 to denote an infinite sequence of
non-constant harmonic maps (i.e., 𝔥 := {𝜔𝑛}∞𝑛=1, where each 𝜔𝑛 is a harmonic map).

Definition 1.6 (Localized distance to a multi-bubble configuration). Let 𝜉, 𝜌, 𝜈 ∈ (0,∞), with 𝜉 ≤ 𝜌 ≤
𝜈, 𝑦 ∈ R2, 𝑢 : 𝐷 (𝑦, 𝜈) → S

2 and 𝛾0 ∈ (0, 2𝜋) as in Definition 1.3. Let 𝑀 ∈ {0, 1, 2, . . . }, 𝜔 ∈ S2 a
constant, and let 𝜔1, . . . , 𝜔𝑀 be non-constant harmonic maps with centers 𝑎(𝜔 𝑗 ) ∈ 𝐷 (𝑦, 𝜉) for each
𝑗 ∈ {1, . . . , 𝑀} and scales 𝜆(𝜔 𝑗 ) ∈ (0,∞). Let Q(𝝎) be the associated multi-bubble configuration.
Let 𝜈 = (𝜈, 𝜈1, . . . , 𝜈𝑀 ) ∈ (0,∞)𝑀+1 be such that 𝐷 (𝑎(𝜔 𝑗 ), 𝜈 𝑗 ) ⊂ 𝐷 (𝑦, 𝜉) for each 𝑗 ∈ {1, . . . , 𝑀}.
Let 𝜉 = (𝜉, 𝜉1, . . . , 𝜉𝑀 ) ∈ (0,∞)𝑀+1 be such that 𝜉 𝑗 < 𝜆(𝜔 𝑗 ) for each 𝑗 ∈ {1, . . . , 𝑀}. Denote by
I 𝑗 := {𝑘 ≠ 𝑗 | 𝐷 (𝑎(𝜔𝑘 ), 𝜉 𝑗 ) ⊂ 𝐷 (𝑎(𝜔 𝑗 ), 𝜈 𝑗 )}, and let

𝐷∗
𝑗 := 𝐷 (𝑎(𝜔 𝑗 ), 𝜈 𝑗 ) \

⋃
𝑘∈I 𝑗

𝐷 (𝑎(𝜔𝑘 ), 𝜉 𝑗 ). (1.19)
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Define

d𝛾0 (𝑢,Q(𝝎);𝐷 (𝑦, 𝜌); 𝜈, 𝜉) := 𝐸
(
𝑢 −Q(𝝎);𝐷 (𝑦, 𝜌)

)
+
∑
𝑗

‖𝑢 − 𝜔 𝑗 ‖𝐿∞ (𝐷∗
𝑗 )

+ ‖𝑢 − 𝜔‖𝐿∞ (𝐷 (𝑦,𝜈)\𝐷 (𝑦, 𝜉 )) + 𝐸 (𝑢;𝐷 (𝑦, 𝜈) \ 𝐷 (𝑦, 𝜉)) + 𝜉
𝜌
+ 𝜌
𝜈

+
∑
𝑗≠𝑘

(
𝜆(𝜔 𝑗 )
𝜆(𝜔𝑘 )

+ 𝜆(𝜔𝑘 )
𝜆(𝜔 𝑗 )

+
|𝑎(𝜔 𝑗 ) − 𝑎(𝜔𝑘 ) |

𝜆(𝜔 𝑗 )

)−1

+
∑
𝑗

( 𝜆(𝜔 𝑗 )
dist(𝑎(𝜔 𝑗 ), 𝜕𝐷 (𝑦, 𝜉)) +

𝜆(𝜔 𝑗 )
𝜈 𝑗

+
𝜉 𝑗

𝜆(𝜔 𝑗 )

)
+
∑
𝑗

∑
𝑘∈I 𝑗

𝜉 𝑗

dist(𝑎(𝜔𝑘 ), 𝜕𝐷 (𝑎(𝜔 𝑗 ), 𝜈 𝑗 ))
. (1.20)

We define a localized distance function to the family of all multi-bubble configurations as follows.
Definition 1.7 (Localized multi-bubble proximity function). Let 𝑦 ∈ R2, 𝜌 ∈ (0,∞), 𝑢 : 𝐷 (𝑦, 𝜌) → S2,
and let 𝛾0 ∈ (0, 2𝜋) as in Definition 1.3. We define

𝜹𝛾0 (𝑢;𝐷 (𝑦, 𝜌)) := min
𝑀 ∈{0,1,2,...}

inf
𝝎, 𝜈, 𝜉

d𝛾0 (𝑢,Q(𝝎);𝐷 (𝑦, 𝜌); 𝜈, 𝜉) (1.21)

where the infimum above is taken over all possible M-bubble configurationsQ(𝝎) and over all admissible
𝜈 = (𝜈, 𝜈1, . . . , 𝜈𝑀 ) ∈ (0,∞)𝑀+1, 𝜉 = (𝜉, 𝜉1, . . . , 𝜉𝑀 ) ∈ (0,∞)𝑀+1 in the sense of Definition 1.6. Since
𝛾0 will eventually be fixed, we will often suppress the dependence of d𝛾0 and 𝜹𝛾0 on 𝛾0 and just write d, 𝜹.

We prove the following theorem.
Theorem 1.8 (Convergence to multi-bubbles in continuous time). Let 𝑢(𝑡) be the unique solution to (1.2)
associated to initial data 𝑢0 ∈ E . Let 𝑇+ = 𝑇+(𝑢0) ∈ (0,∞] denote the maximal time of existence. There
exists 𝛾0 = 𝛾0 (𝐸 (𝑢0)) > 0 as in Definition 1.3 sufficiently small so that the following conclusions hold.

(Finite time blow-up) Suppose 𝑇+ < ∞. For every 𝑦 ∈ R2,

lim
𝑡→𝑇+

𝜹𝛾0

(
𝑢(𝑡);𝐷 (𝑦,

√
𝑇+ − 𝑡)

)
= 0. (1.22)

Moreover, let 𝑡𝑛 → 𝑇+ be any sequence and let 𝐷 (𝑦𝑛, 𝜌𝑛) be any sequence of discs such that
𝐷 (𝑦𝑛, 𝑅𝑛𝜌𝑛) ⊂ 𝐷 (𝑦,

√
𝑇+ − 𝑡) for some sequence 𝑅𝑛 → ∞. Suppose 𝛼𝑛, 𝛽𝑛 are sequences with 𝛼𝑛 → 0,

𝛽𝑛 → ∞, lim𝑛→∞ 𝛽𝑛𝑅
−1
𝑛 = 0, and

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝛽𝑛𝜌𝑛) \ 𝐷 (𝑦𝑛, 𝛼𝑛𝜌𝑛)

)
= 0. (1.23)

Then,

lim
𝑛→∞

𝜹𝛾0

(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)

)
= 0. (1.24)

(Global solution) Suppose 𝑇+ = ∞. For every 𝑦 ∈ R2,

lim
𝑡→∞

𝜹𝛾0

(
𝑢(𝑡);𝐷 (𝑦,

√
𝑡)
)
= 0. (1.25)

Moreover, let 𝑡𝑛 → ∞ be any sequence and let 𝐷 (𝑦𝑛, 𝜈𝑛) any sequence of discs such that 𝐷 (𝑦𝑛, 𝑅𝑛𝜈𝑛) ⊂
𝐷 (𝑦,

√
𝑡𝑛) for some sequence 𝑅𝑛 → ∞. Suppose 𝛼𝑛, 𝛽𝑛 are sequences with 𝛼𝑛 → 0, 𝛽𝑛 → ∞,

lim𝑛→∞ 𝛽𝑛𝑅
−1
𝑛 = 0 and

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝛽𝑛𝜌𝑛) \ 𝐷 (𝑦𝑛, 𝛼𝑛𝜌𝑛)

)
= 0. (1.26)
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Then,

lim
𝑛→∞

𝜹𝛾0

(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)

)
= 0. (1.27)

Remark 1.9. Theorem 1.8 can be viewed as partial progress toward the following questions, which
arise naturally from the classical sequential bubbling results [9, 20, 23, 24, 28, 31, 37]:

• Can the harmonic maps (bubbles) appearing in Theorem 1.1 be taken independently of the time
sequence? For example, Theorem 1.8 does not fix even the number of bubbles in the decomposition,
but rather proves convergence in continuous time to the entire family of multi-bubble configurations.

• In particular, can the decomposition in Theorem 1.1 be taken in continuous time – that is, does 𝑢(𝑡)
converge in the energy space to 𝑢∗ plus a superposition of a fixed collection of harmonic maps that are
continuously modulated by a finite number of parameters independently of the degree (for example,
via the underlying symmetries such as scaling, spatial translations, and rotations)?

Topping [30, 33] made important progress on these and related questions in the case of a global-in-
time solution (𝑇+ = ∞), showing the uniqueness of the locations of the bubbling points and that 𝑢(𝑡)
converges weakly to a unique harmonic map as 𝑡 → ∞, all under restrictions on the configurations
of bubbles appearing in the sequential decomposition. His assumption, roughly, is that all of the
concentrating bubbles have the same orientation. Here, we do not make any assumptions on the
orientations of the bubbles, but our results in the global-in-time case are of a different nature, and we do
not recover Topping’s conclusions.

Topping answered the questions above in the negative for the HMHF for maps from S2 into certain
target manifolds; see [31].

The first two authors answered the questions above in the affirmative in the case that the target is S2

and the initial data for (1.2) is k-equivariant; see [16].

Remark 1.10. One can view Theorem 1.8 as a statement about the nonexistence of bubble collisions
(asymptotically in time) that destroy multi-bubble structure. Here a bubble collision on a disc 𝐷 (𝑦, 𝜌)
is defined via the growth of the function 𝜹(𝑢(𝑡);𝐷 (𝑦, 𝜌)) (i.e., 𝑢(𝑡) starts close to, but then moves away
from the family of multi-bubble configurations on some time interval). Roughly speaking, Theorem 1.8
reduces the questions in Remark 1.9 to an analysis of the dynamics of solutions close to the manifold of
multi-bubble configurations. Note that [1, 8, 36] suggest proximity to multi-bubbles cannot be achieved
exclusively from energy considerations.

Remark 1.11. There are solutions to the HMHF that develop a bubbling singularity in finite time, the
first being the examples of Coron and Ghidaglia [4] (in dimensions ≥ 3) and Chang, Ding and Ye [3]
in two dimensions. Guan, Gustafson and Tsai [13] and Gustafson, Nakanishi and Tsai [14] showed
that k-equivariant harmonic maps are asymptotically stable for perturbations within their equivariance
classes when 𝑘 ≥ 3, and thus, there is no finite time blow-up for energies close to the harmonic map
in that setting. For 𝑘 = 2, [14] gave examples of solutions exhibiting infinite time blow-up and eternal
oscillations, and recently, Wei, Zhang and Zhou [38] constructed such examples in the case 𝑘 = 1.
When 𝑘 = 1, the ground state harmonic map is unstable, as Topping [32] proved that there are solutions
blowing up in finite time with any initial energy that is slightly above the ground state. Raphaël and
Schweyer constructed a stable equivariant blow-up regime for 𝑘 = 1 in [25] and then equivariant blow-
up solutions with different rates in [26]. Davila, Del Pino and Wei [6] constructed examples of solutions
simultaneously concentrating a single copy of the ground state harmonic map at distinct points in space.
See also the work of Topping on reverse bubbling [35] and on the existence of bubble towers [34], and
the recent work of Del Pino, Musso and Wei [7] for a construction of bubble towers with an arbitrary
number of bubbles in the case of the critical semi-linear heat equation.

https://doi.org/10.1017/fmp.2024.15 Published online by Cambridge University Press

https://doi.org/10.1017/fmp.2024.15


8 J. Jendrej et al.

1.3. Summary of the proof

We give an informal description of the proof of Theorem 1.8 and then we discuss how to deduce
Theorem 1.1 from it.

To fix ideas, we consider a solution blowing up at a finite time 𝑇+ < ∞. Theorem 1.8 is proved by
contradicting the finiteness of the integral∫ 𝑇+

0
‖T (𝑢(𝑡))‖2

𝐿2 d𝑡 < ∞ (1.28)

via a collision analysis in the event that the theorem fails. The collision analysis hinges on the notion of
a minimal collision energy and the corresponding collision (time) intervals that accompany it. These are
defined as follows (see Section 3.1). We let K be the smallest integer so that there exist time sequences
𝜎𝑛, 𝜏𝑛 → 𝑇+, a sequence of discs 𝐷 (𝑦𝑛, 𝜌𝑛) ⊂ R2, a number 𝜂 > 0 and a sequence 𝜖𝑛 → 0 so that
𝜹(𝑢(𝜎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) ≤ 𝜖𝑛, 𝜹(𝑢(𝜏𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) ≥ 𝜂, and 𝐸 (𝑢(𝜎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) → 4𝐾𝜋 as 𝑛→ ∞. To
ensure that K is well-defined and ≥ 1 in the event that theorem fails (see Lemma 3.3), we also require
that | [𝜎𝑛, 𝜏𝑛] | ≤ 𝜖𝑛𝜌

2
𝑛. We emphasize that the quantization of the energy of harmonic maps R2 → S2

is used to define K as above. Roughly speaking, the intervals 𝐼𝑛 := [𝜎𝑛, 𝜏𝑛] have the property that u is
close to a multi-bubble configuration on the left endpoint 𝑡 = 𝜎𝑛 (which we call bubbling times) and far
from every multi-bubble at the right endpoint 𝑡 = 𝜏𝑛 (which we call ejection times).

The minimality of K is used crucially to relate the lengths of the collision intervals |𝐼𝑛 | to the
largest scale of the bubbles involved in the collision (i.e., those bubbles that concentrate within the
discs 𝐷 (𝑦𝑛, 𝜌𝑛)). We call this largest scale 𝜆max,𝑛, and the key Lemma 3.4 shows (roughly) that every
sequence of collision intervals 𝐼𝑛 has subintervals 𝐽𝑛 of length at least

|𝐽𝑛 | � 𝜆2
max,𝑛, (1.29)

on which 𝑢(𝑡) bounded away from the multi-bubble family (i.e,. 𝜹(𝑢(𝑡);𝐷 (𝑦𝑛, 𝜌𝑛)) ≥ 𝜖 > 0 for all
𝑡 ∈ 𝐽𝑛, for some 𝜖 > 0). The intuition behind this is the following. Suppose there were a sequence of
intervals 𝐽𝑛 = [𝑠𝑛, 𝑡𝑛] ⊂ 𝐼𝑛 for which the 𝑠𝑛’s are bubbling times and the 𝑡𝑛’s are ejection times, but
|𝐽𝑛 | � 𝜆2

max,𝑛. This leads to a contradiction of the minimality of K because the time-interval 𝐽𝑛 is too
short relative to the scales of the largest bubbles (𝜆max,𝑛) for them to become involved in a collision;
thus, collisions are captured on smaller discs 𝐷 ( �̃�𝑛, �̃�𝑛) ⊂ 𝐷 (𝑦𝑛, 𝜌𝑛) with �̃�𝑛 � 𝜆max,𝑛, and these carry
strictly less energy than 4𝜋𝐾; see the proof of Lemma 3.4.

The fact that 𝑢(𝑡) is at least distance 𝜖 > 0 away from the multi-bubble family on 𝐽𝑛 can be
combined with the classical localized elliptic bubbling lemma described in Section 1.1 (the Compactness
Lemma 2.15) to show that on the interval 𝐽𝑛, the tension satisfies

inf
𝑡 ∈𝐽𝑛

𝜆2
max,𝑛‖T (𝑢(𝑡))‖2

𝐿2 � 1. (1.30)

The main point here is that the Compactness Lemma 2.15 says that 𝑢(𝑡) bubbles at scale 𝜆max,𝑛 along
any sequence of times �̃�𝑛 for which lim𝑛→∞ 𝜆

2
max,𝑛‖T (𝑢( �̃�𝑛))‖2

𝐿2 = 0, which is impossible. At this point,
we have contradicted (1.28) since the previous two displayed equations combine to give∑

𝑛

∫
𝐽𝑛

‖T (𝑢(𝑡))‖2
𝐿2 d𝑡 �

∑
𝑛

|𝐽𝑛 | 𝜆−2
max,𝑛 �

∑
𝑛

1 = ∞. (1.31)

The idea of a (minimal) collision energy and associated collision time intervals are related to
analogous concepts in the first two authors’ work on the soliton resolution conjecture for nonlinear
waves and on continuous bubbling for the k-equivariant HMHF; see [16, 17, 18]. Unlike in these earlier
works, we do not use modulation analysis in this paper.

Theorem 1.8 and the Compactness Lemma 2.15 are the main ingredients in the proof of Theorem 1.1.
Again, focusing on the finite time blow-up case, it is well-known (see Lemma 2.13) that energy does
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not concentrate at or outside the self-similar scale
√
𝑇+ − 𝑡, so it suffices to examine the behavior of

𝑢(𝑡) restricted to discs 𝐷 (𝑦,
√
𝑇+ − 𝑡), for 𝑦 ∈ R2 a point where energy concentrates. Let 𝑡𝑛 → 𝑇+ be

any time sequence. By Theorem 1.8, and after passing to a subsequence, there exists an integer 𝑀 ≥ 1
and a sequence of M-bubble configurations 𝛀𝑛 = (Ω𝑛,Ω1,𝑛, . . . ,Ω𝑀,𝑛) and sequences 𝜉𝑛, 𝜈𝑛 as in
Definition 1.6 so that

d(𝑢(𝑡𝑛),𝛀𝑛;𝐷 (𝑦,
√
𝑇+ − 𝑡); 𝜉𝑛, 𝜈𝑛) → 0 as 𝑛→ ∞. (1.32)

However, the decomposition in Theorem 1.1 involves a fixed collection of finitely many harmonic
maps, 𝜔1, . . . , 𝜔𝑀 (i.e., a collection independent of n). To find such a collection from the Ω 𝑗 ,𝑛 we
apply the Compactness Lemma 2.15 to each Ω 𝑗 ,𝑛, obtaining a fixed collection of bubbles {𝜔 𝑗 ,𝑘 }

𝐿 𝑗

𝑘=1 for
each 𝑗 ∈ {1, . . . , 𝑀}. A delicate point is that the scales and centers (𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛) associated to the
harmonic maps 𝜔 𝑗 ,𝑘 given by the Compactness Lemma 2.15 may not satisfy (1.6) for distinct j. But this
potential pitfall is remedied by the refined information in Theorem 1.8, which says 𝑢(𝑡) approaches the
multi-bubble family at every smaller scale 𝜌𝑛 ≤

√
𝑇+ − 𝑡𝑛 (excluding of course the precise scales of the

bubbles themselves).
In Section 2, we give background information on harmonic maps and the harmonic map heat flow.

Much of Section 2 is classical, except perhaps the notions of scale and center of harmonic maps and
Lemma 2.12, which involves the propagation of localized 𝐿∞ estimates for solutions to (1.2), which we
did not find a reference for in the literature. Section 3 contains the proofs of the main theorems.

1.4. Notational conventions

Constants are denoted 𝐶,𝐶0, 𝐶1, 𝑐, 𝑐0, 𝑐1. We write 𝐴 � 𝐵 if 𝐴 ≤ 𝐶𝐵 and 𝐴 � 𝐵 if 𝐴 ≥ 𝑐𝐵. Given
sequences 𝐴𝑛, 𝐵𝑛, we write 𝐴𝑛 � 𝐵𝑛 if lim𝑛→∞ 𝐴𝑛/𝐵𝑛 = 0.

For any sets 𝑋,𝑌, 𝑍 , we identify 𝑍𝑋×𝑌 with (𝑍𝑌 )𝑋 , which means that if 𝜙 : 𝑋 ×𝑌 → 𝑍 is a function,
then for any 𝑥 ∈ 𝑋 , we can view 𝜙(𝑥) as a function 𝑌 → 𝑍 given by (𝜙(𝑥)) (𝑦) := 𝜙(𝑥, 𝑦).

2. Preliminaries

2.1. Properties of harmonic maps

We use a few well-known features of finite energy harmonic maps 𝜔 : R2 → S
2 – namely, their

smoothness, the invariance of harmonicity and the energy under conformal transformations of the
domain, and the fact that the energy is quantized.
Theorem 2.1. [15, Theorem 4.1.1][12, pg. 126, Proposition][27, Theorem 3.6] [19, Section 8, the
Remarque on pg. 65] Let 𝜔 : R2 → S2 be a weak non-constant solution to (1.5) of finite energy. Then
𝜔 is smooth and extends as a smooth harmonic map from the sphere to itself of nonzero degree, which
minimizes the energy (1.1) in its degree class with 𝐸 (𝜔) = 4𝜋 | deg(𝜔) |.
Remark 2.2. The regularity statement above is due to Hélein and holds in the more general setting of
weak harmonic maps 𝜔 ∈ 𝐻1(M,N ), where M is a closed, two-dimensional, orientable Riemannian
manifold and N is a smooth compact Riemannian manifold. The extension of a smooth, finite energy
harmonic map 𝜔 : R2 → S2 to a smooth, finite energy harmonic map 𝜔 : S2 → S2 is a consequence
of the conformal equivalence between R2 and S2 \ {𝑝0} via the stereographic projection map and the
Removable Singularity Theorem of Sacks-Uhlenbeck [27]. Here we also use the fact, due to Eells
and Sampson [12], that in the case of orientable two-dimensional Riemannian manifolds M,N , if
𝜔 : M → N is smooth and 𝜙 : M → M is a conformal diffeomorphism, then 𝜔 ◦ 𝜙 is harmonic
if and only if 𝜔 is, and moreover, 𝐸 (𝜔) = 𝐸 (𝜔 ◦ 𝜙). The relationship between the topological degree
and the energy (energy quantization) generalizes to harmonic maps between closed, two-dimensional,
orientable, Riemannian manifolds 𝜔 : M → N , where we have 𝐸 (𝜔) = Area(N ) | deg(𝜔) |; see, for
example, Lemaire [19, Section 8, the Remarque on pg. 65].
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2.1.1. The scale and center of a harmonic map
Given a non-constant harmonic map 𝜔 : R2 → S2 ⊂ R3, recall the notion of scale 𝜆(𝜔; 𝛾0) and center
𝑎(𝜔; 𝛾0) from Definition 1.3 and Defintion 1.4.

Lemma 2.3 (Center and scale). Let 𝛾0 ∈ (0, 2𝜋) and let𝜔 : R2 → S2 ⊂ R3 be a non-constant harmonic
map. Then 𝜆(𝜔) = 𝜆(𝜔, 𝛾0) as in Definition 1.3 is uniquely defined and strictly positive. Moreover,
there exists 𝑎(𝜔) = 𝑎(𝜔, 𝛾0) as in Definition 1.4. For all 𝑏 ∈ R2 and 𝜇 ∈ (0,∞),

𝜆
(
𝜔
( · − 𝑏
𝜇

) )
= 𝜆(𝜔)𝜇, and

���𝑎 (𝜔 ( · − 𝑏
𝜇

) )
− 𝑏 − 𝑎(𝜔)𝜇

��� ≤ 2𝜆(𝜔)𝜇. (2.1)

Proof. Since 𝐸 (𝜔;𝐷 (0, 𝑅)) → 𝐸 (𝜔) as 𝑅 → ∞, it follows that the scale 𝜆(𝜔) is well-defined. If
𝜆(𝜔) = 0, then there exists 𝑎𝑛 ∈ R2 so that

𝐸 (𝜔;𝐷 (𝑎𝑛, 1/𝑛)) ≥ 𝐸 (𝜔) − 𝛾0 ∀ 𝑛 ≥ 1. (2.2)

If 𝑛 ≠ 𝑚, the 𝐷 (𝑎𝑛, 1/𝑛) ∩ 𝐷 (𝑎𝑚, 1/𝑚) ≠ ∅. Indeed, otherwise,

𝐸 (𝜔) ≥ 𝐸 (𝜔;𝐷 (𝑎𝑛, 1/𝑛)) + 𝐸 (𝜔;𝐷 (𝑎𝑚, 1/𝑚)) ≥ 2𝐸 (𝜔) − 2𝛾0,

whence 𝐸 (𝜔) ≤ 2𝛾0 < 4𝜋, which contradicts that 𝜔 is not constant. Therefore, {𝑎𝑛}∞𝑛=1 is a Cauchy
sequence in R2, and 𝑎𝑛 → 𝑎∞. Passing to the limit in (2.2) gives a contradiction.

To see that a center 𝑎(𝜔) can be chosen, take 𝜆𝑛 → 𝜆(𝜔) and 𝑎𝑛 ∈ R2 such that

𝐸 (𝜔;𝐷 (𝑎𝑛, 𝜆𝑛)) ≥ 𝐸 (𝜔) − 𝛾0.

As before, we conclude that no two disks {𝐷 (𝑎𝑛, 𝜆𝑛)}∞𝑛=1 can be disjoint. Thus, 𝑎𝑛 ∈ R2 lie in a compact
set, and we may assume that 𝑎𝑛 → 𝑎∞ as 𝑛 → ∞, which is a desired center. We note that 𝜆(𝜔) is
uniquely defined, but 𝑎(𝜔) is defined only up to a distance of 2𝜆(𝜔). The properties (2.1) are immediate
from the definitions. �

Lemma 2.4 (Decay of harmonic maps). There exists 𝛾0 ∈ (0, 2𝜋) with the following property. For any
0 < 𝛾 ≤ 𝛾0 and any harmonic map𝜔 : R2 → S2 ⊂ R3, the exterior energy decays at the following rate:

𝐸 (𝜔;R2 \ 𝐷 (𝑎(𝜔; 𝛾); 𝑅𝜆(𝜔, 𝛾))) ≤ 𝜋𝑅−2 (2.3)

for all 𝑅 ≥ 2.

We use the following 𝜖-compactness result of Ding and Tian [9] in the proof of Lemma 2.4.

Lemma 2.5 (𝜖-compactness). [9, Lemma 2.1] Let 𝑦 ∈ R2 and let 𝑢 : 𝐷 (𝑦, 1) → S2 ⊂ R3 belong to the
class𝑊2,2 (𝐷 (𝑦, 1);S2). Then there exists 𝜖0 > 0, 𝐶 > 0 such that if 𝐸 (𝑢;𝐷 (𝑦, 1)) < 𝜖0, then

‖𝑢 − 𝑢avg‖𝑊 2,2 (𝐷 (𝑦,1/2)) ≤ 𝐶
(√
𝐸 (𝑢;𝐷 (𝑦, 1)) + ‖T (𝑢)‖𝐿2 (𝐷 (𝑦,1))

)
, (2.4)

where 𝑢avg denotes the mean of u over the disc 𝐷 (𝑦, 1). In particular,

‖𝑢 − 𝑢avg‖𝐿∞ (𝐷 (𝑦,1/2)) ≤ 𝐶
(√
𝐸 (𝑢;𝐷 (𝑦, 1)) + ‖T (𝑢)‖𝐿2 (𝐷 (𝑦,1))

)
. (2.5)

Proof of Lemma 2.4. With loss of generality, 𝑎(𝜔; 𝛾) = 0 and 𝜆(𝜔; 𝛾) = 1. Consider the harmonic map
�̃�(𝑧) = 𝜔(1/𝑧) for which 0 is a removable singularity (see [27]) and 𝐸 (�̃�;𝐷 (0; 1)) ≤ 𝛾. Applying
Lemma 2.5, we conclude that

‖𝐷2 �̃�‖𝐿2 (𝐷 (0,1/2)) �
√
𝛾,
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whence �̃� ∈ 𝑊1, 𝑝 (𝐷 (0, 1/2)) for any 2 < 𝑝 < ∞. From the equation Δ�̃� + �̃�|∇�̃� |2 = 0, it follows that
𝐷2�̃� ∈ 𝐿 𝑝 (𝐷 (0, 1/2)) for any 2 < 𝑝 < ∞. In particular, there exists an absolute constant 𝛾0 > 0 such
that 0 < 𝛾 ≤ 𝛾0 ensures that

|∇�̃�(𝑧) | ≤ 1 ∀ |𝑧 | ≤ 1/2,

whence 𝐸 (𝜔,R2 \ 𝐷 (0, 1/𝑟)) = 𝐸 (�̃�, 𝐷 (0, 𝑟)) ≤ 𝜋𝑟2 for all 𝑟 ≤ 1
2 . �

Lemma 2.6 (Energy of multi-bubbles). Let 𝑦𝑛 ∈ R2, 𝜌𝑛 > 0 be sequences, and 𝑀 ∈ N. Let 𝜔∞ ∈ S2 be
a constant, let 𝜔1, . . . , 𝜔𝑀 be nontrivial harmonic maps, and let 𝑏𝑛, 𝑗 ∈ 𝐷 (𝑦𝑛, 𝜌𝑛) and 𝜇𝑛, 𝑗 ∈ (0,∞)
for 𝑗 ∈ {1, . . . , 𝑀} be sequences so that

lim
𝑛→∞

[∑
𝑗≠𝑘

(
𝜇𝑛, 𝑗

𝜇𝑛,𝑘
+
𝜇𝑛,𝑘
𝜇𝑛, 𝑗

+
|𝑏𝑛, 𝑗 − 𝑏𝑛,𝑘 |

𝜇𝑛, 𝑗

)−1
+

𝑀∑
𝑗=1

𝜇𝑛, 𝑗

dist(𝑏𝑛, 𝑗 , 𝜕𝐷 (𝑦𝑛, 𝜌𝑛))

]
= 0. (2.6)

Then

lim
𝑛→∞

𝐸
(
Q
(
𝜔∞, 𝜔1

( · − 𝑏𝑛,1
𝜇𝑛,1

)
, . . . , 𝜔𝑀

( · − 𝑏𝑛,𝑀
𝜇𝑛,𝑀

) )
;𝐷 (𝑦𝑛, 𝜌𝑛)

)
=

𝑀∑
𝑗=1
𝐸 (𝜔 𝑗 ). (2.7)

Proof of Lemma 2.6. To simplify notation within the proof, we use the shorthand 𝜔𝑛, 𝑗 = 𝜔 𝑗
( ·−𝑏𝑛, 𝑗
𝜇𝑛, 𝑗

)
.

Expanding the energy, we obtain

𝐸 (Q(𝜔𝑛,1, . . . , 𝜔𝑛,𝑀 );𝐷 (𝑦𝑛, 𝜌𝑛)) =
𝑀∑
𝑗=1
𝐸 (𝜔𝑛, 𝑗 ;𝐷 (𝑦𝑛, 𝜌𝑛)) +

1
2

∑
𝑗≠𝑘

∫
𝐷 (𝑦𝑛 ,𝜌𝑛)

∇𝜔𝑛, 𝑗∇𝜔𝑛,𝑘 .

By the separation condition (2.6) with respect to 𝜕𝐷 (𝑦𝑛, 𝜌𝑛) and Lemma 2.4,

𝐸 (𝜔𝑛, 𝑗 ;𝐷 (𝑦𝑛, 𝜌𝑛)) = 𝐸 (𝜔𝑛, 𝑗 ) + 𝑜𝑛 (1)

as 𝑛→ ∞. However, if 𝑗 ≠ 𝑘 , then��� ∫
𝐷 (𝑦𝑛 ,𝜌𝑛)

∇𝜔𝑛, 𝑗∇𝜔𝑛,𝑘
��� ≤ ∫

|∇𝜔𝑛, 𝑗 | |∇𝜔𝑛,𝑘 | = 𝑜𝑛 (1) (2.8)

by the first term of (2.6). �

2.2. Properties of the harmonic map heat flow

2.2.1. Well-posedness
The starting point for our analysis of the HMHF is the classical result of Struwe [28], which says that
the initial value problem is well-posed for data in the energy space and solutions are regular up to their
maximal time.

Following Struwe, we introduce the space,

V𝑇𝜏 :=
{
𝑢 : [𝜏, 𝑇] × R2 → S2 ⊂ R3 | 𝑢 is measurable, and

sup
𝑡 ∈[𝜏,𝑇 ]

𝐸 (𝑢(𝑡)) +
∫ 𝑇

𝜏
‖𝜕𝑡𝑢(𝑡)‖2

𝐿2 + ‖∇2𝑢(𝑡)‖2
𝐿2 d𝑡 < ∞

}
. (2.9)

We use the shorthand V𝑇 = V𝑇0 .
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Theorem 2.7 (Local well-posedness). [28, Theorem 4.1] Let 𝑢0 ∈ E . Then there exists a maximal time
of existence 𝑇+ = 𝑇+(𝑢0) and a unique solution 𝑢 ∈

⋂
𝑇 <𝑇+ V𝑇 to (1.2) with 𝑢(0) = 𝑢0. The solution 𝑢(𝑡)

is regular (e.g., 𝐶2) on the open interval (0, 𝑇+).
A finite maximal time 𝑇+ < ∞ is characterized by the existence of an integer 𝐿 ≥ 1, a number 𝜖0 > 0

and points {𝑥ℓ }𝐿ℓ=1 ⊂ R2 such that

lim sup
𝑡→𝑇+

𝐸 (𝑢(𝑡);𝐷 (𝑥ℓ , 𝑅)) ≥ 𝜖0, ∀ 𝑅 > 0, ∀1 ≤ ℓ ≤ 𝐿. (2.10)

The {𝑥ℓ }𝐿ℓ=1 are called bubbling points, and there are at most finitely many. There exists a finite energy
mapping 𝑢∗ : R2 → S2, called the body map, such that 𝑢(𝑡) ⇀ 𝑢∗ as 𝑡 → 𝑇+ weakly in 𝐻1(R2;S2) and
strongly in 𝐻1

loc(R
2 \ {𝑥ℓ }𝐿ℓ=1;S2).

The energy 𝐸 (𝑢(𝑡)) is continuous and nonincreasing as a function of 𝑡 ∈ [0, 𝑇+), and for any
𝑡1 ≤ 𝑡2 ∈ [0, 𝑇+), there holds

𝐸 (𝑢(𝑡2)) +
∫ 𝑡2

𝑡1

‖T (𝑢(𝑡))‖2
𝐿2 d𝑡 = 𝐸 (𝑢(𝑡1)). (2.11)

In particular, there exists 𝐸+ := lim𝑡→𝑇+ 𝐸 (𝑢(𝑡)), and∫ 𝑇+

0
‖T (𝑢(𝑡))‖2

𝐿2 d𝑡 < ∞. (2.12)

Remark 2.8. Lemma 2.7 is proved by Struwe for the HMHF in the case of maps from a closed
Riemannian surface M to a compact Riemannian manifold N ; see [28, Theorem 4.1]. The same
arguments hold for M = R2.

Lemma 2.9 (Localized energy inequality). There exists a constant 𝐶 > 0 with the following property.
Let 𝑢(𝑡) be a solution to (1.2) with initial data 𝑢0 as in Lemma 2.7, on its maximal interval 𝐼max = [0, 𝑇+).
Let 0 < 𝑡1 < 𝑡2 < 𝑇+. Let 𝑅 > 0, 𝜙 ∈ 𝐶∞

0 (R2) satisfy 0 ≤ 𝜙(𝑥) ≤ 1 and |∇𝜙| ≤ 𝑅−1. Then∫
R2

|∇𝑢(𝑡2, 𝑥) |2𝜙(𝑥)2 d𝑥 ≤
∫
R2

|∇𝑢(𝑡1, 𝑥) |2𝜙(𝑥)2 d𝑥 + 𝐶𝐸 (𝑢0)
𝑡2 − 𝑡1
𝑅2 (2.13)

and∫
R2

|∇𝑢(𝑡2, 𝑥) |2𝜙(𝑥)2 d𝑥 ≥
∫
R2

|∇𝑢(𝑡1, 𝑥) |2𝜙(𝑥)2 d𝑥 − 𝐶
(
𝐸 (𝑢0)

(𝑡2 − 𝑡1)
𝑅2 + |𝐸 (𝑢(𝑡1)) − 𝐸 (𝑢(𝑡2)) |

)
.

(2.14)

Proof of Lemma 2.9. Take the dot product of the equation (1.2) with 𝜕𝑡𝑢𝜙2 and integrate by parts to
obtain the identity

‖𝜕𝑡𝑢(𝑡)𝜙‖2
𝐿2 +

1
2

d
d𝑡

‖∇𝑢(𝑡)𝜙‖2
𝐿2 = −

2∑
𝑗=1

∫
R2
𝜕 𝑗𝑢(𝑡, 𝑥) · 𝜕𝑡𝑢(𝑡, 𝑥)𝜕 𝑗𝜙(𝑥)𝜙(𝑥) d𝑥. (2.15)

Integrating the above from 𝑡1 to 𝑡2 we obtain the identity∫ 𝑡2

𝑡1

‖𝜕𝑡𝑢(𝑡)𝜙‖2
𝐿2 d𝑡 + 1

2
‖∇𝑢(𝑡2)𝜙‖2

𝐿2 =
1
2
‖∇𝑢(𝑡1)𝜙‖2

𝐿2

−
∫ 𝑡2

𝑡1

2∑
𝑗=1

∫
R2
𝜕 𝑗𝑢(𝑡, 𝑥) · 𝜕𝑡𝑢(𝑡, 𝑥)𝜕 𝑗𝜙(𝑥)𝜙(𝑥) d𝑥, d𝑡. (2.16)

https://doi.org/10.1017/fmp.2024.15 Published online by Cambridge University Press

https://doi.org/10.1017/fmp.2024.15


Forum of Mathematics, Pi 13

The right-hand side above is bounded by

∫ 𝑡2

𝑡1

��� 2∑
𝑗=1

∫
R2
𝜕 𝑗𝑢(𝑡, 𝑥) · 𝜕𝑡𝑢(𝑡, 𝑥)𝜕 𝑗𝜙(𝑥)𝜙(𝑥) d𝑥 d𝑡

��� � ∫ 𝑡2

𝑡1

√
𝐸 (𝑢0)
𝑅

‖𝜕𝑡𝑢(𝑡)𝜙‖𝐿2 d𝑡. (2.17)

The lemma readily follows after an application of Cauchy Schwarz, where we note that in obtaining
(2.14), we also make use of the energy identity (2.11). �

Lemma 2.10. Let 𝑢𝑛 (𝑡) be a sequence of HMHFs with initial data 𝑢𝑛,0 ∈ E defined on time intervals
𝐼𝑛 := [0, 𝜏𝑛] for a sequence 𝜏𝑛 > 0 with lim𝑛→∞ 𝜏𝑛 = 0, and satisfying lim sup𝑛→∞ 𝐸 (𝑢𝑛,0) < ∞. Let
𝜔 be a harmonic map and let 𝑅𝑛 > 0 be a sequence such that lim𝑛→∞ 𝜏𝑛𝑅

−2
𝑛 = 0. Suppose that

lim
𝑛→∞

𝐸 (𝑢𝑛,0 − 𝜔;𝐷 (0, 2𝑅𝑛)) = 0. (2.18)

Then

lim
𝑛→∞

𝐸 (𝑢𝑛 (𝜏𝑛) − 𝜔;𝐷 (0, 𝑅𝑛)) = 0. (2.19)

Next, let 𝜖𝑛 > 0 be a sequence with 𝜖𝑛 < 𝑅𝑛 for all n and such that lim𝑛→∞ 𝜏𝑛𝜖
−2
𝑛 = 0. Let 𝐿 ≥ 1 be

an integer and let {𝑥ℓ }𝐿ℓ=1 ⊂ R2 be such that the discs 𝐷 (𝑥ℓ , 𝜖𝑛) are disjoint and satisfy 𝐷 (𝑥ℓ , 𝜖𝑛) ⊂
𝐷 (0, 𝑅𝑛) for each n and each ℓ ∈ {1, . . . , 𝐿}. Moreover, |𝑥ℓ − 𝑥𝑚 | ≥ 100𝜖𝑛 if ℓ ≠ 𝑚. Suppose that

lim
𝑛→∞

𝐸
(
𝑢𝑛,0 − 𝜔;𝐷 (0, 2𝑅𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ , 2−1𝜖𝑛)
)
= 0. (2.20)

Then

lim
𝑛→∞

𝐸
(
𝑢𝑛 (𝜏𝑛) − 𝜔;𝐷 (0, 𝑅𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ , 𝜖𝑛)
)
= 0. (2.21)

Proof of Lemma 2.10. The proof is very similar to the Proof of Lemma 2.9. We prove the estimate
(2.21), as the proof of (2.19) is analogous. Set 𝑣𝑛 (𝑡) := 𝑢𝑛 (𝑡) − 𝜔. Then

𝜕𝑡𝑣𝑛 − Δ𝑣𝑛 = 𝑢𝑛 |∇𝑢𝑛 |2 − 𝜔|∇𝜔|2. (2.22)

Let 𝜙𝑛 ∈ 𝐶∞
0 (R2) and take the dot product of the above with 𝜕𝑡𝑣𝑛𝜙2

𝑛. Recalling that 𝜕𝑡𝑣𝑛 = 𝜕𝑡𝑢𝑛 ⊥ 𝑢𝑛,
integrating by parts, and integrating in time from 0 to 𝜏𝑛, we obtain the inequality

1
2
‖∇𝑣𝑛 (𝜏𝑛)𝜙𝑛‖2

𝐿2 +
∫ 𝜏𝑛

0
‖𝜕𝑡𝑣𝑛 (𝑡)𝜙𝑛‖2

𝐿2 d𝑡 ≤ 1
2
‖∇𝑢𝑛,0𝜙𝑛‖2

𝐿2

+
∫ 𝜏𝑛

0

∫
R2

|∇𝑣𝑛 (𝑡) | |𝜕𝑡𝑣𝑛 (𝑡) | |∇𝜙𝑛 |𝜙𝑛 d𝑥 d𝑡 +
∫ 𝜏𝑛

0

∫
R2

|∇𝜔|2 |𝜕𝑡𝑣𝑛 |𝜙2
𝑛 d𝑥 d𝑡. (2.23)

Now, let 𝜙𝑛 be cutoffs supported in the region 𝐷 (0, 2𝑅𝑛) \
⋃𝐿
ℓ=1 𝐷 (𝑥ℓ , 2−1𝜖𝑛)) and = 1 in the region

𝐷 (0, 𝑅𝑛) \
⋃𝐿
ℓ=1 𝐷 (𝑥ℓ , 𝜖𝑛)), satisfying the bound |∇𝜙𝑛 | � 𝜖−1

𝑛 . The first term of the last line above
satisfies∫ 𝜏𝑛

0

∫
R2

|∇𝑣𝑛 (𝑡) | |𝜕𝑡𝑣𝑛 (𝑡) | |∇𝜙𝑛 |𝜙𝑛 d𝑥 d𝑡 � (𝐸 (𝑢𝑛,0) + 𝐸 (𝜔))
𝜏𝑛

𝜖2
𝑛

+ 1
2

∫ 𝜏𝑛

0
‖𝜕𝑡𝑣𝑛 (𝑡)𝜙𝑛‖2

𝐿2 d𝑡, (2.24)
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and the second term on the right above can be absorbed into the left-hand side of (2.23). Similarly,∫ 𝜏𝑛

0

∫
R2

|∇𝜔|2 |𝜕𝑡𝑣𝑛 |𝜙2
𝑛 d𝑥 d𝑡 � 𝜏𝑛‖∇𝜔‖4

𝐿4 +
1
2

∫ 𝜏𝑛

0
‖𝜕𝑡𝑣𝑛 (𝑡)𝜙𝑛‖2

𝐿2 d𝑡, (2.25)

and the second term on the right above can be absorbed into the left-hand side of (2.23). The limit (2.21)
readily follows. �

2.2.2. Local 𝑳∞ estimates for the heat flow
We use the notation 𝑒𝑡Δ to denote the heat propagator in R2 – that is,

𝑒𝑡Δ𝑣(𝑥) :=
1

4𝜋𝑡

∫
R2
𝑒−

|𝑥−𝑦 |2
4𝑡 𝑣(𝑦) d𝑦, (2.26)

where here 𝑣 : R2 → R3. We also recall Duhamel’s formula,

𝑣(𝑡) = 𝑒𝑡Δ𝑣(0) +
∫ 𝑡

0
𝑒 (𝑡−𝑠)Δ (𝜕𝑠𝑣(𝑠) − Δ𝑣(𝑠)) d𝑠. (2.27)

Lemma 2.11 (Parabolic Strichartz estimates). [29, Lemma 2.5] There exists a constant 𝐶0 > 0 with the
following property. Let 𝑣0 ∈ 𝐿2 (R2;R3). Let 𝑇 > 0, 𝐼 := [0, 𝑇] and let 𝐹 ∈ 𝐿1 ([0, 𝑇]; 𝐿2 (R2;R3)). Let
𝑣(𝑡) denote the unique solution to the linear heat equation

𝜕𝑡𝑣 − Δ𝑣 = 𝐹

𝑣(0) = 𝑣0. (2.28)

Then

‖𝑣‖𝐿2 (𝐼 ;𝐿∞ (R2;R3)) ≤ 𝐶0
(
‖𝑣0‖𝐿2 + ‖𝐹‖𝐿1 (𝐼 ;𝐿2 (R2;R3))

)
. (2.29)

Proof. Setting (𝑇 𝑓 ) (𝑡) := 𝑒𝑡Δ 𝑓 for 𝑡 ≥ 0, one has 𝑇∗𝐹 =
∫ ∞

0 𝑒𝑠Δ𝐹 (𝑠) 𝑑𝑠. Starting from the two-
dimension estimate ‖(𝑇 𝑓 ) (𝑡)‖∞ � 𝑡−1‖ 𝑓 ‖1, we have

(𝑇𝑇∗𝐹) (𝑡) =
∫ ∞

0
𝑒 (𝑡+𝑠)Δ𝐹 (𝑠) 𝑑𝑠,

whence

‖(𝑇𝑇∗𝐹) (𝑡)‖∞ �
∫ ∞

0
(𝑡 + 𝑠)−1‖𝐹 (𝑠)‖1 𝑑𝑠 =

∫ ∞

0
(1 + 𝑢)−1‖𝐹 (𝑢𝑡)‖1 𝑑𝑢.

The right-hand side is 𝐿2
𝑡 ((0,∞)) bounded and we conclude that

‖𝑇𝑇∗𝐹‖𝐿2 ( (0,∞) ,𝐿∞ (R2)) � ‖𝐹‖𝐿2 ( (0,∞) ,𝐿1 (R2)) .

Thus, 〈𝑇𝑇∗𝐹, 𝐹〉 = ‖𝑇∗𝐹‖2
2 � ‖𝐹‖2

𝐿2 ( (0,∞) ,𝐿1 (R2)) , and by duality, we obtain the 𝐹 = 0 case of (2.29),
viz. ‖𝑇𝑣0‖𝐿2 ( (0,∞) ,𝐿∞ (R2)) � ‖𝑣0‖2. However, if 𝑣0 = 0, then

𝑣(𝑡) =
∫ 𝑡

0
𝑒 (𝑡−𝑠)Δ𝐹 (𝑠) 𝑑𝑠 =

∫ ∞

0
𝜒[𝑠≤𝑡 ] 𝑒

(𝑡−𝑠)Δ𝐹 (𝑠) 𝑑𝑠,

whence

‖𝑣(𝑡)‖𝐿2 ( (0,∞) ,𝐿∞ (R2)) ≤
∫ ∞

0
‖𝑒 (𝑡−𝑠)Δ𝐹 (𝑠)‖𝐿2 ( (𝑠,∞) ,𝐿∞ (R2)) 𝑑𝑠 �

∫ ∞

0
‖𝐹 (𝑠)‖𝐿2 (R2) 𝑑𝑠, (2.30)

as claimed. �
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Lemma 2.12. Let 𝑢𝑛 (𝑡) be a sequence of solutions to (1.2) with initial data 𝑢𝑛,0 ∈ E ∩ 𝐶0 (R2;R3)
and lim sup𝑛→∞ 𝐸 (𝑢𝑛,0) < ∞, defined on time intervals 𝐼𝑛 := [0, 𝜏𝑛] for a sequence 𝜏𝑛 > 0 with
lim𝑛→∞ 𝜏𝑛 = 0. Let 𝜔 be a harmonic map (possibly constant) and let 𝑅𝑛 > 0 be a sequence so that
lim𝑛→∞ 𝜏𝑛𝑅

−2
𝑛 = 0. Suppose that

lim
𝑛→∞

(
‖𝑢𝑛,0 − 𝜔‖𝐿∞ (𝐷 (0,4𝑅𝑛)) + 𝐸 (𝑢𝑛,0 − 𝜔;𝐷 (0, 4𝑅𝑛))

)
= 0. (2.31)

Then

lim
𝑛→∞

‖𝑢𝑛 (𝜏𝑛) − 𝜔‖𝐿∞ (𝐷 (0,𝑅𝑛)) = 0. (2.32)

Next, let 𝜖𝑛 > 0 be a sequence with 𝜖𝑛 < 𝑅𝑛 for all n and such that lim𝑛→∞ 𝜏𝑛𝜖
−2
𝑛 = 0. Let 𝐿 ≥ 1 be

an integer and let {𝑥ℓ }𝐿ℓ=1 ⊂ R2 be such that the discs 𝐷 (𝑥ℓ , 𝜖𝑛) are disjoint and satisfy 𝐷 (𝑥ℓ , 𝜖𝑛) ⊂
𝐷 (0, 𝑅𝑛) for each n and each ℓ ∈ {1, . . . , 𝐿}. Moreover, |𝑥ℓ − 𝑥𝑚 | ≥ 100𝜖𝑛 if ℓ ≠ 𝑚. Suppose that

lim
𝑛→∞

(
‖𝑢𝑛,0 − 𝜔‖𝐿∞ (𝐷 (0,4𝑅𝑛)\

⋃𝐿
ℓ=1 𝐷 (𝑥ℓ ,4−1 𝜖𝑛)) + 𝐸

(
𝑢𝑛,0 − 𝜔;𝐷 (0, 4𝑅𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ , 4−1𝜖𝑛)
))

= 0.

(2.33)

Then

lim
𝑛→∞

‖𝑢𝑛 (𝜏𝑛) − 𝜔‖𝐿∞ (𝐷 (0,𝑅𝑛)\
⋃𝐿

ℓ=1 𝐷 (𝑥ℓ , 𝜖𝑛)) = 0. (2.34)

Proof. We begin with a solution 𝑢𝑛 (𝑡) of the heat flow satisfying

‖𝑢𝑛 (0) − 𝜔‖𝐿∞ (𝐷 (0,4𝑅𝑛)) + 𝐸 (𝑢𝑛 (0) − 𝜔, 𝐷 (0, 4𝑅𝑛)) = 𝑜𝑛 (1).

We pick 𝜙1 to be the ground state of the Dirichlet Laplacian on the disk 𝐷 (0, 3𝑅𝑛/2) and set 𝑣(𝑡) =
(𝑢(𝑡)−𝜔)𝜙1, dropping the index n for simplicity. We normalize 𝜙1(0) = 1, which means that ‖𝜙1‖∞ = 1.
Then −Δ𝜙1 = 𝜆2

1𝜙1, 𝜆2
1 � 𝑅−2

𝑛 and

𝜕𝑡𝑣 − Δ𝑣 = (|∇𝑢 |2𝑢 − |∇𝜔|2𝜔)𝜙1 − 2∇(𝑢 − 𝜔)∇𝜙1 + 𝜆2
1𝑣.

Since 𝜙1 is not globally smooth, we cannot solve this heat equation on the plane but rather need to use
the heat flow on the region Ω = 𝐷 (0, 3𝑅𝑛/2) with Dirichlet boundary conditions. By the Beurling-Deny
theorem (see Davies [5, Theorem 1.3.5]), the heat flow is a contraction on 𝐿∞(Ω), and we conclude that

max
0≤𝑡≤𝑇

‖𝑣(𝑡)‖∞ ≤ ‖𝑣(0)‖∞ +
∫
𝐼
‖(|∇𝑢(𝑠) |2𝑢(𝑠) − |∇𝜔|2𝜔)𝜙1‖∞ d𝑠

+ 2
∫
𝐼
‖∇(𝑢(𝑠) − 𝜔)∇𝜙1‖∞ d𝑠 + 𝜆2

1 |𝐼 |‖𝑣‖𝐿∞ (𝐼×R2) (2.35)

with [0, 𝜏𝑛] = 𝐼. If 𝜆2
1 |𝐼 | ≤

1
2 , then the final term gets absorbed to the left-hand side. Next,

‖(|∇𝑢(𝑠) |2𝑢(𝑠) − |∇𝜔|2𝜔)𝜙1‖∞ ≤ 2(‖𝜙2∇(𝑢(𝑠) − 𝜔)‖2
∞ + ‖𝜙2∇𝜔‖2

∞)‖𝑣(𝑠)‖∞
+ ‖𝜔‖∞‖𝜙2∇(𝑢 − 𝜔)‖∞(‖𝜙2∇(𝑢 − 𝜔)‖∞ + 2‖𝜙2∇𝜔‖2), (2.36)

where 𝜙2 is a smooth cutoff to 𝐷 (0, 2𝑅𝑛) with 𝜙1𝜙2 = 𝜙1. We further bound

‖∇(𝑢(𝑠) − 𝜔)∇𝜙1‖∞ � 𝑅−1
𝑛 ‖𝜙2∇(𝑢(𝑠) − 𝜔)‖∞
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using that ‖∇𝜙1‖∞ � 𝑅−1
𝑛 , which follows by scaling. Define 𝑤(𝑠) := 𝜙2∇(𝑢(𝑠) − 𝜔) and let

𝑋 := 𝐿∞(𝐼; 𝐿∞(R2)), 𝑌 := 𝐿2 (𝐼; 𝐿∞(R2;R3)). Then (2.35) implies that

‖𝑣‖𝑋 � 𝑜(1) + 𝜏𝑛 + ‖𝑣‖𝑋 (‖𝑤‖2
𝑌 + 𝜏𝑛) + ‖𝑤‖2

𝑌 +
√
𝜏𝑛𝑅

−2
𝑛 ‖𝑤‖𝑌 ,

which in turn simplifies to

‖𝑣‖𝑋 � 𝑜(1) + (‖𝑣‖𝑋 + 1)‖𝑤‖2
𝑌 . (2.37)

To bound w, we use the PDE

𝜕𝑡𝑤 − Δ𝑤 = 𝜙2∇(𝑢 |∇𝑢 |2) − 2
2∑
𝑗=1

∇𝜕 𝑗 (𝑢 − 𝜔)𝜕 𝑗𝜙2

− ∇(𝑢 − 𝜔)Δ𝜙2 − 𝜙2∇(𝜔|∇𝜔|2) =: 𝐺. (2.38)

By (2.29), and with 𝑍 := 𝐿1 (𝐼; 𝐿2 (R2;R3),

‖𝑤‖𝑌 � ‖∇(𝑢(0) − 𝜔)𝜙2‖2 + ‖𝐺‖𝑍 � 𝑜(1) + ‖𝐺‖𝑍 . (2.39)

To bound G, we estimate with a smooth cutoff 𝜙3 to 𝐷 (0, 3𝑅𝑛) so that 𝜙2𝜙3 = 𝜙2,

‖𝜙2∇(𝑢 |∇𝑢 |2)‖2 � ‖𝜙2∇𝑢‖∞‖𝜙3∇𝑢‖2
4 + ‖𝜙2∇𝑢‖∞‖𝜙3𝐷

2𝑢‖2

‖∇𝜕 𝑗 (𝑢 − 𝜔)𝜕 𝑗𝜙2‖2 � 𝑅−1
𝑛 ‖𝜙3𝐷

2 (𝑢 − 𝜔)‖2 (2.40)
‖Δ𝜙2∇(𝑢 − 𝜔)‖2 � 𝑅−2

𝑛 ‖𝜙3∇(𝑢 − 𝜔)‖2

as well as ‖𝜙2∇(𝜔|∇𝜔|2)‖2 � 1. Furthermore,

‖𝜙2∇𝑢‖∞ � ‖𝑤‖∞ + 1
‖𝜙3∇𝑢‖4 � ‖𝜙3∇(𝑢 − 𝜔)‖4 + 1 (2.41)

‖𝜙3𝐷
2𝑢‖2 � ‖𝜙3𝐷

2 (𝑢 − 𝜔)‖2 + 1

uniformly in 𝑅𝑛. By (2.39) therefore,

‖𝑤‖𝑌 � 𝑜(1) + ‖𝑤‖2
𝑌 +

∫
𝐼
‖𝜙3∇(𝑢(𝑠) − 𝜔)‖4

4 d𝑠 +
∫
𝐼
‖𝜙3𝐷

2 (𝑢(𝑠) − 𝜔)‖2
2 d𝑠. (2.42)

To perform energy estimates on 𝑢 − 𝜔, we apply the methods of Struwe [28] to the PDE

𝜕𝑡 (𝑢 − 𝜔) − Δ (𝑢 − 𝜔) = (𝑢 − 𝜔) |∇𝜔|2 + 𝑢(|∇𝑢 |2 − |∇𝜔|2). (2.43)

Integrating by parts against 𝜙2
3𝜕𝑡 (𝑢 − 𝜔) implies that (with 𝑇 = 𝜏𝑛)

∫ 𝑇

0

∫
R2

|𝜕𝑡 (𝑢 − 𝜔) |2𝜙2
3 d𝑥d𝑡 +

∫ 𝑇

0

∫
R2

∇(𝑢(𝑡) − 𝜔) · ∇[𝜕𝑡 (𝑢 − 𝜔)𝜙2
3] d𝑥d𝑡

=
∫ 𝑇

0

∫
R2
(𝑢 − 𝜔) |∇𝜔|2 · 𝜕𝑡 (𝑢 − 𝜔)𝜙2

3 d𝑥d𝑡 +
∫ 𝑇

0

∫
R2
𝑢 · 𝜕𝑡 (𝑢 − 𝜔)𝜙2

3(|∇𝑢(𝑡) |
2 − |∇𝜔|2) d𝑥d𝑡,

(2.44)
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which implies∫ 𝑇

0

∫
R2

|𝜕𝑡 (𝑢 − 𝜔) |2𝜙2
3 d𝑥d𝑡 +

∫
R2

|∇(𝑢(𝑇) − 𝜔) |2𝜙2
3 d𝑥

� 𝑜(1) +
∫ 𝑇

0

∫
R2

| |∇𝑢(𝑡) |2 − |∇𝜔|2 |2 𝜙2
3 d𝑥d𝑡 +

∫ 𝑇

0

∫
R2

|∇(𝑢(𝑡) − 𝜔) |2 |∇𝜙3 |2 d𝑥d𝑡 (2.45)

� 𝑜(1) +
∫ 𝑇

0

∫
R2

|∇(𝑢(𝑡) − 𝜔) |4 𝜙2
3 d𝑥d𝑡.

The final term on the second line of (2.45) is dominated by 𝑇𝑅−2
𝑛 (𝐸 (𝑢(0)) + 𝐸 (𝜔)) and so can be

absorbed in the 𝑂 (𝜏𝑛𝑅−2
𝑛 ). Multiplying (2.43) by −𝜙2

3Δ (𝑢 − 𝜔) and integrating by parts yields

2∑
𝑗=1

∫ 𝑇

0

∫
R2
𝜕𝑡 |𝜕 𝑗 (𝑢 − 𝜔) |2𝜙2

3 d𝑥d𝑡 +
∫ 𝑇

0

∫
R2

|Δ (𝑢(𝑡) − 𝜔) |2𝜙2
3 d𝑥d𝑡

=
2∑
𝑗=1

∫ 𝑇

0

∫
R2
𝜕 𝑗 [(𝑢 − 𝜔) |∇𝜔|2𝜙2

3] · 𝜕 𝑗 (𝑢 − 𝜔) 𝑑𝑥𝑑𝑡 − 2
2∑
𝑗=1

∫ 𝑇

0

∫
R2
𝜕𝑡 (𝑢 − 𝜔)𝜙3𝜕 𝑗𝜙3 · 𝜕 𝑗 (𝑢 − 𝜔) d𝑥d𝑡

−
∫ 𝑇

0

∫
R2

Δ (𝑢 − 𝜔) · [𝜙2
3(|∇𝑢(𝑡) |

2 − |∇𝜔|2)𝑢] d𝑥d𝑡, (2.46)

which implies

− 1
2

∫ 𝑇

0

∫
R2

|𝜕𝑡 (𝑢 − 𝜔) |2𝜙2
3 d𝑥d𝑡 +

∫
R2

|∇(𝑢(𝑇) − 𝜔) |2𝜙2
3 𝑑𝑥 +

1
2

∫ 𝑇

0

∫
R2

|Δ (𝑢(𝑡) − 𝜔) |2𝜙2
3 d𝑥d𝑡

� 𝑜(1) +
∫ 𝑇

0

∫
R2

|∇(𝑢(𝑡) − 𝜔) |4 𝜙2
3 d𝑥d𝑡. (2.47)

Adding this to (2.45), we obtain∫ 𝑇

0

∫
R2

|𝜕𝑡 (𝑢 − 𝜔) |2𝜙2
3 d𝑥d𝑡 +

∫
R2

|∇(𝑢(𝑇) − 𝜔) |2𝜙2
3 𝑑𝑥 +

∫ 𝑇

0

∫
R2

|𝐷2 (𝑢(𝑡) − 𝜔) |2𝜙2
3 d𝑥d𝑡

� 𝑜(1) +
∫ 𝑇

0

∫
R2

|∇(𝑢(𝑡) − 𝜔) |4 𝜙2
3 d𝑥d𝑡. (2.48)

For the third term on the left-hand side, we used another integration by parts to bound∫ 𝑇

0

∫
R2

|𝐷2 (𝑢(𝑡) − 𝜔) |2𝜙2
3 𝑑𝑥𝑑𝑡 �

∫ 𝑇

0

∫
R2

|Δ (𝑢(𝑡) − 𝜔) |2𝜙2
3 d𝑥d𝑡 + 𝜏𝑛𝑅−2

𝑛 .

By [28, Lemma 3.2],∫ 𝑇

0

∫
R2

|∇(𝑢(𝑡) − 𝜔) |4 𝜙2
3 𝑑𝑥𝑑𝑡 � sup

0≤𝑡≤𝑇

∫
𝐷 (0,3𝑅𝑛)

|∇(𝑢(𝑡, 𝑥) − 𝜔(𝑥)) |2 d𝑥

( ∫ 𝑇

0

∫
R2

|𝐷2 (𝑢(𝑡) − 𝜔) |2𝜙2
3 𝑑𝑥𝑑𝑡 + 𝜏𝑛𝑅

−2
𝑛

)
. (2.49)

By Lemma 2.10, the local energy on 𝐷 (0, 3) is small. Hence, we conclude from (2.48) and the bound
(2.49) that
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∫ 𝑇

0

∫
R2

|𝜕𝑡 (𝑢 − 𝜔) |2𝜙2
3 d𝑥d𝑡 +

∫
R2

|∇(𝑢(𝑇) − 𝜔) |2𝜙2
3 𝑑𝑥 +

∫ 𝑇

0

∫
R2

|𝐷2 (𝑢(𝑡) − 𝜔) |2𝜙2
3 d𝑥d𝑡

+
∫ 𝑇

0

∫
R2

|∇(𝑢(𝑡) − 𝜔) |4 𝜙2
3 d𝑥d𝑡 � 𝑜(1). (2.50)

Inserting this bound into (2.42) yields ‖𝑤‖𝑌 = 𝑜(1), whence from (2.37), finally ‖𝑣‖𝑋 = 𝑜(1). This
finishes the proof for disks.

For the punctured disks, we would like to proceed in the same fashion. As a first step, it appears
that we would need to obtain bounds on the suitably normalized ground state eigenfunction 𝜙1 of the
Dirichlet Laplacian on the punctured disk

𝐷∗(0, 4𝑅𝑛) = 𝐷 (0, 4𝑅𝑛) \
𝐿⋃
ℓ=1

𝐷 (𝑥ℓ , 𝜖𝑛/4),

where 𝑥ℓ are as stated in the lemma. This turns out to be misguided as we will now see, in addition
to being delicate in terms of obtaining the needed bounds on 𝜙1 uniformly in the choice of holes. In
fact, it suffices to select 𝜙1 smooth on Ω = 𝐷∗(0, 4𝑅𝑛), vanishing on 𝜕Ω so that −Δ𝜙1 = 𝑉𝜙1 with
‖𝑉 ‖𝐿∞ (Ω) � 𝜖−2

𝑛 uniformly in all parameters. By rescaling, it will also suffice to set 𝑅𝑛 = 1.
We define, with 𝑟 = |𝑥 | and 𝑟ℓ = |𝑥 − 𝑥ℓ |,

𝜙1(𝑥) := 𝜒0(𝑟)
𝐿∏
ℓ=1

𝜒ℓ (𝑟ℓ) (2.51)

with smooth functions 𝜒 𝑗 > 0 on the interior of Ω, 0 ≤ 𝑗 ≤ 𝐿 that we now specify. First, 𝜒0(𝑟) = 1
for 𝑟 ≤ 2, and on the annulus 3 ≤ 𝑟 ≤ 4, 𝜒0(𝑟) agrees with the 𝐿∞-normalized Dirichlet ground state
of the disk 𝐷 (0, 4). To define 𝜒ℓ , consider all radial Dirchlet eigenfunctions, {𝜓𝑛}∞𝑛=1 on the annulus
𝐷 (0, 1) \ 𝐷 (0, 𝛾). Then 𝜓𝑛 (𝑟) = 𝑎𝑛𝐽0 (𝜇𝑛𝑟) + 𝑏𝑛𝑌0 (𝜇𝑛𝑟), where 𝜇2

𝑛 is the eigenvalue for 𝑛 ≥ 1 and
𝑎𝑛, 𝑏𝑛 ∈ R. Since 𝑎2

𝑛 + 𝑏2
𝑛 > 0, and 𝜓𝑛 (𝛾) = 𝜓𝑛 (1) = 0, the spectrum is characterized by the conditions

𝐽0 (𝜇𝑛𝛾)𝑌0 (𝜇𝑛) − 𝑌0 (𝜇𝑛𝛾)𝐽0 (𝜇𝑛) = 0.

Note that the ratio 𝑅(𝑥) := 𝑌0 (𝑥)/𝐽0 (𝑥) is strictly increasing on the interval (0, 𝜌1) where 𝜌1 > 0 is
the smallest positive zero of 𝐽0, as well as on any subsequent interval (𝜌 𝑗 , 𝜌 𝑗+1), 𝑗 ≥ 1. This follows
from the fact that the Wronskian 𝑌 ′

0 (𝑥)𝐽0 (𝑥) − 𝑌0 (𝑥)𝐽 ′0 (𝑥) = 2/(𝜋𝑥) > 0. The first crossing of the
graphs, which determines the smallest energy 𝜇1 > 0, is determined by 𝑅(𝑥) = 𝑅(𝛾𝑥). The expansion
𝑅(𝑥) = 2

𝜋 log 𝑥 + 𝑂 (1) for 𝑥 → 0+ shows that 𝑅(𝑥) > 𝑅(𝑥𝛾) for all 0 < 𝑥 < 𝜌1, and the first crossing
occurs at 𝑥 ∈ (𝜌1, 𝜌2) and so the ground state energy 𝜇1 ∈ (𝜌1, 𝜌2). Similarly, we find the other energies
𝜇 𝑗 ∈ (𝜌 𝑗 , 𝜌 𝑗+1), for 𝑗 ≥ 1. We select an eigenfunction 𝜓𝑘 with 𝜇𝑘 � 𝛾−1. This is possible due to the
zeros of 𝐽0(𝑥) forming, to leading order, an arithmetic progression.

We can now define 𝜒ℓ in (2.51) by centering this 𝜓𝑘 for 𝛾 = 𝜖ℓ at 𝑥ℓ and gluing it smoothly with
the constant 1 at a distance � 𝜖ℓ away from the 𝑥ℓ hole. The resulting function 𝜒ℓ > 0 will then satisfy
𝜒ℓ (𝑥) ≥ 1

2 provided |𝑥 − 𝑥ℓ | � 𝜖ℓ .
The associated cutoff function 𝜙1 satisfies

𝜙1(𝑥) ≥ 𝑐0‖𝜙1‖∞ for all 𝑥 ∈ 𝐷 (0, 3𝑅𝑛) \
𝐿⋃
ℓ=1

𝐷 (𝑥ℓ , 𝜖𝑛/2) (2.52)

with some absolute constant 𝑐0 > 0, independently of 𝑅𝑛, 𝜖𝑛 and the choice of the centers 𝑥ℓ as above.
It is clear from the preceding that the ground state would have energy � 1 and does not satisfy (2.52).
Furthermore, ‖∇𝜙1‖∞ � 𝜖−1

𝑛 ‖𝜙1‖∞ and most importantly,

‖𝜙−1
1 Δ𝜙1‖∞ ≤

𝐿∑
ℓ=0

‖𝜒−1
ℓ Δ𝜒ℓ ‖∞ � 𝜖−2

𝑛 ,
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as desired. Because of our assumption 𝜏𝑛𝜖−2
𝑛 → 0 as 𝑛 → ∞, the proof above applies. In the final step,

we use (2.21) to control the 𝐿4-norm as before, with one modification: we apply [28, Lemma 3.2] locally
on 𝜖𝑛-disks and then cover the punctured disk 𝐷∗(0, 4𝑅𝑛) with 𝜖𝑛-disks followed by a summation over
the disks in the cover. Cf. [28, Lemma 3.1, 3.3]. �

2.2.3. Concentration properties of the heat flow
Here we record the fact that the harmonic map heat flow cannot concentrate energy at the self-similar
scale. The case of finite time blow-up was treated by Topping in [31], and the global in time case follows
quickly from a local energy inequality as in Lemma 2.9.
Lemma 2.13 (No self-similar concentration in the blow-up case). [31, Proof of Theorem 1.6, page 288]
Let 𝑢(𝑡) be the solution to (1.2) with maximal time of existence 𝑇+ < ∞ and initial data 𝑢0 ∈ E . Let
𝑥0 ∈ R2 denote a bubbling point in the sense of Lemma 2.7 and suppose that 𝑟 > 0 is sufficiently small
so that 𝐷 (𝑥0, 𝑟) does not contain any other bubbling point. Then

lim
𝑡→𝑇+

𝐸 (𝑢(𝑡);𝐷 (𝑥0, 𝑟) \ 𝐷 (𝑥0, 𝛼
√
𝑇+ − 𝑡)) = 𝐸 (𝑢∗;𝐷 (𝑥0, 𝑟)) (2.53)

for any 𝛼 > 0, where 𝑢∗ is as in Lemma 2.7. In particular, there exist 𝑇0 < 𝑇+ and functions 𝜈, 𝜉 :
[𝑇0, 𝑇+) → (0,∞) such that lim𝑡→𝑇+ (𝜈(𝑡) + 𝜉 (𝑡)) = 0 and

lim
𝑡→𝑇+

( 𝜉 (𝑡)
√
𝑇+ − 𝑡

+
√
𝑇+ − 𝑡
𝜈(𝑡)

)
= 0, (2.54)

and so that

lim
𝑡→𝑇+

𝐸 (𝑢(𝑡);𝐷 (𝑥0, 𝜈(𝑡)) \ 𝐷 (𝑥0, 𝜉 (𝑡))) = 0. (2.55)

Lemma 2.14 (No self-similar concentration in the global case). Let 𝑢(𝑡) be the solution to (1.2) with
initial data 𝑢0 ∈ E . Suppose that 𝑇+ = ∞. Let 𝑦 ∈ R2. Then

lim
𝑡→∞

𝐸 (𝑢(𝑡);R2 \ 𝐷 (𝑦, 𝛼
√
𝑡)) = 0 (2.56)

for any 𝛼 > 0. In particular, there exist 𝑇0 < ∞ and a function 𝜉 : [𝑇0,∞) → (0,∞) such that

lim
𝑡→𝑇+

𝜉 (𝑡)
√
𝑡

= 0, (2.57)

and so that

lim
𝑡→𝑇+

𝐸 (𝑢(𝑡);R2 \ 𝐷 (𝑦, 𝜉 (𝑡))) = 0. (2.58)

Proof. Fix 𝑦 ∈ R2 and 𝛼 > 0. Let 𝜖 > 0 and, using (2.12), choose 𝑇0 > 0 so that

4
√
𝐸 (𝑢(0))
𝛼

( ∫ ∞

𝑇0

‖𝜕𝑡𝑢(𝑡)‖2
𝐿2 d𝑡

) 1
2 ≤ 𝜖

2
. (2.59)

Next, let 𝑇1 ≥ 𝑇0 be sufficiently large so that

𝐸
(
𝑢(𝑇0);R2 \ 𝐷

(
𝑦,
𝛼
√
𝑇

4
) )

≤ 𝜖

2
(2.60)

for all 𝑇 ≥ 𝑇1. Fixing any such T, we set

𝜙𝑇 (|𝑥 |) = 1 − 𝜒(4 |𝑥 | /𝛼
√
𝑇), (2.61)
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where 𝜒(𝑟) is a smooth function on (0,∞) such that 𝜒(𝑟) = 1 for 𝑟 ≤ 1, 𝜒(𝑟) = 0 if 𝑟 ≥ 4, and
|𝜒′(𝑟) | ≤ 1 for all 𝑟 ∈ (0,∞). We now use the identity (2.16) on the time interval [𝑇0, 𝑇] and with the
function 𝜙 = 𝜙𝑇 to obtain the inequality

1
2
‖∇𝑢(𝑇)𝜙𝑇 ‖2

𝐿2 ≤ 1
2
‖∇𝑢(𝑇0)𝜙𝑇 ‖2

𝐿2 +
∫ 𝑇

𝑇0

|∇𝑢(𝑡) | |𝜕𝑡𝑢(𝑡) | |∇𝜙𝑇 | 𝜙𝑇 d𝑡

≤ 𝐸 (𝑢(𝑇0);R2 \ 𝐷 (𝑦, 𝛼
√
𝑇

4
)) +

4
√
𝐸 (𝑢(0))
𝛼

( ∫ ∞

𝑇0

‖𝜕𝑡𝑢(𝑡)‖2
𝐿2 d𝑡

) 1
2 ≤ 𝜖, (2.62)

which holds for all 𝑇 ≥ 𝑇1, completing the proof. �

2.3. Localized sequential bubbling

The following localized sequential bubbling lemma proved in a series of works by Struwe [28], Qing [23],
Ding-Tian [9], Wang [37], Qing-Tian [24] and Lin-Wang [20]. We state as a lemma below a summary
of these works, which can be found, for example, in Topping’s paper [30, Theorem 1.1].

Theorem 2.15 (Compactness Lemma). [23, Theorem 1.2], [30, Theorem 1.1] Let 𝑢𝑛 : R2 → S2 ⊂ R3

be a sequence of𝐶2 maps such that lim sup𝑛→∞ 𝐸 (𝑢𝑛) < ∞. Let 𝜌𝑛 ∈ (0,∞) be a sequence and suppose
that

lim
𝑛→∞

𝜌𝑛‖T (𝑢𝑛)‖𝐿2 = 0. (2.63)

Then, for every sequence 𝑦𝑛 ∈ R2, there exists a sequence 𝑅𝑛 → ∞ a fixed integer 𝑀 ≥ 0, a
constant 𝐶 > 0, a harmonic map 𝜔0 (possibly constant), non-constant harmonic maps 𝜔1, . . . , 𝜔𝑀 ,
and sequences of vectors 𝑏1,𝑛, . . . , 𝑏𝑀,𝑛 ∈ 𝐷 (𝑦𝑛, 𝐶𝜌𝑛) and scales 𝜇1,𝑛, . . . , 𝜇𝑀,𝑛 ∈ (0,∞) so that
max 𝑗 𝜇 𝑗 ,𝑛/𝜌𝑛 → 0 as 𝑛→ ∞ and

lim
𝑛→∞

[
𝐸
(
𝑢𝑛 − 𝜔0

( · − 𝑦𝑛
𝜌𝑛

)
−

𝑀∑
𝑗=1

(
𝜔 𝑗

( · − 𝑏 𝑗 ,𝑛
𝜇 𝑗 ,𝑛

)
− 𝜔 𝑗 (∞)

)
;𝐷 (𝑦𝑛, 𝑅𝑛𝜌𝑛)

)

+



𝑢𝑛 − 𝜔0

( · − 𝑦𝑛
𝜌𝑛

)
−

𝑀∑
𝑗=1

(
𝜔 𝑗

( · − 𝑏 𝑗 ,𝑛
𝜇 𝑗 ,𝑛

)
− 𝜔 𝑗 (∞)

)



𝐿∞ (𝐷 (𝑦𝑛 ,𝑅𝑛𝜌𝑛))

(2.64)

+
∑
𝑗≠𝑘

( 𝜇 𝑗 ,𝑛
𝜇𝑘,𝑛

+
𝜇𝑘,𝑛
𝜇 𝑗 ,𝑛

+
|𝑏𝑘,𝑛 − 𝑏 𝑗 ,𝑛 |2

𝜇 𝑗 ,𝑛𝜇𝑘,𝑛

)−1
+

𝑀∑
𝑗=1

𝜇 𝑗 ,𝑛

dist(𝑏 𝑗 ,𝑛, 𝜕𝐷 (𝑦𝑛, 𝐶𝜌𝑛))

]
= 0.

In particular, lim𝑛→∞ 𝜹(𝑢𝑛;𝐷 (𝑦𝑛, 𝑅𝑛𝜌𝑛)) = 0 for any sequence 1 � 𝑅𝑛 � 𝑅𝑛. There exist 𝐿 ≤ 𝑀
points 𝑥1, . . . , 𝑥𝐿 ∈ 𝐷 (0, 𝐶) so that

𝑢𝑛 (𝑦𝑛 + 𝜌𝑛·) ⇀ 𝜔0 weakly in 𝐻1(𝐷 (0, 𝐶);S2)
𝑢𝑛 (𝑦𝑛 + 𝜌𝑛·) → 𝜔0 strongly in 𝑊2,2

loc (𝐷 (0, 𝐶) \ {𝑥1, . . . , 𝑥𝐿};S2). (2.65)

For each 𝑗 ∈ {1, . . . , 𝑀}, there exist a finite set of points 𝑆 𝑗 , possibly empty and with #𝑆 𝑗 ≤ 𝑀 − 1,
such that

𝑢𝑛 (𝑏 𝑗 ,𝑛 + 𝜇 𝑗 ,𝑛·) → 𝜔 𝑗 strongly in 𝑊2,2
loc (R

2 \ 𝑆 𝑗 ;S2). (2.66)

Finally, there exists an integer 𝐾 ≥ 0 so that

lim
𝑛→∞

𝐸 (𝑢𝑛;𝐷 (𝑦𝑛, 𝑅𝑛𝜌𝑛)) = 4𝜋𝐾. (2.67)
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Remark 2.16. Theorem 2.15 can be combined with Lemmas 2.13, 2.14 and the bound (2.12) to prove
a sequential decomposition as in Theorem 1.1 along the well-chosen sequence of times described in
Section 1.1; see, for example, [31, Section 2]. We note that the second statement (2.64) gives 𝐿∞
convergence on the whole disc 𝐷 (𝑦𝑛, 𝑅𝑛𝜌𝑛) rather than just at the scales of the bubbles, which is all
that is required for 𝜹(𝑢𝑛;𝐷 (𝑦𝑛, 𝑅𝑛𝜌𝑛)) to tend to zero for 1 � 𝑅𝑛 � 𝑅𝑛; see Definition 1.6.

Remark 2.17. Parker [22] proved an earlier version of Theorem 2.15 in the case when the sequence 𝑢𝑛
consists of harmonic maps (i.e., T (𝑢𝑛) = 0 for each n). We use this restricted version of Theorem 2.15
(for sequences consisting only of harmonic maps) at several instances in the next section.

3. Proofs of the main results

3.1. The minimal collision energy

For the remainder of the paper, we fix a solution 𝑢(𝑡) of (1.2), defined on the time interval 𝐼+ = [0, 𝑇+),
where 𝑇+ < ∞ in the finite time blow-up case and 𝑇+ = ∞ in the global case. We fix 𝛾0 > 0 such that
𝛾0 ≤ min{ 1

100 ,
1

100𝐸 (𝑢0) } and sufficiently small so that Lemma 2.4 holds. From now on, we omit the
subscript 𝛾0 from d𝛾0 , and 𝜹𝛾0 and for a harmonic map,𝜔we write𝜆(𝜔) = 𝜆(𝜔; 𝛾0) and 𝑎(𝜔) = 𝑎(𝜔; 𝛾0)
for the scale and center.

Our strategy is to study collisions of bubbles, which we define as follows.

Definition 3.1 (The minimal collision energy). Let K be the smallest natural number with the following
properties. There exist sequences 𝑦𝑛 ∈ R2, 𝜌𝑛, 𝜖𝑛 ∈ (0,∞), 𝜎𝑛, 𝜏𝑛 ∈ (0, 𝑇+) and 𝜂 > 0, with 𝜖𝑛 → 0,
0 < 𝜎𝑛 < 𝜏𝑛 < 𝑇+, 𝜎𝑛, 𝜏𝑛 → 𝑇+, so that

1. 𝜹(𝑢(𝜎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) ≤ 𝜖𝑛;
2. 𝜹(𝑢(𝜏𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) ≥ 𝜂;
3. the interval 𝐼𝑛 := [𝜎𝑛, 𝜏𝑛] satisfies |𝐼𝑛 | ≤ 𝜖𝑛𝜌2

𝑛;
4. 𝐸 (𝑢(𝜎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) → 4𝐾𝜋 as 𝑛→ ∞;

We call [𝜎𝑛, 𝜏𝑛] a sequence of collision intervals associated to K and the parameters 𝑦𝑛, 𝜌𝑛, 𝜖𝑛 and 𝜂,
and we write [𝜎𝑛, 𝜏𝑛] ∈ C𝐾 (𝑦𝑛, 𝜌𝑛, 𝜖𝑛, 𝜂).

Remark 3.2. By Definition 1.6 and Property (1) in Definition 3.1, we can associate to each sequence of
collision intervals [𝜎𝑛, 𝜏𝑛] ∈ C𝐾 (𝑦𝑛, 𝜌𝑛, 𝜖𝑛, 𝜂) sequences 𝜉𝑛, 𝜈𝑛 ∈ (0,∞) with lim𝑛→∞( 𝜉𝑛𝜌𝑛 + 𝜌𝑛

𝜈𝑛
) = 0,

and a sequence of constants 𝜔𝑛 ∈ S2 so that

lim
𝑛→∞

(
𝐸 (𝑢(𝜎𝑛);𝐷 (𝑦𝑛, 4𝜈𝑛) \ 𝐷 (𝑦𝑛, 4−1𝜉𝑛)) + ‖𝑢(𝜎𝑛) − 𝜔𝑛‖𝐿∞ (𝐷 (𝑦𝑛 ,4𝜈𝑛)\𝐷 (𝑦𝑛 ,4−1 𝜉𝑛))

)
= 0. (3.1)

Using Property (3) in Definition 3.1, we can always ensure (by enlarging the excised discs above) that

|𝐼𝑛 | = 𝜏𝑛 − 𝜎𝑛 � 𝜉2
𝑛. (3.2)

Then, by Lemma 2.9 and Lemma 2.12, the limits above can be propagated throughout the whole collision
interval 𝐼𝑛 yielding

lim
𝑛→∞

sup
𝑡 ∈[𝜎𝑛 ,𝜏𝑛 ]

𝐸 (𝑢(𝑡);𝐷 (𝑦𝑛, 𝜈𝑛) \ 𝐷 (𝑦𝑛, 𝜉𝑛)) + ‖𝑢(𝑡) − 𝜔𝑛‖𝐿∞ (𝐷 (𝑦𝑛 ,𝜈𝑛)\𝐷 (𝑦𝑛 , 𝜉𝑛)) = 0. (3.3)

Moreover, the above holds after enlarging 𝜉𝑛 or shrinking 𝜈𝑛 (i.e, for any 𝜉𝑛, �̃�𝑛 with 𝜉𝑛 � 𝜉𝑛 � 𝜌𝑛 �
�̃�𝑛 � 𝜈𝑛).

Lemma 3.3 (Existence of 𝐾 ≥ 1). If Theorem 1.8 is false, then K is well-defined and 𝐾 ≥ 1.
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Proof of Lemma 3.3. Assume Theorem 1.8 is false (in either the case 𝑇+ < ∞ or 𝑇+ = ∞). Then we can
find 𝜂 > 0, sequences 𝜏𝑛 → 𝑇+, 𝑦𝑛 ∈ R2, 0 < 𝜌𝑛 < ∞ with 𝜌𝑛 ≤

√
𝑇+ − 𝑡𝑛 in the case 𝑇+ < ∞ and

𝜌𝑛 ≤
√
𝑡𝑛 in the case 𝑇+ = ∞ so that

𝜹(𝑢(𝜏𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) ≥ 𝜂, ∀ 𝑛, (3.4)

and sequences 𝛼𝑛 → 0 and 𝛽𝑛 → ∞ so that

lim
𝑛→∞

𝐸 (𝑢(𝜏𝑛);𝐷 (𝑦𝑛, 𝛽𝑛𝜌𝑛) \ 𝐷 (𝑦𝑛, 𝛼𝑛𝜌𝑛)) = 0. (3.5)

In case 𝜌𝑛 �
√
𝑇+ − 𝜏𝑛 or 𝜌𝑛 �

√
𝑡𝑛, the existence of 𝛼𝑛, 𝛽𝑛 as above is guaranteed by Lemma 2.13 or

Lemma 2.14.
We claim that there exists a sequence of times 𝜎𝑛 < 𝜏𝑛, 𝜎𝑛 → 𝑇+, such that

| [𝜎𝑛, 𝜏𝑛] | � 𝜌2
𝑛, and lim

𝑛→∞
𝜌2
𝑛‖T (𝑢(𝜎𝑛))‖2

𝐿2 = 0. (3.6)

If not, we could find numbers 𝑐, 𝑐0 > 0 and a subsequence of the 𝜏𝑛 so that

𝜌2
𝑛‖T (𝑢(𝑡))‖2

𝐿2 ≥ 𝑐0, ∀𝑡 ∈ [𝜏𝑛 − 𝑐𝜌2
𝑛, 𝜏𝑛] . (3.7)

But then ∫ 𝑇+

0
‖T (𝑢(𝑡))‖2

𝐿2 d𝑡 ≥
∑
𝑛

∫ 𝜏𝑛

𝜏𝑛−𝑐𝜌2
𝑛

‖T (𝑢(𝑡))‖2
𝐿2 d𝑡 ≥ 𝑐0

∑
𝑛

∫ 𝜏𝑛

𝜏𝑛−𝑐𝜌2
𝑛

𝜌−2
𝑛 d𝑡 = ∞, (3.8)

and the above contradicts (2.12).
Using (2.14) from Lemma 2.9 and the fact that |𝐸 (𝑢(𝜎𝑛)) − 𝐸 (𝑢(𝜏𝑛)) | → 0 since 𝜎𝑛, 𝜏𝑛 → 𝑇+ (see

Lemma 2.7), we see that (3.5) can be used to ensure that

lim
𝑛→∞

𝐸 (𝑢(𝜎𝑛);𝐷 (𝑦𝑛, 2−1𝛽𝑛𝜌𝑛) \ 𝐷 (𝑦𝑛, 2𝛼𝑛𝜌𝑛)) = 0. (3.9)

Given the sequence 𝜎𝑛 in (3.6), we can apply the Compactness Lemma 2.15 to 𝑢(𝜎𝑛) and conclude that
after passing to a subsequence (which we still denote by 𝜎𝑛), we see that a bubble decomposition as in
(2.64) holds for some sequence 𝑅𝑛 → ∞. Because of (3.9), we see that the harmonic map 𝜔0 in (2.64)
must be constant (i.e., 𝜔0(𝑥) = 𝜔 ∈ S2), and we can conclude that

lim
𝑛→∞

𝜹(𝑢(𝜎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 0. (3.10)

By Lemma 2.6, we can find an integer 𝐾 ≥ 0 so that

𝐸 (𝑢(𝜎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) → 4𝜋𝐾. (3.11)

We have shown that Properties (1)–(4) hold for the intervals [𝜎𝑛, 𝜏𝑛]. This proves that K is well-defined
and ≥ 0.

We claim that 𝐾 ≥ 1. Suppose 𝐾 = 0 and 𝑦𝑛, 𝜌𝑛, 𝜖𝑛, 𝜎𝑛, 𝜏𝑛 are as in Definition (3.1). But then, we
can find 𝜉𝑛, 𝜈𝑛 and 𝜔 ∈ S2 as in (3.3) in Remark 3.2. By Lemma 2.9, we have

𝐸 (𝑢(𝜏𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 𝑜𝑛 (1), (3.12)

and by (3.3) in Remark 3.2, we have

‖𝑢(𝜏𝑛) − 𝜔‖𝐿∞ (𝐷 (𝑦𝑛 ,𝜈𝑛)\𝐷 (𝑦𝑛 , 𝜉𝑛)) +
𝜉𝑛
𝜌𝑛

+ 𝜌𝑛
𝜈𝑛

= 𝑜𝑛 (1), (3.13)

which makes it impossible for (2) in Definition 3.1 to be satisfied. This proves that 𝐾 ≥ 1. �
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3.2. Lengths of collision intervals

We assume that Theorem 1.8 is false. Let 𝐾 ≥ 1 be as in Lemma 3.3 and let 𝑦𝑛 ∈ R2, 𝜌𝑛 ∈ (0,∞),
𝜖𝑛 → 0, 0 < 𝜎𝑛 < 𝜏𝑛 < 𝑇+ with 𝜎𝑛, 𝜏𝑛 → 𝑇+, and 𝜂 > 0 be a choice of parameters given by
Definition 3.1 (i.e., [𝜎𝑛, 𝜏𝑛] ∈ C𝐾 (𝑦𝑛, 𝜌𝑛, 𝜖𝑛, 𝜂)).
Lemma 3.4 (Length of a collision interval). There exists 𝜂0 > 0 sufficiently small so that for each
𝜂 ∈ (0, 𝜂0], there exists 𝜖 > 0 and 𝑐0 > 0 with the following properties. Let [𝜎, 𝜏] ⊂ [𝜎𝑛, 𝜏𝑛] be any
subinterval such that

𝜹(𝑢(𝜎);𝐷 (𝑦𝑛, 𝜌𝑛)) ≤ 𝜖, and 𝜹(𝑢(𝜏);𝐷 (𝑦𝑛, 𝜌𝑛)) ≥ 𝜂, (3.14)

and let 𝜔 ∈ S2 and 𝜔1, . . . , 𝜔𝑀 be any collection of non-constant harmonic maps, and 𝜈 =
(𝜈, 𝜈1, . . . , 𝜈𝑀 ), 𝜉 = (𝜉, 𝜉1, . . . , 𝜉𝑀 ) ∈ (0,∞)𝑀+1 any admissible vectors in the sense of Definition 1.6
such that

𝜖 ≤ d(𝑢(𝜎),Q(𝝎);𝐷 (𝑦𝑛, 𝜌𝑛); 𝜈, 𝜉) ≤ 2𝜖 . (3.15)

Then

𝜏 − 𝜎 ≥ 𝑐0 max
𝑗∈{1,...,𝑀 }

𝜆(𝜔 𝑗 )2. (3.16)

Corollary 3.5. Let 𝜂0 > 0 be as in Lemma 3.4, 𝜂 ∈ (0, 𝜂0], and [𝜎𝑛, 𝜏𝑛] ∈ C𝐾 (𝑦𝑛, 𝜌𝑛, 𝜖𝑛, 𝜂). Then there
exist 𝜖 ∈ (0, 𝜂), 𝑐0 > 0 𝑛0 ∈ N and 𝑠𝑛 ∈ (𝜎𝑛, 𝜏𝑛) such that for all 𝑛 ≥ 𝑛0, the following conclusions
hold. First,

𝜹(𝑢(𝑠𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 𝜖 . (3.17)

Moreover, for each 𝑛 ≥ 𝑛0, let 𝑀𝑛 ∈ N, and Q(𝝎𝑛) be any sequence of 𝑀𝑛-bubble configurations, and
let 𝜈𝑛 = (𝜈𝑛, 𝜈1,𝑛, . . . , 𝜈𝑀,𝑛), 𝜉𝑛 = (𝜉𝑛, 𝜉1,𝑛, . . . , 𝜉𝑀,𝑛) ∈ (0,∞)𝑀+1 be any admissible sequences in
the sense of Definition 1.6 such that

𝜖 ≤ d(𝑢(𝑠𝑛),Q(𝝎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛), 𝜈𝑛, 𝜉𝑛) ≤ 2𝜖 (3.18)

for each n, and define

𝜆max,𝑛 = 𝜆max(𝑠𝑛) := max
𝑗=1,...,𝑀𝑛

𝜆(𝜔 𝑗 ,𝑛). (3.19)

Then 𝑠𝑛 + 𝑐0𝜆max(𝑠𝑛)2 ≤ 𝜏𝑛, and

𝜹(𝑢(𝑡);𝐷 (𝑦𝑛, 𝜌𝑛)) ≥ 𝜖, ∀ 𝑡 ∈ [𝑠𝑛, 𝑠𝑛 + 𝑐0𝜆max(𝑠𝑛)2] . (3.20)

We make the following definitions.
Definition 3.6. We say that two triples (𝜔 𝑗 , 𝑎 𝑗 ,𝑛, 𝜆 𝑗 ,𝑛) and (𝜔 𝑗′ , 𝑎 𝑗′,𝑛, 𝜆 𝑗′,𝑛) where𝜔 𝑗 , 𝜔 𝑗′ are nontrivial
harmonic maps, 𝑎 𝑗 ,𝑛, 𝑎 𝑗′,𝑛 ∈ R2 are sequences of vectors in R2, and 𝜆 𝑗 ,𝑛, 𝜆 𝑗′,𝑛 ∈ (0,∞) are sequences
of scales, are asymptotically orthogonal if

lim
𝑛→∞

( 𝜆 𝑗 ,𝑛
𝜆 𝑗′,𝑛

+
𝜆 𝑗′,𝑛

𝜆 𝑗 ,𝑛
+
��𝑎 𝑗 ,𝑛 − 𝑎 𝑗′,𝑛��2
𝜆 𝑗 ,𝑛𝜆 𝑗′,𝑛

)
= ∞. (3.21)

Definition 3.7. We say that a sequence of nontrivial harmonic maps 𝔥 = {𝜔𝑛}∞𝑛=1 is a descendant
sequence of an ancestor sequence of harmonic maps ℌ = {Ω𝑛}∞𝑛=1 if 𝜆(Ω𝑛)

𝜆(𝜔𝑛) → ∞, and there exists a
constant 𝐶 > 0 so that the discs 𝐷 (𝑎(𝜔𝑛), 𝜆(𝜔𝑛)) ⊂ 𝐷 (𝑎(Ω𝑛), 𝐶𝜆(Ω𝑛)) for all sufficiently large n.
We denote this relation by {𝜔𝑛} ≺ {Ω𝑛}, and {𝜔𝑛} � {Ω𝑛} allows for equality. Given a natural
number M, a collection of sequences of harmonic maps (𝔥1, . . . , 𝔥𝑀 ) = ({𝜔1,𝑛}∞𝑛=1, . . . , {𝜔1,𝑛}∞𝑛=1)
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with asymptotically orthogonal centers and scales are partially ordered by �. The roots are defined to
be the maximal elements relative to this partial order. In other words, a sequence of harmonic maps 𝔥 𝑗
is a root if it is not a descendant sequence of any ancestor sequence 𝔥 𝑗′ for any 𝑗 ′ ∈ {1, . . . , 𝑀}. We
denote by

R := { 𝑗 ∈ {1, . . . , 𝑀} | 𝔥 𝑗 is a root}. (3.22)

Finally, to each root 𝔥 𝑗 , we can associate a bubble tree T ( 𝑗) := {𝔥 𝑗′ | 𝔥 𝑗′ � 𝔥 𝑗 }.
Proof of Lemma 3.4. If the Lemma were false, we could find intervals [𝑠𝑛, 𝑡𝑛] ⊂ [𝜎𝑛, 𝜏𝑛] so that

lim
𝑛→∞

𝜹(𝑢(𝑠𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 0, lim
𝑛→∞

𝜹(𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) > 0, (3.23)

integers 𝑀𝑛 ≥ 0, sequences of 𝑀𝑛-bubble configurations Q(𝝎𝑛), and sequences of vectors 𝜈𝑛 =
(𝜈𝑛, 𝜈1,𝑛, . . . , 𝜈𝑀𝑛 ,𝑛) ∈ (0,∞)𝑀𝑛+1, 𝜉𝑛 = (𝜉𝑛, 𝜉1,𝑛, . . . , 𝜉𝑀𝑛 ,𝑛) ∈ (0,∞)𝑀𝑛+1 such that

lim
𝑛→∞

d(𝑢(𝑠𝑛),Q(𝝎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛); 𝜈𝑛, 𝜉𝑛) = 0, (3.24)

and so that for 𝜆max,𝑛 := max 𝑗=1,...,𝑀𝑛 𝜆(𝜔 𝑗 ,𝑛), we have

lim
𝑛→∞

(𝑡𝑛 − 𝑠𝑛)
1
2

𝜆max,𝑛
= 0. (3.25)

Passing to a subsequence, we may assume that 𝑀𝑛 = 𝑀 is a fixed integer and 𝜔𝑛 = 𝜔 ∈ S2 is a fixed
constant.

Consider the sequences of harmonic maps, 𝔥 𝑗 = {𝜔 𝑗 ,𝑛}∞𝑛=1, for 𝑗 = 1, . . . , 𝑀 , together with sequences
of centers 𝑎(𝜔 𝑗 ,𝑛) and scales 𝜆(𝜔 𝑗 ,𝑛), and the partial order ≺ on (𝔥1, . . . , 𝔥𝑀 ) as in Definition 3.7.
Using the language of Definition 3.7, we observe that, after passing to a subsequence in n, there exists
a sequence 𝑅𝑛 → ∞ so that for any root sequences 𝔥 𝑗 = {𝜔 𝑗 ,𝑛}∞𝑛=1, 𝔥 𝑗′ = {𝜔 𝑗 ,𝑛}∞𝑛=1 with 𝑗 , 𝑗 ′ ∈ R, the
discs 𝐷 (𝑎(𝜔 𝑗 ,𝑛), 4𝑅𝑛𝜆(𝜔 𝑗 ,𝑛)) and 𝐷 (𝑎(𝜔 𝑗′,𝑛), 4𝑅𝑛𝜆(𝜔 𝑗′,𝑛)) are disjoint for each n for any sequence
𝑅𝑛 ≤ 𝑅𝑛. By Lemma 2.4,

lim
𝑛→∞

𝐸 (𝜔 𝑗 ,𝑛;R2 \ 𝐷 (𝑎(𝜔 𝑗 ,𝑛); 4−1𝑅𝑛𝜆(𝜔 𝑗 ,𝑛))) = 0 (3.26)

for each 𝑗 ∈ R and for any sequence 𝑅𝑛 → ∞, and hence, by (3.24),

lim
𝑛→∞

𝐸 (𝑢(𝑠𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \
⋃
𝑗∈R

𝐷 (𝑎(𝜔 𝑗 ,𝑛), 4−1𝑅𝑛𝜆(𝜔 𝑗 ,𝑛))) = 0 (3.27)

for any sequence 𝑅𝑛 → ∞.
Each of the sequences {𝜔 𝑗 ,𝑛}∞𝑛=1 for 𝑗 ∈ {1, . . . , 𝑀} satisfies the hypothesis of the Compactness

Lemma 2.15 (noting that T (𝜔 𝑗 ,𝑛) = 0 since 𝜔 𝑗 ,𝑛 is harmonic), and passing to a (joint) subsequence,
we can find non-negative integers 𝑀 𝑗 , a sequence �̆�𝑛 ≤ 𝑅𝑛 with 1 � �̆�𝑛 � 𝜉𝑛𝜆

−1
max,𝑛, harmonic maps

𝜔 𝑗 ,0 (possibly constant), nontrivial harmonic maps 𝜃 𝑗 ,𝑘 , scales 𝜇 𝑗 ,𝑘,𝑛 � 𝜆(𝜔 𝑗 ,𝑛) and centers 𝑏 𝑗 ,𝑘,𝑛 ∈
𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝐶𝜆(𝜔 𝑗 ,𝑛)) for each j and where 𝑘 ∈ {1, . . . , 𝑀 𝑗 }, satisfying (2.65), (2.66), and so that

lim
𝑛→∞

[
𝐸
(
𝜔 𝑗 ,𝑛 − 𝜔 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,𝑛)
𝜆(𝜔 𝑗 ,𝑛)

)
−

𝑀 𝑗∑
𝑘=1

(
𝜃 𝑗 ,𝑘

( · − 𝑏 𝑗 ,𝑘,𝑛
𝜇 𝑗 ,𝑘,𝑛

)
− 𝜃 𝑗 ,𝑘 (∞)

)
;𝐷 𝑗 ,𝑛

)

+



𝜔 𝑗 ,𝑛 − 𝜔 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,𝑛)
𝜆(𝜔 𝑗 ,𝑛)

)
−

𝑀 𝑗∑
𝑘=1

(
𝜃 𝑗 ,𝑘

( · − 𝑏 𝑗 ,𝑘,𝑛
𝜇 𝑗 ,𝑘,𝑛

)
− 𝜃 𝑗 ,𝑘 (∞)

)



𝐿∞ (𝐷 𝑗,𝑛)

+
∑
𝑘≠𝑘′

( 𝜇 𝑗 ,𝑘,𝑛
𝜇 𝑗 ,𝑘′,𝑛

+
𝜇 𝑗 ,𝑘′,𝑛

𝜇 𝑗 ,𝑘,𝑛
+
|𝑏 𝑗 ,𝑘,𝑛 − 𝑏 𝑗 ,𝑘′,𝑛 |2

𝜇 𝑗 ,𝑘,𝑛𝜇 𝑗 ,𝑘′,𝑛

)−1
+
𝑀 𝑗∑
𝑘=1

𝜇 𝑗 ,𝑘,𝑛

dist(𝑏 𝑗 ,𝑘,𝑛, 𝜕𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝐶𝜆(𝜔 𝑗 ,𝑛))

]
= 0,

(3.28)

https://doi.org/10.1017/fmp.2024.15 Published online by Cambridge University Press

https://doi.org/10.1017/fmp.2024.15


Forum of Mathematics, Pi 25

where 𝐷 𝑗 ,𝑛 := 𝐷 (𝑎(𝜔 𝑗 ,𝑛), 4𝑅𝑛𝜆(𝜔 𝑗 ,𝑛)), 𝐶 > 0 is some finite constant, and 𝑅𝑛 is a sequence, to be
fixed below, such that 1 � 𝑅𝑛 ≤ �̆�𝑛. In this decomposition, we distinguish the (possibly constant)
harmonic maps 𝜔 𝑗 ,0, which arise as the weak limits 𝜔 𝑗 ,𝑛

(
𝜆(𝜔 𝑗 ,𝑛) (· + 𝑎(𝜔 𝑗 ,𝑛))

)
⇀ 𝜔 𝑗 ,0, and we call

these the body maps associated to the sequence 𝔥 𝑗 = {𝜔 𝑗 ,𝑛}∞𝑛=1.
Define the set of indices

Jmax :=
{
𝑗 ∈ {1, . . . , 𝑀} | 𝐶−1

𝑗 ≤
𝜆max,𝑛

𝜆(𝜔 𝑗 ,𝑛)
≤ 𝐶 𝑗 , for each 𝑛 for some 𝐶 𝑗 > 1

}
(3.29)

and let

4𝜋𝐾0 :=
∑
𝑗∈Jmax

𝐸 (𝜔 𝑗 ,0). (3.30)

That is, 4𝜋𝐾0 is the sum of the energies of the body maps associated to the 𝜔 𝑗 ,𝑛 arising from indices
𝑗 ∈ Jmax. Note that Jmax is a (possibly strict) subset of the set of indices R associated to the roots.

Case 1: First suppose that 𝐾0 = 𝐾 , which means that Jmax = R = {1, . . . , 𝑀} and all of the energy
in 𝐷 (𝑦𝑛, 𝜌𝑛) is captured by the body maps. In this case, the sequences {𝜔 𝑗 ,𝑛} have no concentrating
bubbles – that is, 𝑀 𝑗 = 0 for each j, and we have

lim
𝑛→∞

𝐸
(
𝜔 𝑗 ,𝑛 − 𝜔 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,𝑛)
𝜆(𝜔 𝑗 ,𝑛)

)
;𝐷 (𝑎(𝜔 𝑗 ,𝑛), 4𝑅𝑛𝜆(𝜔 𝑗 ,𝑛))

)
= 0 (3.31)

and

lim
𝑛→∞




𝜔 𝑗 ,𝑛 − 𝜔 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,𝑛)
𝜆max,𝑛

)



𝐿∞ (𝐷 (𝑎 (𝜔 𝑗,𝑛) ,4𝑅𝑛𝜆max,𝑛))

= 0 (3.32)

for each 𝑗 ∈ {1, . . . , 𝑀}. Using (3.24), the fact that 𝜆(𝜔 𝑗 ,𝑛) � 𝜆max,𝑛 for each 𝑗 ∈ {1, . . . , 𝑀}, and the
above, we can now fix (for Case 1) a sequence 𝑅𝑛 ≤ �̆�𝑛 so that

lim
𝑛→∞

𝐸
(
𝑢(𝑠𝑛) − 𝜔 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,𝑛)
𝜆(𝜔 𝑗 ,𝑛)

)
;𝐷 (𝑎(𝜔 𝑗 ,𝑛), 4𝑅𝑛𝜆max,𝑛)

)
= 0 (3.33)

and

lim
𝑛→∞




𝑢(𝑠𝑛) − 𝜔 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,𝑛)
𝜆max,𝑛

)



𝐿∞ (𝐷 (𝑎 (𝜔 𝑗,𝑛) ,4𝑅𝑛𝜆max,𝑛))

= 0 (3.34)

for each 𝑗 ∈ {1, . . . , 𝑀} (i.e., we need to additionally ensure that 4𝑅𝑛𝜆max,𝑛 ≤ min{𝜈 𝑗 ,𝑛}𝑀𝑗=1). Using
Lemma 2.10 and Lemma 2.12 along with the fact that (𝑡𝑛 − 𝑠𝑛)

1
2 � 𝜆max,𝑛, we can propagate these

estimates to time 𝑡𝑛 – that is,

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛) − 𝜔 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,𝑛)
𝜆(𝜔 𝑗 ,𝑛)

)
;𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝑅𝑛𝜆max,𝑛)

)
= 0 (3.35)

and

lim
𝑛→∞




𝑢(𝑡𝑛) − 𝜔 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,𝑛)
𝜆max,𝑛

)



𝐿∞ (𝐷 (𝑎 (𝜔 𝑗,𝑛) ,𝑅𝑛𝜆max,𝑛))

= 0 (3.36)

for each 𝑗 ∈ {1, . . . , 𝑀}. Using Lemma 2.9 and that (𝑡𝑛 − 𝑠𝑛)
1
2 � 𝜆max,𝑛, we can also propagate (3.27)

to time 𝑡𝑛, deducing

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝑀⋃
𝑗=1
𝐷 (𝑎(𝜔 𝑗 ,𝑛); 𝑅𝑛𝜆max,𝑛)

)
= 0. (3.37)
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Combining (3.35), (3.36), (3.37), the disjointness of the discs 𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝑅𝑛𝜆(𝜔 𝑗 ,𝑛)), the asymptotic
orthogonality of the triples (𝜔 𝑗 ,0, 𝑎(𝜔 𝑗 ,𝑛), 𝜆(𝜔 𝑗 ,𝑛)), and Remark 3.2, we find that

lim
𝑛→∞

𝜹(𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 0, (3.38)

which contradicts (3.23).
Case 2: Next, consider the case 𝐾0 < 𝐾 . We show this case leads to a contradiction with the

minimality of K. Again, we will need 𝑅𝑛 → ∞ such that 4𝑅𝑛𝜆max,𝑛 ≤ min{𝜈 𝑗 ,𝑛} 𝑗∈Jmax and 𝑅𝑛 ≤ �̆�𝑛.
We claim there exists an integer 𝐿 ≥ 1, sequences {𝑥ℓ,𝑛}𝐿ℓ=1 with 𝑥ℓ,𝑛 ∈ 𝐷 (𝑦𝑛, 𝜉𝑛) for each n and

each ℓ ∈ {1, . . . , 𝐿}, and a sequence 𝑟𝑛 such that

(𝑡𝑛 − 𝑠𝑛)
1
2 � 𝑟𝑛 � 𝜆max,𝑛, (3.39)

such that the discs 𝐷 (𝑥ℓ,𝑛, 𝑟𝑛) are disjoint for ℓ ∈ {1, . . . , 𝐿} and satisfy

lim
𝑛→∞

𝐸
(
𝑢(𝑠𝑛);

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)
)
= 4𝜋𝐾 − 4𝜋𝐾0 (3.40)

as well as

lim
𝑛→∞

|𝑥ℓ,𝑛 − 𝑥ℓ′,𝑛 |
𝑟𝑛

= ∞ (3.41)

for ℓ ≠ ℓ′, and finally such that there exist sequences 𝛼𝑛 → 0, 𝛽𝑛 → ∞ so that

lim
𝑛→∞

𝐿∑
ℓ=1

𝐸 (𝑢(𝑠𝑛);𝐷 (𝑥ℓ,𝑛, 𝛽𝑛𝑟𝑛) \ 𝐷 (𝑥ℓ,𝑛, 𝛼𝑛𝑟𝑛)) = 0 (3.42)

and a sequence 𝜉𝑛 so that

𝜉𝑛 � 𝜉𝑛 � 𝜌𝑛 and 𝐷 (𝑥ℓ,𝑛, 𝛽𝑛𝑟𝑛) ⊂ 𝐷 (𝑦𝑛, 𝜉𝑛). (3.43)

We construct a set of sequences P := {{𝑥ℓ,𝑛} : 1 ≤ ℓ ≤ 𝐿} and the radii {𝑟𝑛} as follows. Any root
𝔥 𝑗 with 𝑗 ∈ Jmax we call a dominant root. For any dominant root 𝔥 𝑗0 , we define T ( 𝑗0) = {𝔥 𝑗 � 𝔥 𝑗0 }
as the bubble tree with root 𝔥 𝑗0 , and D( 𝑗0) as the maximal elements of the pruned tree T ( 𝑗0) \ {𝔥 𝑗0 }.

We define P0 as the points 𝑦ℓ,𝑛 for ℓ ∈ {1, . . . , 𝐿 ′} as an enumeration of all (i) 𝑎(𝜔 𝑗 ,𝑛) with
𝔥 𝑗 ∈ R \ Jmax (i.e., the centers of the roots that are not dominant), (ii) 𝑎(𝜔 𝑗 ,𝑛) with 𝔥 𝑗 ∈ D( 𝑗0) for
some 𝑗0 ∈ Jmax,𝑛 and (iii) sequences 𝑏 𝑗0 ,𝑘,𝑛 associated to harmonic maps 𝜃 𝑗0 ,𝑘

( ·−𝑏 𝑗0 ,𝑘,𝑛
𝜇 𝑗0 ,𝑘,𝑛

)
for some

𝑗0 ∈ Jmax,𝑛 that are

• asymptotically orthogonal to every 𝔥 𝑗 ∈ D( 𝑗0)
• not descendants of any 𝔥 𝑗 ∈ D( 𝑗0).

Passing to a joint subsequence, we can assume that the limits

lim
𝑛→∞

(𝑡𝑛 − 𝑠𝑛)
1
2

dist(𝑦ℓ′,𝑛, 𝑦ℓ,𝑛)
(3.44)

exist in [0,∞] for all ℓ ≠ ℓ′ ∈ {1, . . . , 𝐿 ′}. We define P by means of P0 by the following algorithm:
we include the sequence 𝑦ℓ0 ,𝑛 ∈ P0 in the set P if

lim
𝑛→∞

(𝑡𝑛 − 𝑠𝑛)
1
2

dist(𝑦ℓ0 ,𝑛, 𝑦ℓ,𝑛)
= 0, ∀ℓ ∈ {1, . . . , 𝐿 ′)} \ ℓ0. (3.45)
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For those 𝑦ℓ0 ,𝑛 ∈ P0 for which the above does not hold, we define the sets

B(ℓ0) :=
{
ℓ0 and any ℓ for which lim

𝑛→∞

(𝑡𝑛 − 𝑠𝑛)
1
2

dist(𝑦ℓ0 ,𝑛, 𝑦ℓ,𝑛)
≠ 0

}
. (3.46)

An index ℓ can be in at most one set B(ℓ0) (i.e., the sets B(ℓ) = B(ℓ′) if ℓ′ ∈ B(ℓ)). For each of the sets
B(ℓ0), we let, for each n, 𝑥ℓ0 ,𝑛 denote the barycenter of the points 𝑦ℓ,𝑛 associated to indices ℓ ∈ B(ℓ0).
We include the points 𝑥ℓ0 ,𝑛 in the set P . This completes the construction of the set P , which consists
of finitely many (say 𝐿 ∈ N) sequences {𝑥ℓ,𝑛} ⊂ 𝐷 (𝑦𝑛, 𝜉𝑛) for ℓ ∈ {1, . . . , 𝐿}.

We choose 𝑟𝑛 to be any sequence such that

(𝑡𝑛 − 𝑠𝑛)
1
2 � 𝑟𝑛 � 𝜆max,𝑛,

𝑅𝑛𝜆(𝜔 𝑗 ,𝑛) � 𝑟𝑛 ∀ 𝑗 ∉ Jmax, (3.47)
max(𝜇 𝑗 ,𝑘,𝑛, 𝜉 𝑗 ,𝑛) � 𝑟𝑛 ∀ 𝑗 ∈ Jmax,∀ 𝑘 ∈ {1, . . . , 𝑀 𝑗 },

and such that the discs 𝐷 (𝑥ℓ,𝑛, 𝑟𝑛) satisfy (3.41). In view of the definition of 𝑗0 ∈ Jmax,

𝜆−1
max,𝑛 |𝑎(𝜔 𝑗0 ,𝑛) − 𝑎(𝜔 𝑗 ,𝑛) | → ∞

for all 𝑗 ∈ R \ Jmax. This ensures that for any 𝑥ℓ,𝑛, which is one of the sequences 𝑎(𝜔 𝑗 ,𝑛) for
𝑗 ∈ R \ Jmax, the disc 𝐷 (𝑥ℓ,𝑛, 𝑟𝑛) is separated from any of the discs 𝐷 (𝑎(𝜔 𝑗0 ,𝑛), 𝑅𝑛𝜆max,𝑛) for
𝑗0 ∈ Jmax by an amount � 𝑟𝑛 (we are free to take 𝑅𝑛 → ∞ to be diverging as slowly as needed).

We claim that the sequences of discs 𝐷 (𝑥ℓ,𝑛, 𝑟𝑛) with 𝑥ℓ,𝑛 ∈ P satisfy (3.40). To see this, first note
that for any 𝑗0 ∈ Jmax,

lim
𝑛→∞

𝐸
(
𝑢(𝑠𝑛) − 𝜔 𝑗0 ,0

( · − 𝑎(𝜔 𝑗0 ,𝑛)
𝜆(𝜔 𝑗0 ,𝑛)

)
;𝐷 (𝑎(𝜔 𝑗0 ,𝑛), 4𝑅𝑛𝜆max,𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)
)
= 0, (3.48)

which follows from the construction of the set {𝑥ℓ,𝑛}𝐿ℓ=1, the limit in (3.28) and the choice of 𝑟𝑛. Note
also that 𝑟𝑛 � 𝜆max,𝑛 means that

lim
𝑛→∞

𝐸
(
𝜔 𝑗0 ,0

( · − 𝑎(𝜔 𝑗0 ,𝑛)
𝜆(𝜔 𝑗0 ,𝑛)

)
;
𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)
)
= 0. (3.49)

We can conclude from the above, (3.48), (3.30) and (3.27) that

lim
𝑛→∞

𝐸
(
𝑢(𝑠𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)
)
= 4𝜋𝐾0. (3.50)

The condition (3.40) follows then from above and the disjointness of the discs 𝐷 (𝑥ℓ,𝑛, 𝑟𝑛). The con-
dition (3.42) and the existence of the sequence 𝜉𝑛 as in (3.43) follows from the construction of the set
P and the choice of 𝑟𝑛.

We claim that there must exist ℓ1 ∈ {1, . . . , 𝐿}, 𝜂1 > 0 so that, up to passing to a subsequence in n,
we have

𝜹(𝑢(𝑡𝑛);𝐷 (𝑥ℓ1 ,𝑛, 𝑟𝑛)) ≥ 𝜂1. (3.51)

To see this, we argue by contradiction. If (3.51) fails, then we would have

lim
𝑛→∞

𝜹(𝑢(𝑡𝑛);𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)) = 0, ∀ ℓ ∈ {1, . . . , 𝐿}. (3.52)
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We will use the above to show that

lim
𝑛→∞

𝜹(𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 0, (3.53)

which contradicts (3.23). To start, (𝑡𝑛 − 𝑠𝑛)
1
2 � 𝑟𝑛 means we can use Lemma 2.9 and (3.42) to

propagate (3.40), (3.50) and (3.48) to time 𝑡𝑛, giving

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)
)
= 4𝜋𝐾 − 4𝜋𝐾0, (3.54)

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)
)
= 4𝜋𝐾0 (3.55)

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛) − 𝜔 𝑗0 ,0

( · − 𝑎(𝜔 𝑗0 ,𝑛)
𝜆(𝜔 𝑗0 ,𝑛)

)
;𝐷 (𝑎(𝜔 𝑗0 ,𝑛), 𝑅𝑛𝜆max,𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)
)
= 0, (3.56)

for all 𝑗0 ∈ Jmax, where in the last line we remark that for each ℓ ∈ {1, . . . , 𝐿}, either the disc
𝐷 (𝑥ℓ,𝑛; 𝑟𝑛) is completely contained in 𝐷 (𝑎(𝜔 𝑗0 ,𝑛), 𝑅𝑛𝜆max,𝑛) or disjoint from it.

Next, using 𝜆max,𝑛𝑅𝑛 ≤ min{𝜈 𝑗 ,𝑛} 𝑗∈Jmax and max(𝜇 𝑗 ,𝑘,𝑛, 𝜉 𝑗 ,𝑛) � 𝑟𝑛 ∀ 𝑗 ∈ Jmax,∀ 𝑘 ∈
{1, . . . , 𝑀 𝑗 }, we see that (3.24) can be combined with the middle line of (3.28) to yield

lim
𝑛→∞




𝑢(𝑠𝑛) − 𝜔 𝑗0 ,0
( · − 𝑎(𝜔 𝑗0 ,𝑛)
𝜆(𝜔 𝑗0 ,𝑛)

)



𝐿∞ (𝐷 (𝑎 (𝜔 𝑗0 ,𝑛) ,4𝑅𝑛𝜆max,𝑛)\

⋃𝐿
ℓ=1 𝐷 (𝑥ℓ,𝑛 ,4−1𝑟𝑛))

= 0 (3.57)

for all 𝑗0 ∈ Jmax. Since (𝑡𝑛 − 𝑠𝑛)
1
2 � 𝑟𝑛, Lemmas 2.12, (3.48) and (3.42) allow us to propagate the

above to time 𝑡𝑛, yielding

lim
𝑛→∞




𝑢(𝑡𝑛) − 𝜔 𝑗0 ,0
( · − 𝑎(𝜔 𝑗0 ,𝑛)
𝜆(𝜔 𝑗0 ,𝑛)

)



𝐿∞ (𝐷 (𝑎 (𝜔 𝑗0 ,𝑛) ,𝑅𝑛𝜆max,𝑛)\

⋃𝐿
ℓ=1 𝐷 (𝑥ℓ,𝑛 ,𝑟𝑛))

= 0. (3.58)

Using again Lemma 2.10 and (3.27), the construction of the sequences {𝑥ℓ,𝑛} and the choice of
𝜆max,𝑛 � 𝑟𝑛 � (𝑡𝑛 − 𝑠𝑛)

1
2 as well as 𝑟𝑛 � 𝑅𝑛𝜆(𝜔 𝑗 ,𝑛) for all 𝑗 ∉ Jmax, we have

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

[ ⋃
𝑗∈Jmax

𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝑅𝑛𝜆max,𝑛) ∪
𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛; 𝑟𝑛)
] )

= 0. (3.59)

Now, by (3.52), after passing to a joint subsequence in n, for each ℓ ∈ {1, . . . , 𝐿}, we can find
an integer 𝑀ℓ ≥ 0, a sequence of 𝑀ℓ -bubble configurations Q(𝛀ℓ,𝑛), and sequences of vectors
𝜈ℓ,𝑛 = (𝜈ℓ,𝑛, 𝜈ℓ,1,𝑛, . . . , 𝜈ℓ,𝑀ℓ ,𝑛

) and 𝜉ℓ,𝑛 = (𝜉ℓ,𝑛, 𝜉ℓ,1,𝑛, . . . , 𝜉ℓ,𝑀ℓ ,𝑛
) so that

lim
𝑛→∞

d(𝑢(𝑡𝑛),Q(𝛀ℓ,𝑛);𝐷 (𝑥ℓ,𝑛, 𝑟𝑛); 𝜈ℓ,𝑛, 𝜉ℓ,𝑛) = 0. (3.60)

Here, 𝛀ℓ,𝑛 = (Ωℓ,𝑛,Ωℓ,1,𝑛, . . . ,Ωℓ,𝑀ℓ ,𝑛
). Dropping the constants Ωℓ,𝑛 ∈ S2 in the 𝑀ℓ -bubble config-

urations, consider finally the sequence (in n) of multi-bubbles formed by the constant 𝜔 ∈ S2 and the
harmonic maps

{Ωℓ,𝑘,𝑛}ℓ=𝐿,𝑘=𝑀ℓ

ℓ=1,𝑘=1 , {𝜔 𝑗 ,0,𝑛} 𝑗∈Jmax :=
{
𝜔 𝑗 ,0 (

· − 𝑎(𝜔 𝑗 ,𝑛)
𝜆(𝜔 𝑗 ,𝑛)

)
}
𝑗∈Jmax

. (3.61)
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For each 𝑗 ∈ Jmax, we define 𝜈 𝑗 ,𝑛 := 𝑅𝑛 and 𝜉 𝑗 ,𝑛 = 𝑟𝑛, and then defining

̃𝜈𝑛 := (𝜈𝑛, (𝜈ℓ,𝑛)𝐿ℓ=1, (𝜈 𝑗 ,𝑛) 𝑗∈Jmax),
̃𝜉𝑛 := (𝜉𝑛, (𝜉ℓ,𝑛)𝐿ℓ=1, (𝜉 𝑗 ,𝑛) 𝑗∈Jmax),

we claim that

lim
𝑛→∞

d
(
𝑢(𝑡𝑛),Q(𝜔, (Ωℓ,𝑘,𝑛)ℓ=𝐿,𝑘=𝑀ℓ

ℓ=1,𝑘=1 , (𝜔 𝑗 ,0,𝑛) 𝑗∈Jmax);𝐷 (𝑦𝑛, 𝜌𝑛); ̃𝜈𝑛, ̃𝜉𝑛
)
= 0, (3.62)

which would yield (3.53). Indeed, by (3.60) and since all of the 𝐷 (𝑥ℓ,𝑛, 𝑟𝑛) are disjoint and satisfy
(3.41), any distinct triples (Ωℓ,𝑘,𝑛, 𝑎(Ωℓ,𝑘,𝑛), 𝜆(Ωℓ,𝑘,𝑛)) and (Ωℓ′,𝑘′,𝑛, 𝑎(Ωℓ′,𝑘′,𝑛), 𝜆(Ωℓ′,𝑘′,𝑛)) are
asymptotically orthogonal for (ℓ, 𝑘) ≠ (ℓ′, 𝑘 ′). Moreover, for any ℓ and 𝑗0 ∈ Jmax for which
𝐷 (𝑥ℓ,𝑛, 𝑟𝑛) ⊂ 𝐷 (𝑎(𝜔 𝑗0 ,𝑛), 𝑅𝑛𝜆(𝜔 𝑗0 ,𝑛)), the triples

(Ωℓ,𝑘,𝑛, 𝑎(Ωℓ,𝑘,𝑛), 𝜆(Ωℓ,𝑘,𝑛)) and
(
𝜔 𝑗0 ,0(

· − 𝑎(𝜔 𝑗0 ,𝑛)
𝜆(𝜔 𝑗0 ,𝑛)

), 𝑎(𝜔 𝑗0 ,𝑛), 𝜆(𝜔 𝑗0 ,𝑛)
)

are asymptotically orthogonal since 𝑟𝑛 � 𝜆max,𝑛. Indeed,

lim
𝑛→∞

𝐸
(
𝜔 𝑗0 ,0

( · − 𝑎(𝜔 𝑗0 ,𝑛)
𝜆(𝜔 𝑗0 ,𝑛)

)
;𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)

)
= 0, ∀ 𝑗0 ∈ Jmax, ∀ℓ ∈ {1, . . . , 𝐿} (3.63)

and

lim
𝑛→∞

𝐸 (Ωℓ,𝑘,𝑛;𝐷 (𝑦𝑛, 𝜌𝑛) \ 𝐷 (𝑥ℓ,𝑛, 𝑟𝑛)) = 0, ∀ ℓ ∈ {1, . . . , 𝐿}, 𝑘 ∈ {1, . . . , 𝑀ℓ }. (3.64)

These observations, together with (3.56), (3.58), the estimate (3.59) and Remark 3.2 (using now 𝜉𝑛
instead of 𝜉𝑛), yield (3.62). This completes the proof of (3.51).

Having established (3.51), we claim that there exist times �̃�𝑛 < 𝑡𝑛 so that

𝑡𝑛 − �̃�𝑛 � 𝑟2
𝑛 and lim

𝑛→∞
𝑟𝑛‖T (𝑢(�̃�𝑛))‖𝐿2 = 0. (3.65)

If not, we could find 𝑐, 𝑐1 > 0 and a subsequence of the 𝑡𝑛 for which

𝑟2
𝑛‖T (𝑢(𝑡))‖2

𝐿2 ≥ 𝑐1 ∀𝑡 ∈ [𝑡𝑛 − 𝑐𝑟2
𝑛, 𝑡𝑛] . (3.66)

But then we would have∑
𝑛

∫ 𝑡𝑛

𝑡𝑛−𝑐𝑟2
𝑛

‖T (𝑢(𝑡))‖2
𝐿2 d𝑡 ≥ 𝑐1

∑
𝑛

∫ 𝑡𝑛

𝑡𝑛−𝑐𝑟2
𝑛

𝑟−2
𝑛 d𝑡 ≥ 𝑐𝑐1

∑
𝑛

1 = ∞, (3.67)

which contradicts (2.12). Given the sequence �̃�𝑛 as in (3.65), we can apply the Compactness
Lemma 2.15, so that after passing to a subsequence in n (still denoted by �̃�𝑛, 𝑡𝑛), we have a bubble
decomposition as in (2.64) for some sequence �̂�𝑛 → ∞. The estimate (3.42) can be propagated to time
�̃�𝑛 using Lemma 2.9, which gives

lim
𝑛→∞

𝐸
(
𝑢(�̃�𝑛);𝐷 (𝑥ℓ,𝑛; 2−1𝛽𝑛𝑟𝑛) \ 𝐷 (𝑥ℓ,𝑛; 2𝛼𝑛𝑟𝑛)

)
= 0. (3.68)

The above ensures that the harmonic map in (2.64) at scale 𝑟𝑛 must be constant, which we denote by
𝜔 ∈ S2, and so we can conclude that in fact,

lim
𝑛→∞

𝜹(𝑢(�̃�𝑛);𝐷 (𝑥ℓ1 ,𝑛, 𝑟𝑛)) = 0, (3.69)
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By (2.67), we can find an integer 𝐾1 ≥ 0 so that

𝐸 (𝑢(�̃�𝑛);𝐷 (𝑥ℓ1 ,𝑛, 𝑟𝑛)) → 4𝜋𝐾1 as 𝑛→ ∞. (3.70)

Because of (3.51), we must have 𝐾1 ≥ 1 (since 𝑡𝑛 − �̃�𝑛 � 𝑟2
𝑛).

Consider the time intervals [�̃�𝑛, 𝑡𝑛] and the discs 𝐷 (𝑥ℓ1 ,𝑛; 𝑟𝑛). Property (1) from Definition 3.1 is
given by the first line in (3.69). Property (2) is given by (3.51). Property (3) is satisfied because of the
first estimate in (3.65), and property (4) because of (3.70).

Lastly, we claim that 𝐾1 < 𝐾 . This is clear if 𝐾0 > 0 since in that case, some energy lies at the scale
� 𝜆max,𝑛 � 𝑟𝑛. If 𝐾0 = 0 and 𝐾1 = 𝐾 , then all of the energy in the larger discs 𝐷 (𝑦𝑛, 𝜌𝑛) would be cap-
tured within the sequence of discs 𝐷 (𝑥ℓ1 ,𝑛, 𝑟𝑛). However, recall that there is at least one index 𝑗0 such
that 𝜆(𝜔 𝑗0 ,𝑛) = 𝜆max,𝑛, and we have chosen 𝑟𝑛 so that 𝑟𝑛 � 𝜆max,𝑛 = 𝜆(𝜔 𝑗0 ,𝑛), which (by Definition 1.3)
implies at least 3𝜋 in energy concentrates outside the discs 𝐷 (𝑥ℓ1 ,𝑛, 𝑟𝑛), a contradiction.

We conclude that 𝐾1 < 𝐾 and that [�̃�𝑛, 𝑡𝑛] ∈ C𝐾1 (𝑥ℓ1 ,𝑛, 𝑟𝑛, 𝜖1,𝑛, 𝜂1) for some sequence 𝜖1,𝑛 → 0,
contradicting the minimality of K. This completes the proof. �

Proof of Corollary 3.5. Let 𝜂0 be as in Lemma 3.4 and fix an 𝜂 ∈ (0, 𝜂0]. Let 𝜖 > 0 be given by
Lemma 3.4 and define 𝑠𝑛 by

𝑠𝑛 := inf{𝑡 ∈ [𝜎𝑛, 𝜏𝑛] | 𝜹(𝑢(𝜏);𝐷 (𝑦𝑛, 𝜌𝑛)) ≥ 𝜖, ∀𝜏 ∈ [𝑡, 𝜏𝑛]}, (3.71)

which is well-defined for all sufficiently large n. Then 𝜹(𝑢(𝑠𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 𝜖 . Define 𝜆max(𝑠𝑛) as in
the statement of the result. By Lemma 3.4, it follows that 𝑠𝑛 + 𝑐0𝜆max(𝑠𝑛)2 ≤ 𝜏𝑛 for all sufficiently
large n. The remaining claims hold by the choice of 𝑠𝑛. �

3.3. Proof of Theorem 1.8

Proof of Theorem 1.8. Assume the theorem is false. Let 𝐾 ≥ 1 and fix collision intervals [𝜎𝑛, 𝜏𝑛] ∈
C𝐾 (𝑦𝑛, 𝜌𝑛, 𝜖𝑛, 𝜂) as in Definition 3.1 and Lemma 3.3. We assume that 𝜂 > 0 is sufficiently small as in
Lemma 3.4 and let 𝜖 > 0 and 𝑠𝑛 be given by Corollary 3.5, so we have

𝜹(𝑢(𝑠𝑛), 𝐷 (𝑦𝑛, 𝜌𝑛)) = 𝜖 . (3.72)

Let 𝑀𝑛 be a sequence of non-negative integers, Q(𝝎𝑛) a sequence of 𝑀𝑛-bubble configurations, and
𝜈𝑛 ∈ (0,∞)𝑀𝑛+1, 𝜉𝑛 ∈ (0,∞)𝑀𝑛+1 sequences so that

𝜖 ≤ d(𝑢(𝑠𝑛),Q(𝝎𝑛);𝐷 (𝑦𝑛, 𝜌𝑛); 𝜈𝑛, 𝜉𝑛) ≤ 2𝜖 . (3.73)

We fix a choice of 𝜉𝑛, 𝜈𝑛 (the first components of the vectors 𝜉𝑛, 𝜈𝑛) as in Remark 3.2 so that (3.2) and
(3.3) hold. Defining 𝜆max,𝑛 = 𝜆max(𝑠𝑛) as in Corollary 3.5, we have that [𝑠𝑛, 𝑠𝑛 + 𝑐0𝜆

2
max,𝑛] ⊂ [𝜎𝑛, 𝜏𝑛]

and moreover that

𝜹(𝑢(𝑡);𝐷 (𝑦𝑛, 𝜌𝑛)) ≥ 𝜖, ∀𝑡 ∈ [𝑠𝑛, 𝑠𝑛 + 𝑐0𝜆
2
max,𝑛] (3.74)

for all n sufficiently large. Since sup𝑡<𝑇+ 𝐸 (𝑢(𝑡)) < ∞ we can, after passing to a subsequence, assume
𝑀𝑛 = 𝑀 for some fixed integer M and that the constant 𝜔𝑛 ∈ S2 in the M-bubble configuration Q(𝝎𝑛)
are fixed (i.e., 𝜔𝑛 = 𝜔 ∈ S2).

We claim there exists 𝑐1 > 0 such that for all 𝑛 ≥ 𝑛0,

𝜆2
max,𝑛‖T (𝑢(𝑡))‖2

𝐿2 ≥ 𝑐1, ∀𝑡 ∈ [𝑠𝑛, 𝑠𝑛 + 𝑐0𝜆
2
max,𝑛] . (3.75)

If not, we could find a sequence 𝑡𝑛 ∈ [𝑠𝑛, 𝑠𝑛 + 𝑐0𝜆
2
max,𝑛] ⊂ [𝜎𝑛, 𝜏𝑛] such that

lim
𝑛→∞

𝜆max,𝑛‖T (𝑢(𝑡𝑛))‖𝐿2 = 0. (3.76)

https://doi.org/10.1017/fmp.2024.15 Published online by Cambridge University Press

https://doi.org/10.1017/fmp.2024.15


Forum of Mathematics, Pi 31

By the Compactness Lemma 2.15, for all 𝑥𝑛 ∈ R2, there exists a subsequence of the 𝑢(𝑡𝑛) and a sequence
𝑅𝑛 (𝑥𝑛) → ∞, such that, for any sequence 1 � �̆�𝑛 � 𝑅𝑛 (𝑥𝑛),

lim
𝑛→∞

𝜹(𝑢(𝑡𝑛);𝐷 (𝑥𝑛, �̆�𝑛𝜆max,𝑛)) = 0. (3.77)

By Lemma 2.9, we also have that

lim
𝑛→∞

𝐸 (𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 4𝐾𝜋, (3.78)

where here we have used that | [𝜎𝑛, 𝜏𝑛] | � 𝜌2
𝑛 to propagate Property (4) from Definition 3.1 from time

𝜎𝑛 to time 𝑡𝑛. Note also that 𝜌2
𝑛 � 𝜉2

𝑛 � 𝜏𝑛 − 𝜎𝑛 and Corollary 3.5 ensure that 𝜉𝑛 � 𝜆max,𝑛.
We claim that after passing to a subsequence, there exists an integer 𝐿 > 0, sequences 𝑥ℓ,𝑛 for each

ℓ ∈ {1, . . . , 𝐿}, a number 𝑅 ≥ 2, and a sequence 1 � 𝑅𝑛 � 𝜆−1
max,𝑛𝜉𝑛 so that

𝐸
(
𝑢(𝑠𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑅𝜆max,𝑛

)
≤ 𝜋

2
, (3.79)

and

𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛) ∩ 𝐷 (𝑥ℓ′,𝑛, 𝑅𝑛𝜆max,𝑛) = ∅ (3.80)

for any ℓ ≠ ℓ′. We find the points 𝑥ℓ,𝑛 as follows. Passing to a subsequence, we can assume the existence
of the limits

lim
𝑛→∞

|𝑎(𝜔 𝑗 ,𝑛) − 𝑎(𝜔𝑘,𝑛) |
𝜆max,𝑛

∈ [0,∞] (3.81)

for each 𝑗 ≠ 𝑘 . We define the index sets

L( 𝑗) :=
{
𝑗 and any index 𝑘 ∈ {1, . . . , 𝑀} such that lim

𝑛→∞

|𝑎(𝜔 𝑗 ,𝑛) − 𝑎(𝜔𝑘,𝑛) |
𝜆max,𝑛

< ∞
}

(3.82)

and note that for any distinct indices 𝑗 , 𝑗 ′ either L( 𝑗) = L( 𝑗 ′) or they are disjoint. For each n and
for each of the sets L( 𝑗), we let 𝑥L( 𝑗) ,𝑛 denote the barycenter of the points 𝑎(𝜔 𝑗1 ,𝑛), . . . , 𝑎(𝜔 𝑗#L( 𝑗) ,𝑛)
where each 𝑗𝑘 ∈ L( 𝑗). There are 𝐿 ≤ 𝑀 many distinct index sets L( 𝑗), and we let {𝑥ℓ,𝑛}𝐿ℓ=1 be an
enumeration of the distinct 𝑥L( 𝑗) ,𝑛.

Next, from (3.73), Lemma 2.4 and the definitions of d and 𝜆max,𝑛 we can find 𝑅1 ≥ 2 so that

𝐸
(
𝑢(𝑠𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝑀⋃
𝑗=1
𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝑅1𝜆max,𝑛)

)
≤ 𝜋

2
(3.83)

for all sufficiently large n. From the above and the definition of the 𝑥ℓ,𝑛, we can find 𝑅 ≥ 𝑅1 so that (3.79)
holds. The existence of a sequence 1 � 𝑅𝑛 � 𝜆−1

max,𝑛𝜉𝑛 so that (3.80) holds follows from definition of
the 𝑥ℓ,𝑛.

Consider each of the sequences 𝑥ℓ,𝑛 as the 𝑥𝑛 in (3.77) and find corresponding sequences 𝑅ℓ,𝑛 so
that for any sequence �̆�𝑛 ≤ 𝑅ℓ,𝑛,

lim
𝑛→∞

𝜹(𝑢(𝑡𝑛);𝐷 (𝑥ℓ,𝑛, �̆�𝑛𝜆max,𝑛)) = 0, ℓ = 1, . . . , 𝐿. (3.84)

Enlarge the sequence 𝜉𝑛 to a sequence 𝜉𝑛 as in Remark (3.2) (i.e., so that 𝜉𝑛 � 𝜉𝑛 � 𝜌𝑛). Then,
since all of the 𝑥ℓ,𝑛 ∈ 𝐷 (𝑦𝑛, 𝜉𝑛) and 𝜆max,𝑛 � 𝜉𝑛, we have

lim
𝑛→∞

𝜆max,𝑛

dist(𝑥ℓ,𝑛, 𝜕𝐷 (𝑦𝑛, 𝜉𝑛))
= 0 (3.85)
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for each ℓ. We can thus find a sequence 𝑅𝑛 ≤ min{𝑅𝑛, 𝑅ℓ,𝑛}ℓ=1,...,𝐿 such that 𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛) ⊂
𝐷 (𝑦𝑛, 𝜉𝑛) for each ℓ.

Enlarging the excised discs (replacing R by 𝑅𝑛) in (3.79), we obtain

𝐸
(
𝑢(𝑠𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛

)
≤ 𝜋

2
. (3.86)

We use Lemma 2.9 to propagate this bound forward to time 𝑡𝑛, giving

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛

)
≤ 𝜋. (3.87)

However, by (3.84) (replacing 𝑅1,𝑛 by 𝑅𝑛), we can find integers 𝐾ℓ so that

𝐸 (𝑢(𝑡𝑛);𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛)) → 4𝐾ℓ𝜋 as 𝑛→ ∞ (3.88)

for each ℓ ∈ {1, . . . , 𝐿}. Combining the above with (3.78), we see that

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛)
)
= 4𝐾𝜋 −

𝐿∑
ℓ=1

4𝐾ℓ𝜋. (3.89)

Comparing the above with (3.87), it follows that
∑
ℓ 4𝐾ℓ𝜋 = 4𝐾𝜋, and thus,

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛) \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛)
)
= 0. (3.90)

From (3.84) and the definition of 𝑅𝑛, we have

lim
𝑛→∞

𝐿∑
ℓ=1

𝜹(𝑢(𝑡𝑛);𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛)) = 0 (3.91)

and moreover that the discs 𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛) are disjoint by (3.80) and the choice of 𝑅𝑛 ≤ 𝑅𝑛.
Combining (3.91), (3.85), the disjointness of the discs 𝐷 (𝑥ℓ,𝑛, 𝑅𝑛𝜆max,𝑛), (3.90), and Remark 3.2, we
conclude that

lim
𝑛→∞

𝜹(𝑢(𝑡𝑛);𝐷 (𝑦𝑛, 𝜌𝑛)) = 0, (3.92)

which contradicts (3.74), proving (3.75).
By (3.75), we have∑

𝑛

∫ 𝑠𝑛+𝑐0𝜆max (𝑠𝑛)2

𝑠𝑛

‖T (𝑢(𝑡))‖2
𝐿2 d𝑡 ≥ 𝑐1

∑
𝑛

∫ 𝑠𝑛+𝑐0𝜆max (𝑠𝑛)2

𝑠𝑛

𝜆max(𝑠𝑛)−2 d𝑡 ≥ 𝑐0𝑐1
∑
𝑛

1 = ∞.

However, since the intervals [𝜎𝑛, 𝜏𝑛] are disjoint, the above contradicts the bound (2.12) – that is,∑
𝑛

∫ 𝑠𝑛+𝑐0𝜆max (𝑠𝑛)2

𝑠𝑛

‖T (𝑢(𝑡))‖2
𝐿2 d𝑡 ≤

∫ 𝑇+

0
‖T (𝑢(𝑡)‖2

𝐿2 d𝑡 < ∞, (3.93)

which completes the proof. �

3.4. Proof of Theorem 1.1

In this section, we prove Theorem 1.1 using Theorem 1.8 as a main ingredient in the proof.
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Proof of Theorem 1.1. We consider the case of finite time blow-up (i.e.,𝑇+ < ∞), noting that the analysis
for the global case is similar.

Let 𝐿 ≥ 1 and {𝑥ℓ }𝐿ℓ=1 be the bubbling points given by the local theory of Struwe in Theorem 2.7.
Let 𝜌0 > 0 be sufficiently small so that 𝐷 (𝑥ℓ ; 2𝜌0) ∩ 𝐷 (𝑥𝑚; 2𝜌0) = ∅ for each ℓ ≠ 𝑚. By Theorem 2.7,
we have that

lim
𝑡→𝑇+

𝐸
(
𝑢(𝑡) − 𝑢∗;R2 \

𝐿⋃
ℓ=1

𝐷 (𝑥ℓ ; 𝜌0)
)
= 0. (3.94)

By Lemma 2.13, we know that for each ℓ,

lim
𝑡→𝑇+

𝐸
(
𝑢(𝑡) − 𝑢∗;𝐷 (𝑥ℓ ; 𝜌0) \ 𝐷 (𝑥ℓ ;

√
𝑇+ − 𝑡)

)
= 0, (3.95)

and since 𝑢∗ ∈ E ,

lim
𝑡→𝑇+

𝐸
(
𝑢∗;𝐷 (𝑥ℓ ;

√
𝑇+ − 𝑡)

)
= 0 (3.96)

for each ℓ ∈ {1, . . . , 𝐿}. Hence, it suffices to examine the solution 𝑢(𝑡) in the discs 𝐷 (𝑥ℓ ;
√
𝑇+ − 𝑡) for

each ℓ ∈ {1, . . . , 𝐿}. Fix an ℓ and, to ease notation, we write 𝑦 = 𝑥ℓ below. By Theorem 1.8, we know
that for 𝜌(𝑡) :=

√
𝑇+ − 𝑡, we have,

lim
𝑡→𝑇+

𝜹(𝑢(𝑡);𝐷 (𝑦, 𝜌(𝑡))) = 0. (3.97)

Now, let 𝑡𝑛 → 𝑇+ be any sequence of times. By the above, we can find a sequence
1 ≤ 𝑀𝑛 ≤ (4𝜋)−1𝐸 (𝑢0), a sequence of 𝑀𝑛-bubble configurations Q(𝝎𝑛), and sequences 𝜈𝑛 =
(𝜈𝑛, 𝜈1,𝑛, . . . , 𝜈𝑀𝑛 ,𝑛), 𝜉𝑛 = (𝜉𝑛, 𝜉1,𝑛, . . . , 𝜉𝑀𝑛 ,𝑛) such that

lim
𝑛→∞

d(𝑢(𝑡𝑛),Q(𝝎𝑛);𝐷 (𝑦, 𝜌(𝑡𝑛)); 𝜈𝑛, 𝜉𝑛) = 0. (3.98)

Passing to a subsequence of the 𝑡𝑛, we may assume that 𝑀𝑛 = 𝑀 is a fixed integer and that the constants
𝜔𝑛 ∈ S2 in the M-bubble configurations Q(𝝎𝑛) are fixed (i.e., 𝜔𝑛 = 𝜔 ∈ S2). This proves the estimate
(1.10).

Since each of the 𝜔 𝑗 ,𝑛 is a harmonic map (and thus T (𝜔 𝑗 ,𝑛) = 0), these sequences satisfy the
hypothesis of the Compactness Lemma 2.15. Therefore, after passing to a joint subsequence, for each
𝑗 ∈ {1, . . . , 𝑀}, we can find integers 𝑀 𝑗 ≥ 0, harmonic maps 𝜃 𝑗 ,0, 𝜃 𝑗 ,1, . . . 𝜃 𝑗 ,𝑀 𝑗 (where only 𝜃 𝑗 ,0
is possibly constant), along with sequences of vectors 𝑏 𝑗 ,𝑘,𝑛 ∈ 𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝐶 𝑗𝜆(𝜔 𝑗 ,𝑛)) and scales
𝜇 𝑗 ,𝑘,𝑛 � 𝜆(𝜔 𝑗 ,𝑛) satisfying (2.65), (2.66) and so that

lim
𝑛→∞

[
𝐸
(
𝜔 𝑗 ,𝑛 − 𝜃 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,)
𝜆(𝜔 𝑗 ,𝑛)

)
−

𝑀 𝑗∑
𝑘=1

(
𝜃 𝑗 ,𝑘

( · − 𝑏 𝑗 ,𝑘,𝑛
𝜇 𝑗 ,𝑘,𝑛

)
− 𝜃 𝑗 ,𝑘 (∞)

)
;𝐷 𝑗 ,𝑛

)

+



𝜔 𝑗 ,𝑛 − 𝜃 𝑗 ,0

( · − 𝑎(𝜔 𝑗 ,)
𝜆(𝜔 𝑗 ,𝑛)

)
−

𝑀 𝑗∑
𝑘=1

(
𝜃 𝑗 ,𝑘

( · − 𝑏 𝑗 ,𝑘,𝑛
𝜇 𝑗 ,𝑘,𝑛

)
− 𝜃 𝑗 ,𝑘 (∞)

)



𝐿∞ (𝐷 𝑗,𝑛)

]
= 0, (3.99)

where 𝐷 𝑗 ,𝑛 := 𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝑅𝑛𝜆(𝜔 𝑗 ,𝑛)) for some sequence 𝑅𝑛 → ∞, and where for each fixed j,

lim
𝑛→∞

∑
𝑘≠𝑘′

( 𝜇 𝑗 ,𝑘,𝑛
𝜇 𝑗 ,𝑘′,𝑛

+
𝜇 𝑗 ,𝑘′,𝑛

𝜇 𝑗 ,𝑘,𝑛
+
|𝑏 𝑗 ,𝑘,𝑛 − 𝑏 𝑗 ,𝑘′,𝑛 |2

𝜇 𝑗 ,𝑘,𝑛𝜇 𝑗 ,𝑘′,𝑛

)−1
= 0. (3.100)
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To make the notation for the scales and centers of the harmonic maps above more uniform, we also
introduce the notation

𝜇 𝑗 ,0,𝑛 := 𝜆(𝜔 𝑗 ,𝑛), 𝑏 𝑗 ,0,𝑛 := 𝑎(𝜔 𝑗 ,𝑛). (3.101)

Our goal is to find a collection of asymptotically orthogonal triples (𝜔 𝑗 , 𝑎 𝑗 ,𝑛, 𝜆 𝑗 ,𝑛) as in the statement of
Theorem 1.1. The sequences {(𝜃 𝑗 ,𝑘 , 𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛)}

𝑗=𝑀,𝑘=𝑀 𝑗

𝑗=1,𝑘=0 are not guaranteed to be such a collection.
While (3.100) holds for each fixed j, the triples (𝜃 𝑗 ,𝑘 , 𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛) and (𝜃 𝑗′,𝑘′ , 𝑏 𝑗′,𝑘′,𝑛, 𝜇 𝑗′,𝑘′,𝑛) with
𝑗 ≠ 𝑗 ′ might not be asymptotically orthogonal. As in Definition 3.7 and the proof of Lemma 3.4, we
define the set of indices R to be those associated to the roots (i.e., the maximal elements of the sequences
𝔥 𝑗 = {𝜔 𝑗 ,𝑛} of harmonic maps under the partial order �). For each root 𝔥 𝑗0 , we define the bubble tree

T ( 𝑗0) := {𝔥 𝑗 � 𝔥 𝑗0 }.

Let 𝐶0 > 0 be large enough so that 𝔥 𝑗 ≺ 𝔥 𝑗0 implies 𝐷 (𝑎(𝜔 𝑗 ,𝑛), 𝜆(𝜔 𝑗 ,𝑛)) ⊂ 𝐷 (𝑎(𝜔 𝑗0 ,𝑛), 𝐶0𝜆(𝜔 𝑗0 ,𝑛))
for all n. The collection of all harmonic maps, together with scales and centers, concentrating inside the
discs 𝐷 (𝑎(𝜔 𝑗0 ,𝑛), 𝐶0𝜆(𝜔 𝑗0 ,𝑛)) equals⋃

𝔥 𝑗 ∈T ( 𝑗0)
{(𝜃 𝑗 ,𝑘 , 𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛)}

𝑀 𝑗

𝑘=0. (3.102)

We let

K( 𝑗 , 𝑘) :=
{
( 𝑗 , 𝑘) and any ( 𝑗 ′, 𝑘 ′) associated to a triple (𝜔 𝑗′,𝑘′ , 𝑏 𝑗′,𝑘′,𝑛, 𝜇 𝑗′,𝑘′,𝑛)

not asymptotically orthogonal to (𝜔 𝑗 ,𝑘 , 𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛)
}

(3.103)

If #K( 𝑗 , 𝑘) = 1, we keep the triple (𝜃 𝑗 ,𝑘 , 𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛) in our final collection – note that (1.9) and
(1.14) will be consequences of (3.98) (3.99), and (2.65) (2.66). Now consider a set of indices ( 𝑗1, 𝑘1)
with 𝔥 𝑗1 ∈ T ( 𝑗0) and such that #K( 𝑗1, 𝑘1) ≥ 2. After performing a fixed (in n) rescaling and translation
of each harmonic map 𝜃 𝑗 ,𝑘 associated to an index ( 𝑗 , 𝑘) ∈ K( 𝑗1, 𝑘1), we may assume that

𝑏 𝑗 ,𝑘,𝑛 = 𝑏 𝑗1 ,𝑘1 ,𝑛 and 𝜇 𝑗 ,𝑘,𝑛 = 𝜇 𝑗1 ,𝑘1 ,𝑛, ∀( 𝑗 , 𝑘) ∈ K( 𝑗1, 𝑘1), (3.104)

and to simplify notation below, we simply write 𝑏𝑛 = 𝑏 𝑗1 ,𝑘1 ,𝑛 and 𝜇𝑛 = 𝜇 𝑗1 ,𝑘1 ,𝑛. By (3.98) and (3.99),
we can also find 𝑟𝑛 → ∞ a number 𝐶1 > 0, an integer 𝐿1 ≥ 0, and a finite number of sequences of discs
𝐷 (𝑐ℓ,𝑛, 𝜌𝑛,ℓ) ⊂ 𝐷 (𝑏𝑛, 𝐶1𝜇𝑛) for ℓ ∈ {1, . . . , 𝐿1} and with

𝜌ℓ,𝑛
dist(𝑐ℓ,𝑛, 𝜕𝐷 (𝑏𝑛, 𝐶1𝜇𝑛))

→ 0 as 𝑛→ ∞ (3.105)

so that

lim
𝑛→∞

𝐸 (𝑢(𝑡𝑛);𝐷 (𝑐ℓ,𝑛, 2𝜌ℓ,𝑛) \ 𝐷 (𝑐ℓ,𝑛,
1
2
𝜌ℓ,𝑛)) = 0 (3.106)

and

lim
𝑛→∞

𝐸 (𝑢𝑛;𝐷 (𝑏𝑛, 2𝑟𝑛𝜇𝑛) \ 𝐷 (𝑏𝑛,
1
2
𝑟𝑛𝜇𝑛)) = 0 (3.107)

and

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛) −

∑
( 𝑗 ,𝑘) ∈K( 𝑗1 ,𝑘1)

(
𝜃 𝑗 ,𝑘 (

· − 𝑏𝑛
𝜇𝑛

) − 𝜃 𝑗 ,𝑘 (∞)
)
;𝐷 (𝑏𝑛, 𝑟𝑛𝜇𝑛) \

𝐿1⋃
ℓ=1

𝐷 (𝑐𝑛,ℓ , 𝜌𝑛,ℓ)
)
= 0. (3.108)
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By Theorem 1.8 and (3.107), we know that,

lim
𝑛→∞

𝜹(𝑢(𝑡𝑛);𝐷 (𝑏𝑛, 𝑟𝑛𝜇𝑛)) = 0. (3.109)

This means that, after passing to a subsequence, we can find an integer 𝑀 𝑗1 ,𝑘1 , a sequence of
𝑀 𝑗1 ,𝑘1 -bubble configurations Q(𝛀𝑛), with the nontrivial harmonic maps denoted by Ω𝑚,𝑛 for
𝑚 ∈ {1, . . . , 𝑀 𝑗1 ,𝑘1 }, sequences ̃𝜈𝑛 = (�̃�𝑛, �̃�1,𝑛, . . . , �̃�𝑀 𝑗1 ,𝑘1 ,𝑛

) and ̃𝜉𝑛 = (𝜉𝑛, 𝜉1,𝑛, . . . , 𝜉𝑀 𝑗1 ,𝑘1 ,𝑛
), so that

d(𝑢(𝑡𝑛),Q(Ω∞,𝑛,𝛀𝑛);𝐷 (𝑏𝑛, 𝑟𝑛𝜇𝑛); ̃𝜈𝑛, ̃𝜉𝑛) → 0 as 𝑛→ ∞. (3.110)

Consider the centers and scales 𝑎(Ω𝑚,𝑛), 𝜆(Ω𝑚,𝑛) associated to the harmonic mapsΩ𝑚,𝑛. Using (3.105),
(3.106) (3.107) and (3.108), we see that there are only two possible cases.

Case 1: All of the harmonic maps Ω𝑛,𝑚 concentrate within the discs
⋃𝐿1
ℓ=1 𝐷 (𝑐ℓ,𝑛, 𝜌ℓ,𝑛) (i.e., for

each 𝑚 ∈ {1, . . . , 𝑀 𝑗1 ,𝑘1 }, we have 𝐷 (𝑎(Ω𝑚,𝑛), 𝜆(Ω𝑚,𝑛)) ⊂ 𝐷 (𝑐ℓ,𝑛, 𝜌ℓ,𝑛) for some ℓ ∈ {1, . . . , 𝐿1}).
This means that

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛);𝐷 (𝑏𝑛, 𝑟𝑛𝜇𝑛) \

𝐿1⋃
ℓ=1

𝐷 (𝑐ℓ,𝑛, 𝜌ℓ,𝑛)
)
= 0. (3.111)

In fact, comparing the above with (3.108), one can deduce that the harmonic maps∑
( 𝑗 ,𝑘) ∈K( 𝑗1 ,𝑘1)

(𝜃 𝑗 ,𝑘 (𝑥) − 𝜃 𝑗 ,𝑘 (∞)) = constant ∈ R3.

In this case, we discard all of the harmonic maps with indices ( 𝑗 , 𝑘) ∈ K( 𝑗1, 𝑘1) from the final collection.
Case 2: Exactly one of the harmonic maps Ω𝑚1 ,𝑛 has scale 𝜆(Ω𝑚1 ,𝑛) � 𝜇𝑛 and center |𝑎(Ω𝑚1 ,𝑛) −

𝑏𝑛 | � 𝜇𝑛, and the rest concentrate within the discs
⋃𝐿1
ℓ=1 𝐷 (𝑐ℓ,𝑛, 𝜌ℓ,𝑛). We then have

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛) −Ω𝑚1 ,𝑛;𝐷 (𝑏𝑛, 𝑟𝑛𝜇𝑛) \

𝐿1⋃
ℓ=1

𝐷 (𝑐ℓ,𝑛, 𝜌ℓ,𝑛)
)
= 0 (3.112)

and

lim
𝑛→∞




𝑢(𝑡𝑛) −Ω𝑚1 ,𝑛





𝐿∞ (𝐷 (𝑏𝑛 ,𝑟𝑛𝜇𝑛)\

⋃𝐿1
ℓ=1 𝐷 (𝑐ℓ,𝑛 ,𝜌ℓ,𝑛))

= 0. (3.113)

By another application of the Compactness Lemma 2.15, we can find a nontrivial harmonic map, which
we label Θ 𝑗1 ,𝑘1 , a non-negative integer P, scales 𝜈𝑝,𝑛 � 𝜇𝑛, centers 𝑑𝑝,𝑛, and nontrivial harmonic maps
Θ𝑝 , satisfying (2.65) and (2.66), and so that

lim
𝑛→∞

[
𝐸
(
Ω𝑚1 ,𝑛 − Θ 𝑗1 ,𝑘1

( · − 𝑏𝑛
𝜇𝑛

)
−

𝑃∑
𝑝=1

(
Θ𝑝

( · − 𝑑𝑝,𝑛
𝜈𝑝,𝑛

)
− Θ𝑝 (∞)

)
;𝐷 (𝑏𝑛, 𝑟𝑛𝜇𝑛)

)

+



Ω𝑚1 ,𝑛 − Θ 𝑗1 ,𝑘1

( · − 𝑏𝑛
𝜇𝑛

)
−

𝑃∑
𝑝=1

(
Θ𝑝

( · − 𝑑𝑝,𝑛
𝜈𝑝,𝑛

)
− Θ𝑝 (∞)

)



𝐿∞ (𝐷 (𝑏𝑛 ,𝑟𝑛𝜇𝑛))

]
= 0 (3.114)

We know that the harmonic map Θ 𝑗1 ,𝑘1 must be nontrivial because of (3.112) together with (3.108),
where the latter ensures that energy cannot concentrate within the region

𝐷 (𝑏𝑛, 𝑟𝑛𝜇𝑛) \
𝐿1⋃
ℓ=1

𝐷 (𝑐ℓ,𝑛, 𝜌ℓ,𝑛)
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at scales smaller than 𝜇𝑛. Indeed, by (3.108), the scales and centers of the nontrivial harmonic maps Θ𝑝

must all concentrate within the discs
⋃𝐿1
ℓ=1 𝐷 (𝑐ℓ,𝑛, 𝜌ℓ,𝑛), and we can conclude that

lim
𝑛→∞

𝐸
(
𝑢(𝑡𝑛) − Θ 𝑗1 ,𝑘1 (

· − 𝑏𝑛
𝜇𝑛

);𝐷 (𝑏𝑛, 𝑟𝑛𝜇𝑛) \
𝐿1⋃
ℓ=1

𝐷 (𝑐ℓ,𝑛, 𝜌ℓ,𝑛)
)
= 0 (3.115)

and

lim
𝑛→∞




𝑢(𝑡𝑛) − Θ 𝑗1 ,𝑘1 (
· − 𝑏𝑛
𝜇𝑛

)




𝐿∞ (𝐷 (𝑏𝑛 ,𝑟𝑛𝜇𝑛)\

⋃𝐿1
ℓ=1 𝐷 (𝑐ℓ,𝑛 ,𝜌ℓ,𝑛))

= 0 (3.116)

In this case, we discard all the triples (𝜃 𝑗 ,𝑘 , 𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛) with indices ( 𝑗 , 𝑘) ∈ K( 𝑗1, 𝑘1) from the final
collection and replace them with the triple (Θ 𝑗1 ,𝑘1 , 𝑏 𝑗1 ,𝑘1 ,𝑛, 𝜇 𝑗1 ,𝑘1 ,𝑛).

To summarize, we keep for the final decomposition any triples (𝜃 𝑗 ,𝑘 , 𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛) with 𝔥 𝑗 ∈ T ( 𝑗0)
if #K( 𝑗 , 𝑘) = 1. If #K( 𝑗 , 𝑘) > 1, we discard all of the triples (𝜃 𝑗′,𝑘′ , 𝑏 𝑗′,𝑘′,𝑛, 𝜇 𝑗′,𝑘′,𝑛) with indices
𝑗 ′ ∈ K( 𝑗 , 𝑘) and, in the event of Case 2 above, we replace them withΘ 𝑗 ,𝑘 , 𝑏 𝑗 ,𝑘,𝑛, 𝜇 𝑗 ,𝑘,𝑛. We perform this
analysis for each index 𝑗0 ∈ R, resulting in a final collection of triples that are mutually asymptotically
orthogonal and satisfy the conclusions of the theorem. �
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