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Abstract

Machine learning (ML) techniques have emerged as a powerful tool for predicting weather and climate systems.
However,muchof the progress todate focuses onpredicting the short-termevolution of the atmosphere.Here,we look at
the potential for ML methodology to predict the evolution of the ocean. The presence of land in the domain is a key
difference between ocean modeling and previous work looking at atmospheric modeling. Here, we look to train
a convolutional neural network (CNN) to emulate a process-based General CirculationModel (GCM) of the ocean, in a
configuration which contains land. We assess performance on predictions over the entire domain and near to the land
(coastal points). Our results show that the CNN replicates the underlying GCM well when assessed over the entire
domain. RMS errors over the test dataset are low in comparison to the signal being predicted, and the CNNmodel gives
an order of magnitude improvement over a persistence forecast. When we partition the domain into near land and the
ocean interior and assess performance over these two regions,wesee that themodel performsnotablyworseover thenear
land region. Near land, RMS scores are comparable to those from a simple persistence forecast. Our results indicate that
ocean interaction with land is something the network struggles with and highlight that this is may be an area where
advanced ML techniques specifically designed for, or adapted for, the geosciences could bring further benefits.

Impact Statement

Process-based models provide excellent tools to understand and predict the earth system but are computationally
costly.Machine learning (ML) techniques are being leveraged to provide computationally cheapermodelswhich run
in a fraction of the time and have been shown to predict atmospheric weather at accuracies comparable to leading
operational forecast systems. To use ML-based models for ocean prediction, we need to consider the representation
of land—grid points which are not themselves modeled but influence the flow.We develop a CNN oceanmodel and
show that while the model has great predictive ability overall, near land the performance is poor. Simple methods
used elsewhere for the representation of land are not sufficient.Our results indicate that this is an areawhere newML
techniques need to be developed, and these must be tested by assessing performance close to land in isolation.
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1. Introduction

Accurate forecasting of weather and climate has huge societal benefits. However, the systems used for
these predictions are computationally expensive. Machine learning (ML) offers a new methodology with
the potential for faster and computationally cheaper forecast systems. Dueben and Bauer (2018) was one
of the first papers to assess the potential for ML-based weather prediction systems, training a deep neural
network to learn the evolution of a single 2D variable. Since this, there has been a growing interest in this
field. There are now numerous papers looking at training ML methods to learn the evolution of variables
from weather or climate observation datasets or from the output of General Circulation Models (GCMs).
Various network architectures have been applied to the problem, such as convolutional neural networks
(CNNs) (Scher, 2018; Scher and Messori, 2019; Weyn et al., 2019, 2020), reservoir computing
(Arcomano et al., 2020), and Residual Network architecture (Clare et al., 2021; Rasp and Thuerey, 2021).

More recently there have been substantial improvements in performance of these models (based on
RMS errors), with ML-based methods providing forecasts which are competitive with operational
Numerical Weather Prediction (NWP) systems. Specifically Pathak et al. (2022) used a Fourier neural
operator; Keisler (2022), Bi et al. (2023) and Lam et al. (2023) used graph neural networks; andChen et al.
(2023a) used a transformer-based architecture. All achieve excellent performance in comparison to the
European Centre for Medium-range Weather Forecasting (ECMWF) Integrated Forecasting System
(IFS), often bettering this system. Further developments in this area look to address the ensemble
prediction problem. Price et al. (2023) developed Gencast, an ensemble prediction model, and Chen
et al. (2023b) presented a transformer-based cascaded architecture. Compared against the ECMWF IFS
ensemble system both show huge skill, again often bettering the operational model.

There has also been interest in using data-driven models to address a wider array of problems.Watson-
Parris et al. (2022) proposed a benchmark for climate forecasting—highlighting the very different
requirements of this task in comparison to weather forecasting. A more general transformer architecture
is developed in the study by Nguyen et al. (2023), designed as a foundation model which can be used for a
wide range of weather and climate problems.

Despite the growing interest in this area, examples to date predominantly focus on atmospheric
forecasting, with few examples of the use of ML for ocean prediction. Furner et al. (2022) used a very
simple regression model to learn the dynamics of output from a GCM of a highly idealized ocean
configuration, with a focus on analyzing the underlying sensitivity of the regressor. The studies by Wang
et al. (2024) and Xiong et al. (2023) are the first examples we are aware of that attempt to model the entire
global oceanwithML techniques. Xiong et al. (2023) developedAI-GOMS, a Fourier-based autoencoder,
trained to predict ocean variables 1 day ahead. They use this to make autoregressive predictions up to
30 days ahead and compare this to FourCastNet (Pathak et al., 2022), an atmospheric MLmodel. Results
show AI-GOMS outperforms FourCastNet; however, it should be noted that FourCastNet has been
applied to the ocean forecast problem with no adjustments to adapt it to ocean modeling. Wang et al.
(2024) developed XiHe, a 1

12 ° global ocean model, using a hierarchical transformer framework, along
with specific land–ocean mask mechanism. This is trained to directly predict for lead times as far out as
60 days and compared to operational ocean forecast models. XiHe outperforms these operational models
on the assessment metrics, even as far out as 60 days.

While the dynamics of the ocean and atmosphere are similar in many ways, predicting the ocean raises
different challenges to atmospheric modeling. Here, we focus on the impact of including lateral boundaries
in the computational domain. Unlike atmospheric models, the oceans are laterally bounded by land, and
here, we consider the treatment of, and impact of, land. While we are only interested in the dynamics of the
ocean, this is impacted by the land, meaning the domain contains points that are not included in predictions,
yet still influence predictions. By contrast, atmospheric models tend to use a terrain following coordinate
system, which removes the technical issues of dealing with lateral boundaries.

This research looks to address the impact of land when modeling an ocean using CNNs—a technique
which has been used for atmospheric models with much success. We run the dynamic model MITgcm
(Marshall et al., 2004) in an idealized ocean channel configuration with two land peninsulas, and with
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simple atmospheric forcing, to create a dataset. Following the work of Scher (2018) and Weyn et al.
(2019), we then train a CNN to emulate the evolution of the MITgcm dataset. We assess results both over
the entire domain and by separating the domain into near land and ocean interior regions. While Wang
et al. (2024) specifically discussed the mechanism used for including land in the domain, neither they nor
Xiong et al. (2023) assessed the impact by looking specifically at results near land as we do here.

This paper begins in section 2 by discussing theMITgcm simulator configuration and resultant dataset
and the neural network architecture and training process. To avoid confusion, we refer to MITgcm as the
simulator, and references to “the model” refer to our CNN. Section 3 presented the performance of the
neural network. We discussed these results in more context in section 4. The paper concludes with
section 5.

2. Method

2.1. MITgcm simulation

We run a channel configuration ofMITgcmsimilar to that used in the study byMunday et al. (2015) to create
training, validation, and test datasets. The configuration runs with 10 km horizontal grid spacing, with
240 grid points in the x-direction and 104 grid points in the y-direction (the domain is 2400 km by 1040 km,
which is reduced from that used in the study byMunday et al. (2015) in order to reduce computation time in
training our CNN). There is a flat bottomed bathymetry, of depth 5 km, with 38 unevenly spaced z-levels.
The domain is bounded by land on theNorthern and Southern boundaries and has two peninsulas extending
North and South, as shown in Figure 1. At land boundaries, the boundary condition of no normal flow is
imposed. This enforces the insulating condition of no heat or mass transport through land boundaries
(i.e. temperature and sea surface height [SSH] cannot change due to interactionswith land). The domain has
periodic boundary conditions on the Eastern and Western boundaries.

Temperature is initialized with a linear meridional gradient at the surface, with maximum temperature
7°C in the North and minimum 0°C at the Southern boundary, and exponential decay through depth, with
a small amount of white Gaussian noise added. Surface restoring is applied for temperature, with a
restoring timescale of 10 days. A sinusoidal jet of wind is applied just North of the center of the domain

Figure 1.Example 12-hour averagedMITgcm fields for temperature, SSH, and Eastward andNorthward
velocity components.
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with a maximumwind stress of 0.2 Nm�2. The simulator is run with constant salinity of 35 PSU, meaning
it is effectively not an active simulator variable and consequently is not assessed. Further details about the
configuration can be found in the study by Munday et al. (2015). The main differences between the
configuration used here and that described in the study by Munday et al. (2015) are that we omit the
enhanced vertical diffusion at the Northern boundary and reduce the size of the channel.

The configuration is an idealized version of a Southern Ocean Channel configuration, with temper-
atures and wind forcing comparable to that found in the Southern Ocean, and the inclusion of land
peninsulas to disrupt the flow. While being idealized in many ways, this configuration gives rise to very
realistic and complicated dynamics, including a front in SSH and temperature, the formation of eddies
along the front, and jets in the currents.

The simulator is run from rest for 100 years. The first 50 years of data is considered to cover a period
during which the simulator is spinning up (adjusting from the initial conditions to more realistic ocean
dynamics) and so is discarded. The second 50 years is then used for training, testing, and validation
datasets with a 75:15:10 split, discussed below. The GCM runs with an internal time step of 10 minutes,
and we output 12-hour averaged fields for temperature, SSH, and U (Eastward) and V (Northward)
components of velocity.

Sample fields and are shown in Figure 1. We see there is a complex and detailed flow structure, with jets
and eddies present, along with a notable front in both temperature and SSH. Mean fields and standard
deviations calculated over the 37.5 year training dataset are shown in Figures 3 and 4. We see that the mean
structure is dominated bymeridional temperature andSSHgradients, and by anEastward current in the center
of the domain, driven by the wind forcing. The presence of the land peninsulas affect the mean flow, creating
meridional structure in the velocity field, and causing detailed structure around land in the temperature fields.
Standard deviations are highest in the center of the domain as expected; here, the Eastward flow is strongest
and there is a sharp front in temperature and SSH giving rise to a high energy field with numerous eddies.

2.2. Dataset

Inputs to our neural network are the prognostic simulator variables, except the constant salinity. Namely
3D fields of temperature and Eastward and Northward components of velocity, and 2D fields of SSH,
along with 2D fields of surface temperature flux and wind stress (the simulator boundary conditions).
These variable fields are all provided at a given time step (as 12-hour averaged fields valid at that time),
along with temporally fixed land–sea masks (see section 2.3 for details on this). The network output is the
change over the next 12 hours in temperature, SSH, and Eastward andNorthward components of velocity,
that is, the change in all simulator variables except salinity. Input and output data is normalized by
subtracting the mean and dividing by the range of each variable. This is done across all input variables and
output variables separately, that is, the mean and range of the input values of temperature are calculated.
These are calculated both spatially over the entire domain and over all samples in the training set. These
are then used to normalize all input values of temperature. Then, this same process is applied to all other
input variables and to all output variables. Appendix A shows the distribution of the dataset.

While the GCM runs with a 10-minute time step, we look at changes over a 12-hour period. Figure 2
gives an example of the changes seen over this time. This is because the internal time step of the GCM is
based on a need for numerical stability, which given the underlying mechanisms within the GCMmeans
running with short time steps. However, we focus on a prediction timescale over which changes in the
ocean are of interest, here taken to be 12 hours.

MITgcm runs on an Arakawa C grid, which means variables have different spatial dimensions and
positions. Specifically, Eastward and Northward components of velocities have an additional element in
the x and y direction in comparison to the temperature and SSH variables. And the Eastward and
Northward velocity points are located half a grid box to the East and South (respectively) of the
temperature and SSH points. As most ML methods, including CNNs (which are used in this work),
require all inputs to be on a consistently sized rectangular grid, we adapt the inputs for this. In the case of
Northward velocity, the additional point is located in the land boundary to the North of the domain, and so
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we simply exclude this row from our inputs. In the case of the Eastward velocities, the domain is periodic
in the East–West direction, which means the first and last column of Eastward velocity data are identical.
As such, we simply remove the additional (duplicated) column of Eastward velocity data. These changes
mean that all variables are represented on grids of the same size and shape.

As is common practice, we subsample the data to reduce auto-correlation.We use a subsampling rate of
5 (i.e. we take every fifth pair of input–output fields), as we feel this gives a reasonable balance between

Figure 2. Example 12-hour increments to MITgcm fields for temperature, SSH, and Eastward and
Northward velocity components.

Figure 3.MeanMITgcm fields for temperature, SSH, and Eastward andNorthward velocity components.
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reducing auto-correlation in the dataset and maintaining a large number of examples for training and
validation. Our dataset is split to give 75% of the data as training data (used to train the neural network),
15% validation data (used to assess and compare different versions of the network during development),
and a final 10% as test data (for reporting final statistics on). This is done sequentially so that the first
37.5 years are used for training, the next 7.5 years for validation, and the remaining 5 years for testing.

2.3. Treatment of land

To enable the network to understand the interactions between land and sea, the network is provided with
the land–seamasks. These are temporally fixed 3D fields consisting of ones and zeros, with ones denoting
grid locations that are ocean and zeros denoting locations that are land. There are three land–sea masks,
one denoting the location of land for temperature and SSH points, one for Eastward velocities, and one for
Northward velocities. The staggered grid used inMITgcmmeans that these different variables are located
in slightly different locations, and so separate land–sea masks are needed for each grid. All three land–sea
masks are given as inputs alongside the prognostic variables. Alongside this, physical inputs are all set to
zero at land points prior to data being normalized. This methodology is similar to the way MITgcm sees
land. We are not interested in how well the model performs over land, and so we mask the data before
calculating the loss function, meaning losses are always exactly zero over land points.

Providing the land–sea masks means the network is aware of where land is, and so the network is
theoretically able to capture the land–sea interactions present in the domain. This also allows for more
realistic, irregular coastline shapes to be used. This approach is similar to that taken byWang et al. (2024),
with the exception that we are not harnessing the computational gains that Wang et al. (2024) obtained by
removing calculations over some land regions due to the different architecture used here.

2.4. CNN setup

Following the work of Scher (2018), we train a U-Net style CNN (Ronneberger et al., 2015) to predict the
evolution of the ocean simulation. A schematic of the network is shown in Figure 5. The network is made
from combining various layers, all common to CNNs and U-Nets: convolution, batch norm, rectified

Figure 4. Standard deviation of temperature, SSH, and Eastward and Northward velocity components
from MITgcm dataset.
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linear (ReLu), max pooling, upsampling, and a custom padding layer. Our custom padding applies
circular padding at the East and West boundaries to replicate the periodic boundary conditions in the
MITgcm simulation and no padding at the North and South boundaries. We use a 3-by-3 kernel size and a
2-by-2 max pooling window, both with a stride of 1. The number of channels increases from 155 input
channels to 1024 channels at the deepest point of the network. This gives roughly 12.8 million trainable
parameters. We run with the Adam optimizer and a constant learning rate of 3:× 10�6. A variety of
architectures were tested, with varying kernel size, varying pooling windows, and using a 3D structure
rather than the current 2D structure, before selecting the current architecture based on performance over
the validation set.

The CNN structure used here with 2D input fields means that the interactions are local in the horizontal
and vertical, but global across variables and depth levels. Specifically, for any given point, the prediction
is dependent upon the values of all variables (including the land–seamasks), over all depth levels, within a
limited local horizontal region. Within the horizontal, predictions are most impacted by points directly
next to the point being forecast, but the pooling usedmeans that predictions are also impacted by points as
far as 8 grid cells away horizontally.

We train for 200 epochs, meaning during training the network iterates through the entire training dataset
200 times, incrementally improving performance with each epoch.We use a loss function of mean squared
error calculated over all variables at all points, with predictionsmasked so land points always give zero loss.

3. Results

3.1. Results over entire domain

Figure 6 shows the training evolution of RMS errors for predictions from the training and validation
datasets alongwith training errors separated out for each variable.We see that training is stable, and that by

Figure 5. Schematic of the neural network used.
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200 epochs, training gains are minimal. After 200 epochs, RMS errors over the training and validation
datasets are 1:96× 10�3 and 1:98× 10�3, respectively. We can see from the figure that the network
performs better over the velocity components than the temperature and SSH variables, with losses for the
Northward component of velocity being particularly low.

Density scatter plots for each variable are shown in Figure 7, note we use a log scale. We plot the true
increment against predicted increments for every grid point, including all depth levels, for in every sample
in the test dataset. A persistence forecast (used as a baseline comparison for this work) would result in
constant predictions of zero, that is, a line of data on y¼ 0. Here, we see that the performance is excellent
across all variables, with very tight agreement between truth and predictions. Performance appears best
for SSH, which shows very tight correlation.

To give an indication of how performance of the network varies spatially, Figure 8 shows RMS errors
for the four predicted variables. For each 3Dvariable, this is shown at two vertical levels below the surface
(this is the same depth shown in previous spatial plots). We see that the model performs well overall with
errors low in comparison to the magnitude of changes being predicted. In the interior of the domain, RMS
errors are less than 5% of the standard deviation of the dynamics, and near land this increases to
maximums around 10–15% (not shown). All four variables show similar spatial patterns with errors
largest in the center of the domain where the variability is highest and mean flow strongest, and large
errors near to land, particularly around Northern peninsular highlighting that these regions are hardest to
predict.

Figure 9 gives an example of the predicted increments from the neural network and the errors in these
predictions. Again these are shown at two depth levels below the surface for 3D fields and are for the same
sample (the same set of inputs), as shown in Figure 2. The predicted increments show detailed features
around the center of the channel where we know the majority of change is occurring. We see that the
predictions have a qualitatively realistic appearance, comparable to the real fields shown in Figure 2.
Specifically, we see the resolution of features is maintained, and frequency and intensity of features are
comparable. Errors for this particular example are low—at least an order of magnitude lower than the
signal. The SSH errors show an interesting spatial bias, indicating that perhaps the model is mis-
representing a broad scale dynamical mode. For the velocity components, we see that similarly to
Figure 8 the highest errors are located near land and in the center of the domain.

Figure 6. RMS error over training epochs, for the training and validation datasets, along with the
training dataset separated by variable. Here, variables are all normalized using the mean and range,
allowing fair comparison between variables.

e40-8 Rachel Furner et al.



The errors in temperature prediction show large errors in the North-East corner of the domain,
comparing this to Figure 1, we see this seems to be connected to a particular eddy. It should however
be noted that this is a single randomly chosen sample, and so one should not draw too many conclusions
from the particular errors seen here.

Table 1 showsRMS errors for each variable, averaged over thewhole domain and over every sample in
the test dataset. We show results from the neural network predictions and from a persistence forecast
baseline. A persistence forecast is where we predict zero change—as the ocean changes slowly, a
persistence forecast provides a good baselines for ocean models.

We also show the RMS errors from the network predictions normalized by the persistence forecast.
Normalized results quantify the improvement the network provides over the persistence forecast and
gives a meaningful way to compare performance across variables. Again, lower results indicate better
performance. Scores of one imply that the neural network gives equivalent skill to the persistence forecast
and scores lower (higher) than one indicate that the neural network has increased (reduced) skill over the
persistence forecast. We see from the normalized scores that SSH predictions perform the best, followed
by Northward velocity, and then Eastward velocity, with temperature performing the worst of all
variables. Though even temperature (the worst performing variable) gives an order of magnitude
improvement over the persistence forecast.

Figure 7. Log density scatter plots for predicted increments from the test dataset against true increments
for temperature (top left), SSH (top right), Eastward component of velocity (bottom left), and Northward
component of velocity (bottom right).
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Figure 8. Spatial RMS errors averaged over all samples in the test dataset.

Figure 9. Example predicted 12 hour increments to MITgcm fields for temperature, SHH, and Eastward
and Northward velocity components, from the test set.
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Comparing to a persistence baseline, and especially normalizing scores relative to this, gives an
indication as to whether RMS scores are low simply because very little is happening, or if RMS scores are
low because, despite there being lots of activity, the network is capturing the dynamics well. This baseline
allows us to separate the impact on RMS scores from the challenge of the configuration itself and the
impact from the skill of the network. When comparing across different variables, the normalized skill
score allows a fairer comparison, accounting for the different challenges posed by different variables.

3.2. Performance near land and over the ocean interior

Of particular interest to us is performance near land, and so we analyze that in more detail here.
Figure 8 shows that all variables have some of their highest errors near land. However, the patterns are
complex, with some near land regions performing better than others. Most variables have high errors
around the Northern peninsula which, due to the slight asymmetry in the flow (see Figure 3), has more
interaction with the peak current and fronts than the Southern peninsula. This interaction between the
complex dynamics (jets, eddies, and ocean fronts), and the land is a very challenging area, and so it not
surprising that we see the network struggle here. Elsewhere, performance varies across variables and
specific coastlines, for example, SSH and Eastward velocity errors are slightly elevated along the
Northern land boundary, but this does not occur along the Southern land boundary.We see that for most
variables, performance along the Southern boundary is good, with low RMS errors. This is likely due
to the underlying dynamics of the configuration; the Northern boundary is subject to greater vertical
dynamics given the larger temperature stratification and has more significant boundary dynamics than
the Southern boundary. The results imply that while the network struggles with land in regions with
very complex dynamics, simpler land–sea interactions may be well modeled by the network in its
current state.

We separate the domain into “coastal points,” that is, points which are within one grid cell (including
diagonally) of land, and “ocean interior,” and analyze these areas separately to give greater insight into the
impact of land on the model performance.

Figure 11 shows density scatter plots for each variable, for coastal points and for points in the ocean
interior.We see a dramatic difference between the two plots. Performance of the network on coastal points
is far worse than performance over the ocean interior for all variables, with much broader spread, and in
some cases a failure to capture any meaningful correlation. Eastward velocity has the best performance
near land, with the scatter plot showing some correlation, though the pattern is broader than that shown for
the ocean interior, and there are issues with the model incorrectly predicting zero for some near zero
values. Temperature performs particularly badly near land. The spread is very broad, and here, the model
incorrectly predicts zero in a large number of cases. SSH and Northward velocity show similar
performance near land, again patterns are very broad compared to performance over the ocean interior,
with very little correlation. By contrast, for all variables, the performance within the ocean interior shows
very strong correlations, as shown in Figure 7.

Table 1. RMS errors for predictions from the neural network and from a persistence forecast, along
with the neural network predictions normalized by the persistence forecast

Network predictions Persistence predictions Network predictions
Normalized by persistence

All variables 2:69 × 10�3 1:93 × 10�2 1:39 × 10�1

Temperature 4:26 × 10�3 2:9 × 10�2 1:47 × 10�1

SSH 7:85 × 10�4 1:29 × 10�2 6:11 × 10�2

Eastward velocity 1:3 × 10�3 9:13 × 10�3 1:43 × 10�1

Northward velocity 1:41 × 10�3 1:41 × 10�2 9:98 × 10�2
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Figure 10.Errors in the above predicted 12-hour increments toMITgcm fields for temperature, SHH, and
Eastward and Northward velocity components.

Figure 11. Log density scatter plots for coastal points for predicted increments from the test dataset
against true increments for temperature (top left), SSH (top right), Eastward component of velocity
(bottom left), and Northward component of velocity (bottom right), for coastal points (a) and ocean
interior points (b).
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Table 2 shows the RMS errors for each variable broken down into coastal points and ocean interior
points. When looking directly at RMS errors, we see that for most variables, RMS errors are lower for the
coastal region than for the ocean interior. However, comparing RMS errors in this way conflates impacts
frommodel skill with impacts from the difficulty of the forecast problem.Wewould expect that, as values
at these coastal points vary less than those in the ocean interior, predicting values heremay naturally result
in lower RMS errors than predicting the ocean interior. To avoid this, we again normalize the RMS errors
by a persistence forecast (that is a forecast of no change). These results show us the relative benefit of our
CNN model over this simple baseline forecast. As discussed previously, normalizing the scores by a
persistence baseline removes the impact of the difficulty of the forecasting problem, giving results which
allow us to better compare the skill of the network in these different areas. (As described earlier, a
normalized score of 1 implies the models are of equal skill, and scores lower (greater) than 1 show the
CNN to have increased (decreased) skill over the persistence forecast.) We see here that normalized RMS
scores for the ocean interior are an order of magnitude better than those at coastal points for all variables.
Notably, performance next to land is worse than the simple persistence forecast when looking at
temperature and Northward velocities, and when looking at the average over all variables combined.
For SSH and Eastward velocity, near land the CNN gives only very marginal improvements over a
persistence forecast. We see that while the network has notable skill predicting the ocean interior, near to
land the network is no better than a simple persistence prediction.

4. Discussion

Our results show that the CNNdoes a great job of predicting the ocean evolution, with errors generally less
than 5% of the standard deviation of the variable being modeled. However, performance differs between
the physical variables, with temperature giving larger overall errors than other variables. When we focus
on the impact of land, and look at performance near to land and in the ocean interior we see that the model
performs much better in the open ocean than it does near land. One important finding of our results is that
when assessing over the entire domain, issues at the boundary interface are often lost due to the orders of
magnitude difference between the number of boundary points and interior ocean points. To assess if
treatment of land is adequate, one needs to assess this in isolation from the ocean interior.

Regarding the poor performance near land, the representation of land used in this work provides the
network with the information needed to theoretically capture the concept of land, and therefore of land–
sea interactions. However, there are notable limitations of the approach used. Masking with zero values
means land is treated in a similar way to the zero padding often used in CNNs. Liu et al. (2023) discussed
the numerical artifacts which can occur as a consequence of this zero padding.We also note that by setting
physical variables to zero at land points, we are choosing a valuewhich has physicalmeaning outside of its
use as land representation (points are set to zero prior to normalization). For example, considering

Table 2. RMS errors and RMS errors normalized by persistence for the neural network predictions
broken down into coastal points and the ocean interior

RMS errors Normalized RMS errors

Coastal Ocean interior Coastal Ocean interior

All variables 3:73 × 10�4 2:69 × 10�3 1:05 1:38 × 10�1

Temperature 3:42 × 10�3 4:28 × 10�3 1:11 1:46 × 10�1

SSH 8:09 × 10�4 7:85 × 10�4 9:06 × 10�1 6:03 × 10�2

Eastward velocity 1:66 × 10�3 1:29 × 10�3 9:× 10�1 1:40 × 10�1

Northward velocity 1:72 × 10�3 1:4 × 10�3 1:03 9:8 × 10�2
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temperature, this means land–sea interactions are seen by the network as water of various temperatures at
the ocean interior meeting (generally colder) 0° water within land. The standard effect of this represen-
tation elsewhere in the domain would be mixing and cooling of the ocean and generation of eddies due to
the presence of sharp gradients. However, when oceanwater meets land the resulting impact should be for
there to be no change in temperature.With this representation, we are relying on the network having learnt,
based entirely on the land–sea masks, which instances of 0° water next to warmer water should lead to
mixing of temperatures, and which should lead to no mixing at all.

Amore ideal approach would be to use a value which has no other physical meaning tomask variables.
This would mean the network was less reliant on the land–sea masks to distinguish between which cases
of 0° water next to other temperature water should result in mixing, and which are cases of ocean points
next to land and should result in nomixing. In practice, however, this is tricky. Perceptually masking with
“NaN” (Not a Number) values would capture what is meant by land points. However, as neural networks
are based on matrix multiplication, any NaN values quickly propagate thorough the calculations and lead
toNaNs throughout the domain. Another approachwould be to use a valuewhich is outside of the limits of
the physical variables, for example, using �999 as the value for land points. However, this significantly
changes the distribution of the data, and we found it results in poor performance (not shown). We feel that
using zero, along with the land–sea masks, is the best available approach at present. Our results indicate
that this implementation is sufficient for generally good predictions and to capture fundamental coastal
dynamics in some regions. However, a better representation of land would likely improve performance,
especially in areas where the dynamics are particularly complicated.

It should be noted that only one form of architecture was assessed within this work, and an alternative
choice of architecture may improve performance near land. There are two potential issues associated with
land. Firstly, the presence of land results in an irregular grid, which CNNs in their native form are not
equipped to deal with. Liu et al. (2023) proposed a partial convolution method, intended for use with zero
padding at image boundaries, which is used byDurand et al. (2024) to effectively deal with the irregularity
of land in a CNN-based model. The results of the study by Durand et al. (2024) indicate that this approach
would likely improve performance near land in an oceanmodel such as the one studied here.We also note
that many recent applications of ML for atmospheric forecasts use graph neural networks (Lam et al.,
2023) or transformers (Bi et al., 2023), both of which more naturally deal with irregular domains and may
again show improvements for ocean models.

However, the second challenge is that the land itself impacts the ocean, impacting the dynamics
directly. While the above methods solve the irregularity of the domain, they do so by removing the land
entirely from the dataset. It is reasonable to expect that if spatial information (such as latitude and
longitude) is included in the model inputs, anyMLmethod could implicitly capture some of the impact of
land. However, by excluding land entirely, we would remove the explicit dynamic impact from the
dataset.

Another limitation of this work is that it considers just one configuration of a highly idealized
bathymetry. Further work should assess performance in configurations with more realistic, irregular
coastlines, and with varying bathymetry. Using a configuration with a variety of land boundary
geometries within it, and with sloping bathymetry near land, may enable the network to better learn
the dynamics of land–sea interactions and of the impact of bathymetry. Another potential avenue is to train
the network on a number of different configurations, each with different coastline geometries. Again this
approach may provide the network with a dataset which better demonstrates the underlying physics of
interactions with land, enabling the network to better learn this.

An important point we highlight here is that the poor performance of our model near land may be a
result of the optimisation-use dichotomy. There are many instances where the ways in which data-driven
models are used does not strictly overlap with their optimization task. In this instance, we note that earth
systemmodels are often used to give localized information for numerous areas within themodeled region.
By contrast, data-driven models are optimized to give good averaged performance. There may be times
when these two aims overlap, but this is not necessarily the case. Instead, as seen here, there may be
systematic biases within data-drivenmodels, meaning specific areas and/or specific types of dynamics are
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poorly modeled. While the optimization-use dichotomy exists to some extent in many modeling
techniques, including process-basedmodels, the fact that data-drivenmodels are produced purely through
an optimization procedure makes this issue more profound for these approaches. This potential mismatch
between the ways in which data-driven models are optimized, and the ways in which they are used
highlights the need for careful evaluation of data-driven models, and the importance of assessing many
different components of their performance. It is of course possible to weight the loss function to avoid the
issue seen here or to use attention mechanisms to focus the algorithm on coastal dynamics. However, in
general, systematic biases may not be obvious a priori, and only notable after careful analysis. While we
have only assessed a single architecture, here CNNs, and note there may be substantial improvements to
performance near land with other architectures, this optimization-use dichotomy is not linked to any
specific architecture, and may lead to issues with all data-driven approaches.

The issue of correctly modeling the impact of land within a ML-based model is certainly an area that
would benefit from further consideration. This is an area where developing new ML techniques
specifically suited to the geosciences, or adapting currently used techniques for the nuances of this
application, could bring huge benefit.

We looked to the field of Computational Fluid Dynamics (CFD) to see what approach is taken here,
as flow around a rigid body is a common CFD problem. A similar approach tends to be used, with
physical variables set to zero over non-fluid regions, and an additional field given as input which
identifies the location of fluid within the domain. There are, however, different approaches used for this
location field (our land–sea masks). Guo et al. (2016) used a Signed Distance Function (SDF) which
indicates not just the location of a boundary, but distance from it, along with whether a point is inside or
outside of the rigid body. This gives more global information about the nearness of a location to the
boundary. Later work in the study by Hennigh et al. (2017) instead used a simple binary input field (as is
done in our work), and of particular interest here, they find that in their case the complex SDF of Guo
et al. (2016) gives no notable improvement above their binary method. Ozaki and Aoyagi (2022) used a
smooth profile function, which labels regions of fluid and non-fluid with 0 and 1, respectively, and the
fluid–structure boundary is represented as numbers between 0 and 1. These papers all give good results
in modeling a variety of CFD rigid body problems, using U-NET style CNNs as we have used here.
However, very little analysis is given to the impact of the boundary treatment directly, with the
exception of Ozaki and Aoyagi (2022), which briefly notes the model struggles at the boundary. It is
worth considering if a more nuanced representation of land, in particular, a distance function similar to
that used in the study by Guo et al. (2016) might provide benefit; however, without specifically
analyzing results near the boundary, it is not possible to say if these methods give any benefit in the CFD
cases studied. Added to this, modeling the ocean differs from a rigid body problem in that there are a
number of coastlines, which have different impacts, and coastline shape and directionmatter as much as
distance from the coastline. It is not obvious that there are solutions from CFD research that would
easily be applied in an ocean modeling application.

When looking at the poor performance for temperature predictions, this may be due to the nature of
this data. Histograms of the data (Figures 12 and 13) show that temperature input data is far from
Gaussian, with a complicated distribution. There is an absolute minimum, with a truncated distribution
rather than a tail, and a number of peaks with varying intensity. By far, the largest peak is at the
minimum, due to the large proportion of cold water in the domain. The global ocean is dominated by
coldwater at depth—the warmer surface waters make up a very small percentage of total water. As such,
while the distribution here is specific to the configuration design, the large peak of very cold water,
along with the lack of tail at the lower end of the distribution, is representative of the ocean in general. It
is common practice in ML to standardize the dataset so that all variables exist on a similar scale, and
with a balance of positive and negative values, as this can speed up learning. The distribution of
temperature data is significantly different to other variables, especially the velocity variables, and so
poses a challenge. Evenwhen standardized the temperature data still has an extremely large peak right at
the lower limit of the scaled data, rather than the majority of data being located near the center of the
scale as is the case for the velocity data. The majority of temperature data becomes negative with
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standardization (rather than the data being split between positive and negative values), and many of the
data points remain of notably higher magnitude than the majority of other inputs, which may create an
additional challenge to the network. We note that while SSH also has data peaks toward the end of the
scales, this is much less extreme than the temperature data (note the scale on the y-axis in Figure 12), and
we see in Figure 6 that SSH also shows poorer training scores compared to the velocity data. While all
inputs impact the prediction of each variable, we would expect that the inputs for a specific variable
more heavily influence prediction of that variable, that is, predictions of temperature are based on the
current values of temperature, SSH, and both components of velocity, but we would expect them to be
most heavily dependent on the current values of temperature. As such, it may be that because the
temperature data is distributed with such an extreme peak at the very lower limit of the distribution, the
network struggles more when predicting this.

5. Conclusion

Recent examples in the literature show there is tremendous potential for data-driven weather prediction
systems, with results that are competitive with operational NWP forecast systems (Bi et al., 2023; Keisler,
2022; Pathak et al., 2022). However, themain focus to date has been on predicting atmospheric dynamics.
Here, we focus on an ocean application, assessing the potential for ML to emulate GCMs of the ocean.
Following Scher (2018), Scher andMessori (2019),Weyn et al. (2019) andWeyn et al. (2020), we develop
a U-net style CNN architecture and use this to learn the dynamics of a channel configuration of MITgcm.
A fundamental difference between modeling the ocean versus the atmosphere is the existence of land
points which influence the flow but are not themselves modeled. We address the presence of land by
providing the network with land–sea masks and masking all input and output data as zero at land points.
While this approach works from a practical sense, there are conceptual issues with this, which may
contribute to errors in the network predictions.

We show that the model performs well over the entire domain. Scatter plots show predictions are well
matched to the true evolution of the GCM, and the RMS error over the test set is 2:69× 10�3, an order of
magnitude better than a persistence forecast. While the persistence comparison is a fairly simple baseline,
we feel it is sufficient for this “proof of concept configuration” and serves well to distinguish between the
difficulty of the forecast problem and the skill of the neural network.

Spatial plots of RMS errors show that errors are largest in the areas we would expect where dynamics
are most complicated, predominantly in the center of the channel, where there are strong temperature and
SSH fronts. Errors are also high around land, though with some complexity to the pattern—generally
performance is better on the Southern land boundary than the Northern one, and performance along the
Northern boundary differs spatially across the variables. We see that along with exhibiting low errors, the
predictions are qualitatively reasonable. In particular, resolution, intensity, and frequency of features in
the predicted fields are comparable to those in the underlying GCM.

When we separate results near to land from those in the ocean interior, we see that performance is
considerably worse near to land. Scatter plots for predictions of coastal points have amuch broader spread
than those for the ocean interior. The model tends to incorrectly predict zero values in a lot of cases and, in
the case of temperature and Northward velocity, struggles to even capture the dominant signal. RMS
errors normalized by a persistence forecast go from 1:38× 10�1 in the ocean interior to 1:05 for coastal
points, and results are roughly an order of magnitude worse for all variables. Near to land, the model adds
no skill over a simple persistence forecast—though in the ocean interior, the model has considerable
additional skill. These results indicate that the approach takenwith landmay be sufficient in some regions,
but is serious lacking in others, and that a different approach is needed. These results also show that the
performance over the entire domain is dominated by performance over the ocean interior, and near land
points must be assessed on their own to give an indication of how well a model deals with land–sea
interactions.

This work acts as a proof of concept for data-driven prediction systems for the ocean and shows these
systems have promise. However, further development is needed. In particular, the representation of land
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within CNN-based ocean models needs careful consideration and assessment. This performance may be
improved with alternative ML-based approaches, such as graph neural networks or transformers, or by
using partial convolutions within the CNN approach. There may also be considerable scope for ML
methods to be created or adapted, in order to the improve representation of land within MLmodels of the
ocean. Any such methods must be assessed by analyzing results near to land rather than over an entire
ocean domain.
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Appendix A. Histograms of MITgcm dataset
Histograms of input and target variables are shown in Figures A1 and A2. We can see that while target data generally follows a
Gaussian distribution, this is not the case for input data. In particular, we see that the temperature, SSH, and wind forcing data all
exhibit multiple peaks, with temperature also lacking any tail at the lower end of the distribution. Note we have used fewer bins for
the wind forcing histogram—there is no temporal variability in this data, and this combined with the spatial discretization means the
data only exists over a limited number of bins in comparison to other variables. In temperature, surface temperature flux, and both
components of velocity, we see that the tails (where they exist) are very long—note the range of the plots represents the range of data
with tails so small that they are not visible in most cases. We see the distribution of the Eastward component of velocity is skewed
toward positive values, inline with the dominant zonal flow in the configuration.

Figure A1. Histograms of input variables.
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The target data follows a more Gaussian distribution with all variables exhibiting a single peak. Again the distributions show
very long, small tails. Here, we also see that the peaks are very large, with the vast majority of data situated around the zero mark.

The large, varying ranges and small tails mean that normalizing the data using the standard deviation results in data which still
have notably different ranges for the different variables. For this reason, we normalize by subtracting the mean and dividing by the
range. This has the desired impact of ensuring all data is transformed to exist on roughly similar scales for all variables.

Cite this article: Furner R, Haynes P, Jones DC, Munday D, Paige B and Shuckburgh E (2024). The challenge of land in a neural
network ocean model. Environmental Data Science, 3: e40. doi:10.1017/eds.2024.49

Figure A2. Histograms of target variables—that is, the change in each variable over 12 hours.
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