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Abstract
We prove almost global well-posedness for quasilinear strongly coupled wave-Klein-Gordon systems with small
and localized data in two space dimensions. We assume only mild decay on the data at infinity as well as minimal
regularity. We systematically investigate all the possible quadratic null form type quasilinear strong coupling
nonlinearities.

A key feature of the paper is our new, robust approach to the vector field method, which enables us to work at
minimal regularity and decay in a quasilinear setting, and which, we believe, can be applied for a much wider class
of problems.

1. Introduction

The problem we will address here is the Cauchy problem for the following quasilinear strongly coupled
wave-Klein-Gordon system:

(8% = A)u(t,x) = Ny (v, dv) + Na(u, dv),

, 0, +00) x R?, 1.1
(02— A+ () = Na (v, ) + Nou, ), ) € 1000 a-h

with initial conditions

(u’ V)(O,X) = (MO()C), VO(X)) s

(Br1t, ) (0,) = (101 (), v1 (x). (-2

The nonlinearities Nj(+,-) and Na(-,-) represent the wave-Klein-Gordon coupling via classical
quadratic null structures. Precisely, Ny (-,-) and Na(+,-) will be linear combinations of the classical
quadratic null forms

Qij (. ¢) = 0;¢0;¥ — 0:yd; ¢,
Qoi(¢,¥) = 0,00 — 0,4 0; 9, (1.3)
Q0(¢7 ‘/’) = at(batlﬁ - Vx‘/’ . Vx¢~

The main result we present in this paper asserts the almost global existence of solutions to the above
system, when initial data are assumed to be small and localized. This is the first of a two-paper sequence,
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where the aim of the second paper is to improve the almost-global well-posedness result to a global
well-posedness result. The reason we structure this work in two papers is that they address very different
aspects of the problem using essentially disjoint ideas and methods.

Compared with prior related works, our novel contributions here include the following:

o Our quasilinear structure provides a strong coupling between the wave and the Klein-Gordon equation,
unlike any other prior works in two space dimensions (except for the second author’s work [29], that
only applies to the Q type nonlinearities).

o We make no assumptions on the support of the initial data. Furthermore, we make very mild decay
assumptions on the initial data at infinity. In particular, we use only two Klainerman vector fields in
the analysis, which is optimal and below anything that has been done before.

o Rather than using arbitrarily high regularity, here we work with very limited regularity initial data
(e.g., our two vector fields bound is simply in the energy space).

o In terms of methods, our work is based on a combination of energy estimates localized to dyadic
space-time regions, and pointwise interpolation type estimates within the same regions. This is akin
to ideas previously used by Metcalfe-Tataru-Tohaneanu [26] in a linear setting, and is also related to
Alinhac’s ghost weight method [1].

We remark that our methods allow for a larger array of weak quasilinear null form interactions in the
equations, as well as non-null v-v interactions. We focus our exposition to the case of strong interactions
above simply because this case is more difficult and has not been considered before except for [29].

1.1. Motivation and a brief history

The model we study here is physically motivated by problems arising in general relativity, where many
similarly structured problems arise. Most of the results known so far concern the wave-Klein-Gordon
systems in the 3-dimensional setting, but there is also a fair amount of work done in the 2-dimensional
case, where systems akin to (1.1), but with different types of nonlinearities, have been considered. Since
our result is set in the 2-dimensional setting, we will focus mostly in explaining what has been done in
this direction and how it relates to our result.

Regardless of the spatial dimension considered, one always has to understand and deal with resonant
interactions. In the wave-wave to wave bilinear interactions, resonance occurs for parallel waves. This
is where the null condition plays a major role, as it cancels these interactions. In all other wave-Klein
Gordon bilinear interactions, there is no true resonance; however, there is a near resonance for almost
parallel waves in the high frequency limit, which becomes stronger in a quasilinear setting. For this
reason, the null condition is still important in the wave-Klein Gordon quasilinear interactions, perhaps
less so in the semilinear ones.

The main difference between the 2-dimensional setting and higher dimensions is due to the weaker
dispersive decay in low dimension. In particular, this is the reason why our analysis and methods are
much more involved than in the work done in the 3-dimensional case, and also why more is required in
terms of the structure of the nonlinearity in two dimensions.

In what follows, we review some of the work which is relevant to our result, and which has been done
for the wave-Klein-Gordon system. Some relatively recent work in the 3-dimensional setting that relates
with this model started with the work of Georgiev [11], and Katayama [16], who proved the global
existence of small amplitude solutions to coupled systems of wave and Klein-Gordon equations under
certain suitable conditions on the nonlinearity. These include the null condition of Klainerman [17] on
self-interactions between wave components. Katayama’s conditions imposed on the nonlinearities are
weaker than the strong null condition used by Georgiev. Relevant to our work is also Delort’s work on
Klein-Gordon systems [7, 4, 3, 5, 6]. More recently, a related problem was also studied by LeFloch,
Ma [18] and Wang [31] as a model for the full Einstein-Klein-Gordon system. There the authors prove
global existence of solutions to wave-Klein-Gordon systems with quasilinear quadratic nonlinearities
satisfying suitable conditions, when initial data are small, smooth and compactly supported. An idea
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used there is that of employing hyperbolic coordinates in the forward light cone; this was first introduced
in the wave context in the work of Tataru [30], and later reintroduced by LeFloch-Ma in [18] under
the name hyperboloidal foliation method. In [14], Ionescu and Pausader also prove global regularity
and modified scattering in the case of small smooth initial data that decay at suitable rates at infinity,
but not necessarily compactly supported. We also cite a work by Dong-Wyatt [8] in which global well-
posedness is proved for a quadratic semilinear wave-Klein-Gordon interaction in which there are no
derivatives on the wave component of the solution. Global stability for the full Einstein-Klein-Gordon
system has been then proved by LeFloch-Ma [19] in the case of small smooth perturbations that agree
with a Schwarzschild solution outside a compact set (see also Wang [32]), and by Ionescu-Pausader
[15] in the case of unrestricted data.

Most of the results we know concerning global existence of small amplitude solutions in lower space
dimension are due to Ma. His results apply to compactly supported Cauchy data (a restriction that our
current result avoids) so that the hyperboloidal foliation method can be used; see [22]. In particular,
in [21], Ma combines this method with a normal form argument to treat some quasilinear quadratic
nonlinearities, while in [23], he treats wave-Klein-Gordon coupled system with more general quasilinear
terms with null structure, but only in the case of a weakly coupled system. We also cite [20, 25, 10],
in which Ma studies the case of some semilinear quadratic interactions. In [24], the restriction on
the support of initial data is bypassed for the 1-dimensional problem, but there only a semilinear cubic
model wave-Klein-Gordon system is discussed. An example of quadratic semilinear wave-Klein-Gordon
system is also studied by Dong-Wyatt in [9]. The only global well-posedness result known at present for
strongly-coupled quadratic and quasilinear wave-Klein-Gordon systems is an example studied by the
second author in [29], where a Qp-type interaction is considered.

1.2. The linear system and energy functionals

The system (1.1) is a nonlinear version of the linear diagonal system

{(af - Au(t,x) =0,

, 0, +00) x R2. 1.4
@ —Au+ ity =0, 0 EO0x 4

The linear system (1.4) has an associated conserved energy given by
E(l;u,v)z/ u? +u> +v? +v2 +v2 dx. 1.5)
R2

This is no longer a conserved quantity for the nonlinear system (1.1), but we will still use it to define the
associated energy space and also all our main function spaces. The system (1.4) is a well-posed linear
evolution in the space H° with norm

Qe v DG, = Nl + luell7s + V15,0 + [1vell7 2
where we use the following notation for the Cauchy data in (1.1) at time #:
(ult],v[e]) = (u(t), ur (1), v(1), ¢ (1)).

The higher-order energy spaces for the system (1.4) are the spaces H" endowed with the norm

1oy w1, v0, VD) 13n 2= D 104 (o 01, v0, v 305

la|<n

where n > 1. We will also use the energy spaces for the nonlinear system (1.1).
Above and in the sequel, we use notation conventions as follows: d denotes time and spatial deriva-
tives, d, denotes only the spatial derivatives, V represents the space-time gradient, and V represents
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the spatial gradient only. Also, LHS (resp. RHS) will be an abbreviation for “left hand side’ (resp. ‘right
hand side’).

1.3. Scaling, criticality and local well-posedness

One important notion that will guide our efforts in proving optimal results in terms of regularity is
given by the scaling of the problem. The nonlinear terms play a crucial role in the long time dynamics
of the solution and also influence the critical regularity close to which we seek to prove our local and
then global existence results. To properly explain the relation between the nonlinearity and the critical
homogeneous Sobolev space, we connect the higher dimensions with the notion of criticality by means
of the scaling symmetry which our system (1.1) possesses in the high frequency limit

u(t,x) — 2 u(ar, Ax)

v(t,x) = 2w, Ax).
This, in particular, leads to the critical Sobolev space H% with s. = d/2 + 1. For our problem, the
critical Sobolev exponent is s. = 2. In particular, it is not too difficult to show that in two dimensions,

(1.1) is locally well-posed in H" for n > 4 (or H>*€ if we do not restrict ourselves to integers).
To describe the lifespan of the solutions, we define the time dependent control norms

A= Y 0%l + D 19V, (1.6)

la]=1 la|=1
respectively,

Bi= 3 ll0%ulls+ 3 197Vl (L.7)

la|=2 la]=2
Here, A is a scale invariant quantity which will be required to remain small throughout in order to
preserve the hyperbolicity of the problem. Then we have the following local result:
Theorem 1.

a) The problem (1.1) is locally well-posed for initial data in H", n > 4, with the additional property
that A is small.

b) Uniform finite speed of propagation holds for as long as A remains small.

¢) The solutions can be continued for as long as f B dt remains finite, and for each k > 0, we have the
following energy estimate:

1) Ol < €0 B9 (1, 9) (0) e (1.8)
We remark that this also shows the continuation of higher regularity of the solution for as long as
f B dt remains finite.

1.4. The main result

To study the small data long-time well-posedness problem for the nonlinear evolution (1.1), one needs
to add some decay assumptions for the initial data to the mix. At this point, we can already state a
preliminary version of our main theorem, which clarifies the type of initial data we are considering.

Theorem 2. Let h > 8. Assume that the initial data (u[0], v[0]) for (1.1) satisfies
1 ([0], v[0]) [l32n + [|x0x ([0], v[O])|lagn + X202 ([0], v[O]) |30 < € < 1. (1.9)

Then the equation (1.1) is almost globally well-posed in the same space (i.e., the solution exists up to
. < . .. .
time Te = e <, where c is a small positive universal constant).

https://doi.org/10.1017/fms.2025.10081 Published online by Cambridge University Press


https://doi.org/10.1017/fms.2025.10081

Forum of Mathematics, Sigma 5

Here, we made an effort to limit the decay assumptions (i.e. use only x? type decay), but we did not
attempt to fully optimize the choice of A.

1.5. Vector fields and the main result revisited

To provide a better form of the above theorem, one should also describe the global bounds and decay
properties of the solutions. This analysis is closely related to the family of Killing vector fields associated
to our problem (i.e., of vector fields that commute with the linear evolution (1.4)). We will also add to
the list below the scaling vector field S, which is not Killing but plays an important role in the proof of
our main result in Theorem 3 below. The commuting vector fields together with the scaling vector field
are as follows:

0:, 01, 02, (1.10)
Q;j =x;0; — x;0}, (1.11)
Qoi = 10; + X0, (1.12)
8§ =10, +rd,, (1.13)

where 1 <i# j <2,r=|x|and d, = 7 - V.. The expressions in (1.10) correspond to translations in the
coordinate directions; (1.11) correspond to rotations in the space variable x; (1.11) and (1.12) correspond
to the Lorentz transformations; finally, (1.13) corresponds to dilations. To obtain symmetrical notations,
we will sometimes write ¢ = xo and d; = dy. Note that in (1.11), we can restrictto 1 < i < j < 2 by
skew-symmetry. Thus, we have a total of 8 different vector fields.

We refer to all the vector fields (1.11) and (1.12) as the Klainerman vector fields, and we will denote
all of them by Z

Z = {Qi;, Qoi}. (1.14)
We denote the full set of vector fields associated to the symmetries of the linear problem as
Z = {00, 01,02, 5, Qi }- (1.15)
For a multiindex y = (a, ), we denote
ZY=9°7F,
and define the size of such a multi-index by
[yl = lel +hlBl,

where £ is a positive integer that will be specified later and describes the balance between Klainerman
vector fields and regular derivatives in our analysis. We use these vector fields in order to define the
higher-order counterparts of the energy functional (1.5):

a) the energy E" (¢, u,v) measures the regularity in the function space H" of the solutions,

E™(t,u,v) := Z E(t;0%,0%). (1.16)

|a|<n

b) the energy E "1 (z,u,v) keeps track of Z vector fields applied to the solution in addition to regular
derivatives,

EM(t,u,v) = Z E(t: 2%u, 27v). (1.17)

lyl<n
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The energy functional (1.5) represents the natural energy of the Klein-Gordon equation together
with the energy of the wave equation. The functional E" is the energy associated to the differentiated
variables and, as usual, helps us control the L? norm of these variables, equivalently saying it represents
the higher-order energy that controls the H"*! Sobolev norms of the solutions for n > 3. The last energy
functional E!"! represents the energy associated to the system (1.1) to which we have also applied
Klainerman vector fields. Using these energies, we are now able to state a more precise version of our
main theorem:

Theorem 3. Assume that the initial data (u[0], v[0]) for (1.1) satisfies
[1([0], v[OD) I3z + l|x ([O], v[O])[lzgn + 187 (u[O], v[O])[lg0 < € < 1. (1.18)

Then the equation (1.1) is almost globally well-posed in H*", with L* bounds as follows:

E[Zh](t,u,v) < €%, (1.19)
and pointwise bounds
107v] < et +7)7", j=0,3, (1.20)
07u] S et +ry 2t —r)"2,  j=1,3, (1.21)
|07 Zu| < e, j=0,2. (1.22)

Remark 1.1. The pointwise bounds stated in the theorem represent baseline estimates. In fact, we obtain
slightly better bounds in various regimes. These gains will be made specific later in the last section.

In the successor to this paper, we combine the bounds of this paper with asymptotic analysis for both
the wave and the Klein-Gordon equation in order to convert the above result into a global result:

Theorem 4. Assume that the initial data (u[0], v[0]) for (1.1) satisfies
[l [0], v[O])llg¢2n + 1xdy ([0, v[O])llgn + llx* 83 ([0], v[O]) Iz < €. (1.23)

Then the equation (1.1) is globally well-posed in H*", with L* bounds as follows:

EPM (1, u,v) < %€, (1.24)
and pointwise bounds
0/v] s et+ry™t,  j=0,3, (1.25)
07u] < et +r) 2 —ry2,  j=1,3, (1.26)
|07 Zu| < e, j=1,2. (1.27)

1.6. The structure of the paper

We begin in the next section with an overview of the main steps of the proof. We follow a standard
approach in which our proof has two main steps: (i) vector field energy estimates and (ii) pointwise
bounds derived from energy estimates (sometimes called Klainerman-Sobolev inequalities). We depart
from the standard setting in that our energy estimates are space-time L? local energy bounds, localized
to dyadic regions C7.;, where T stands for dyadic time, S for the dyadic distance to the cone, and =+ for the
interior/exterior cone. Similarly, our pointwise bounds are akin to Sobolev embeddings or interpolation
inequalities in the same type of regions.
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The energy estimates are carried in the next three sections, in three steps: (i) for the linearized
equation, (ii) for the solution and its higher derivatives, and finally (iii) for the vector fields applied to
the solution.

Finally, the last section is devoted to the pointwise bounds, which are derived from the local energy
bounds via interpolation inequalities in the same C7¢, with the extra step of also using the wave or
Klein-Gordon equation in several interesting cases.

2. An overview of the proof

We begin with a prerequisite for the proof, which has to do with the local in time theory for our evolution
(1.1). The three main properties, also summarized in Theorem 1, are as follows:

(1) Local well-posedness in H* (also in H" for n > 4).

(2) Continuation of H* solutions for as long as d*(u, v) remains bounded, also with propagation of
higher regularity (i.e., bounds in H" for all n).

(3) Uniform finite speed of propagation as long as |Vv| stays pointwise small.

Given these three facts, our proof is set up as a bootstrap argument, where the bootstrap assumption
is on pointwise decay bounds for the solution. These bounds are as follows:

|Zu| < Ce(t —r)?, 2.1

0u| < Ce(t+r)2{t —r)72, 2.2)

|Zd7u| < Ce(t —r)™%, j=1,2, (2.3)
107u| < Ce(t+7) 2t —ry 270, j=12.3, (2.4)
107v] < Ce(t +r)Y 101t =)0, j=1,3. (2.5)

Here, 0 < § < ¢ are fixed small positive universal constant. However, C is a large universal constant,
which will be improved as part of the conclusion of the proof. The proof is structured into two main steps.
For expository purposes, we provide first a simplified outline of these two steps and refine this later.

1. Energy estimates. Here, one considers a solution to (1.1) in a time interval [0, Ty ], which is a-priori
assumed to satisfy the bootstrap assumptions (2.1), (2.2), (2.3), (2.4) and (2.5). Then the conclusion is
that the solution (u, v) satisfies the following energy estimates in [0, Tp]:

EPM () (1) < (VS ERM (u,v)(0), 1€ [0,Tp]. (2.6)

Here, C is a large constant which depends on C in our bootstrap assumption, C ~ C. However, the
implicit constant in (2.6) cannot depend on C. No restriction is imposed on the lifespan bound 7.

2. Pointwise bounds. Here, we assume that we have a solution (u,v) to (1.1) in a time interval
[0, Tp], which satisfies the energy bounds

EP" (u,v) (1) < e@t)CC,  1€[0,Ty]. 2.7

Then we show that the solution (u, v) satisfies the pointwise bounds

I ZullL~ < e(r)Ce, 2.8)
|0ul < (YTt +r) 3 (t—r)73, (2.9)
I1Z0/ullps < e@)Ct-r)20,  j=1,2, 2.10)
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107u] < eCE(t+7) 2 (r —r) 2720 =23, @2.11)

107v] < eyt +r) 1201 — )20 =0, 3. (2.12)

Here, the lifespan 7j is again arbitrary.
In both steps, the time Ty is arbitrary. However, in order to close the bootstrap argument, one needs
to recover (2.1), (2.2), (2.3), (2.4) and (2.5) from (2.8), (2.9), (2.10), (2.11) and (2.12). This requires

TOCE < C,

which is satisfied provided that

<
€

To<ke

(i.e., our almost global result).

In the classical results on global or almost global well-posedness in 3 + 1 dimensions, one uses
a large number of vector fields both in the energy estimates and in the pointwise bounds, and the
argument works exactly as outlined above. Notably, both steps require only fixed time bounds, and the
pointwise bounds are akin to an improved form of the Sobolev embeddings, which are now referred to
as Klainerman-Sobolev estimates.

By contrast, such a strategy would be too naive in our work, both because we work in 2+ 1 dimensions
and there is less dispersive decay, and because our problem is strongly quasilinear. Instead, a good
portion of our analysis happens in space-time regions which are adapted to the light cone geometry.
Thus, the next step is to describe our decomposition of the space-time.

We first consider a dyadic decomposition in time into sets

Cr:={T <t <2T}. (2.13)

Further, we dyadically decompose each of the Cr’s with respect to the size of ¢ — r, which measures
how far or close we are to the cone

Cis={(t,x) : S<t-r <28, T<1<2T}, wherel <S<T,

2.14
Crg={(t,x) : S<r—-t<25,T<t<2T}, wherel < S <T; ( )
see Figure 1.
That still leaves the exterior region
CoM :={T <t <2T, r > T}. (2.15)

Here, Cj. ¢ represents a spherically symmetric dyadic region inside the cone with width S, distance S
from the cone, and time length 7. C}.  is the similar region outside the cone where, far from the cone,
we would have T < S. To simplify the exposition, we will use the notation Crg as a shorthand for either
C7. or C.¢. Such a decomposition has been introduced before by Metcalfe-Tataru-Tohaneanu [26] in a
linear setting; we largely follow their notations.

In the above definition of the Crg sets, we limit S to S > 1 because our assumptions are invariant
with respect to unit size translations. In particular, this leaves out a conical shell region along the side
of the cone t = r, which intersects both the interior and the exterior of the cone. To also include this
region in our analysis, we redefine

Cri:={(t,x) : [t—r| <2, T <t <2T}, where S ~ 1. (2.16)
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r

Figure 1. 1D vertical section of space-time regions C5.

This decomposition plays roles as follows in the two steps above:

(1) While the energy estimate (2.6) holds as stated, a key part of its proof involves separately estimating
the energy growth generated in each of the C5 ¢ set. This in turn requires improved local energy
bounds for the solutions in such space-time regions. On the upside, at the conclusion of this step,
we obtain not only fixed time energy estimates but also localized energy estimates in C7.

(2) The pointwise bounds in the second step are proved locally in each of the C5.¢ regions, based on
the local energy bounds there rather than the global fixed time bounds.

One downside of the localizations required in our proof of the pointwise bounds is that it is rather
delicate to close the arguments in the fixed time interval [0, Tp], as it would require dealing with Sobolev
type embeddings based on vector fields not necessarily compatible with the boundary. This is not a
critical problem, and there are multiple ways to deal with it — for instance, by choosing the boundaries
more carefully than simply time slices. Here, instead, we completely bypass the issue in a different way,
by truncating the nonlinearity. Precisely, suppose we want to solve the equation (1.1) up to some time Tj.
Then we consider a smooth cutoff function y7;, which is supported in [0, 27p] and equals 1 in the time
interval [0, Tp]. Thus, y7, selects the region ¢ < Ty and replaces the equation (1.1) with the truncated
version

2— =
{(a, Au(t,x) = xr, () [N1(v, 0v) + Na(u, 9v)] , (6.1 € [0,+00) X R, e

(07 = Ax + Dv(t,x) = x5, (1) N1 (v, O1u) + Na(u, du)]

Such a cutoff will make no difference in the proof but instead insures that beyond time 27} the solution
(u, v) solves the corresponding linear constant coefficient problem.

This is similar to an idea introduced by Bourgain in the study of the semilinear dispersive equations [2]
with a similar purpose (i.e., to avoid sharp time truncations in function spaces).

Another feature of our proof is that we use the finite speed of propagation to isolate and consider
separately the exterior region {r > T}. Precisely, for large R, the problem localizes to the region

(x| R, 1] <R).

In this region the weights defining the initial data size are all constant, so it is enough to carry out
standard energy estimates and obtain pointwise bounds via Sobolev embeddings at fixed time. This
analysis is carried out in the next section, where we prove Theorem 1. As a consequence of Theorem |
and Sobolev embeddings, we immediately obtain the following:
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Proposition 2.1. Assume that the initial data (u,v)[0] for (1.1) satisfy (1.9). Then the equations (1.1)

1+|x|

and (2.17) are globally well-posed in the region C°"' := {t < =}, with energy bounds
102" (u, v) [1]ll3g0 + 11X =" (u, v) []llgg0 + [1¥°0% (u, v) [1] [l300 < e, (2.18)

and pointwise bounds

[(x)*907ull~ s €, j=2.3, .19
[(x) 93|~ s €, j=0,3, '
and
[(x)oullL= < €. (2.20)

For later use, we also state an alternative form of the above proposition, where the smallness
assumption on the initial data is replaced by bootstrap assumptions akin to (2.2), (2.4), (2.5) but
restricted to the exterior region. Denoting

EC M, v) (2) = 11052 (u, v) [£] g0 (coury + 16050 (1, v) [#] g0 (cour)

(2.21)
+ 11520 (1, v) [l o
we have

Proposition 2.2. Let (u, v) be a solution for (1.1) in C°"" which satisfies the bounds
loul +|ov] <1, 0%l +|0%v] < (x)".
Then we have the uniform global bounds
EO“C PRI, v) (1) < EO M (u,)(0).

As we will see in the next section, the proof of this proposition is a step in the proof of the previous
proposition.

For the bulk part, where we track the evolution of the vector field energy E!*"!(u,v), we define a
stronger norm X7 for (u,v) associated to dyadic time intervals, as well as a similar norm Y T for the
right-hand side of the equation. These norms will be introduced later in the paper; their definitions are
given in (4.40) for X7, respectively in (5.10) for Y7 . Then we replace the energy bound (2.6) with
the stronger X7 and Y7 bounds:

Proposition 2.3. Let (1, v) be a solutionto (1.1) or (2.17) in [0, Ty]| which satisfies the bootstrap bounds
(2.1), (2.2), (2.3), (2.4) and (2.5). Then we have

127 (u,v)llxr < €TCE, |yl <2h, T e[0,Tol. (2.22)
In addition,
127 (Ou, (O + Dv)|lyr < ETCE, lyl <h, T e€l0,Tp]. (2.23)
The bounds in this Proposition will be proved in Section 4 where we consider the linearized equations,
in Section 5 which is devoted to the higher energy estimates, and in Section 6 where we establish the

vector fields bounds.
In this context, our pointwise bounds will be linear and localized to dyadic time regions:
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Proposition 2.4. Let (u,v) be functions in Cr which satisfy the bounds
127 (u,v)||xr <1, [yl < 2h, (2.24)
as well as
I1Z7 (Ou, (O+ D)v)|lyr <1, ly| < h. (2.25)

Then we have the pointwise bounds

1ZullL~ < 1, (2.26)

0ul ST 2871, (2.27)
1Z67ull> < 57, j=1.2, (2.28)
07ul s T-3573720, j=123, (2.29)
|3/v] < 77172018201 =0, 3. (2.30)

Taken together, the last three propositions imply the conclusion of our main result in Theorem 3.
This Proposition is proved in the last section of the paper.

3. Local well-posedness, continuation and the exterior region C°*!
In this section, we prove Theorem 1. As a consequence, we derive Proposition 2.1.

Proof of Theorem 1. The proof of this theorem is very similar to the proof of the local well-posedness
for quasilinear wave equations (see, for instance, Hormander [12], Sogge [28], Racke [27]), as well as
the more modern treatment in Ifrim-Tataru [13]. We sketch here its main steps.

(i) Energy estimates and the quasilinear energy. A key part of the argument is played by energy
estimates, which we discuss here in a simpler setting, for the inhomogeneous linear problem

{(6,2 —A)U(1,x) = N (v, V) + N (u, V) + F

(3.1
(0} = Ay + 1)V(1,x) = N1 (v, dU) + Na(u, 0U) + G,
with initial conditions
(U’ V)(O’x) = (UO(-X)’ VO(X)) s (3 2)
(0:U,8,V)(0,x) = (U1 (x), Vi (x)). '

At leading order, this system agrees with the linearized equation discussed in the next section, Section 4.
Our starting point in the proof of the energy estimates is the energy functional associated to the
corresponding linear equation

1
E(U,V) :=EAZU3+U§+V3+V§+V2dx=/Rzeo(t,x)dx,

where e is the linear energy density
1
eo(t,x) = E[U,2 + U2+ V2 +VE4 V.

This would be the obvious candidate for the energy functional with respect to which we would like to
prove the energy estimates required for the local well-posedness result. However, the right-hand side of
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the equations (3.1) contains second-order derivatives of (U, V), so if one tries to prove energy bounds
via this functional, there would be a loss of derivatives. This is a common issue when working with
quasilinear nondiagonalisable hyperbolic systems of PDEs. To avoid this loss of derivatives, we consider
a quasilinear type modification of this energy, which has the form

Equasi({J V) .= E(U,V)+/ Bl(v;U,V)+Bg(u;U,V)dx=/ et x)ydx,  (3.3)
R2 R2

where the quasilinear energy density is
e9"Si(t,x) = eo(t,x) + Bi(v; U, V) + By(u; U, V).

Here, the trilinear forms B; and B, are associated to the null forms Nj, N, in (1.1) in a linear fashion.
Precisely, corresponding to the three bilinear forms in (1.3), we have the associated corrections

B()i(W; U, V) =Wy Ui 6V,
Bij(W;U,V) = win(9V—wj Ui BV, (34)
Bo(w;U,V) :== —wy - Uy 0V,
forw =u,v.
We will use the above energy functional in order to study the well-posedness of (3.1) in H°. For

this, we assume that (u«, v) are known and that we control in a pointwise fashion their associated control
parameters (A, B) introduced in (1.6), (1.7). Then we have

Lemma 3.1. Assume that A < 6 < 1 and B € L*. Then the equation (3.1) is well-posed in H° and the
following properties hold:

(i) Energy equivalence:

E®®H(1,U,V) = (1+ 00U, V) [1]115,0- (3.5)
(ii) Energy estimate:
d .
S EM (U Y) s BOIW.V) [1015,0 + 1CU V) [0 I (F, G [2] - (3.6)

Proof. Part (i) is trivial. For clarity, we prove (ii) in the homogeneous case (i.e., when F,G = 0) and
leave the minor inhomogeneous adaptation to the reader. To see what is needed for the energy estimate
computation, we begin by deriving the density flux relation associated to our energy density e7“%s, We
begin with the first component of ¢9445!, which is eq:

2
dreo(t,x) = ). 0, (UUj + V,V;) + UnU + V(@ + V.
=

The last two terms can be expanded as follows:

U,0U = U,;(N1(v,dV) + Na(u, 8V)), 37
Vi(@+ 1)V = V,(N1(v, 8U) + Na(u, 0U)). '
Next, we turn our attention to the corrections
0Bi(w;U,V) = Bi(wi; U, V) + Bi(w; U, V) + Bi(w: U, V;),  w=u,v, i=12.  (38)
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Here, we will combine the first, respectively the second, terms on both RHS in the above equations with
0¢B;(v; U, V), respectively with d;B;(u; U, V). We obtain that

UN1(v,dV) + V,N{ (v, 8U) + 8, B, (v; U, V) = 8,C1(dv, dU, V) + D (d*v, dU, dV),
U;Ny (1, dV) + V;Na(u, dU) + 8;B2(u; U, V) = 8,C2(du, dU, 8V) + D2(8°u, dU, 6V),
where C; and D; are trilinear forms. Their structure is unimportant here, but will be investigated later

in the next section.
Summing up all these terms, we obtain the following energy flux relation for solution to (3.1):

2
e i (t,x) = > 9 f + g, (3.9)
j=1

where the fluxes f; have schematically the expressions
fi=UjU +V;V, + C1(dv,0U, V) + C2(0u, 0U, 0V), (3.10)
and the source g has the form
g =D(0*,0U,3V) + D2(8*u,3U, V). (3.11)
To complete the proof of the energy estimates, we use the relation (3.9) to obtain

d t . t
i R CUAGE / g dx,
tJo 0

where it remains to bound the RHS. We bound the d?u and °v factors in g in L* by B(t). The dV and
0U factors are bounded by the energy. Then the conclusion of the Lemma follows. O

(ii) Local existence. We construct a local solution to (1.1)—(1.2) using an iteration scheme. We set
(u_l,v_l) =0,
and define (u™,v™), m =0, 1, ..., inductively by

87 — A )u™(t,x) = Ny(v"™ 1, 9v™) + Np (™1, 0v™)
{( P A (1, x) = N )+ Na : (1,x) € [0,+00) XR2,  (3.12)

(07 = Ay + 1)V (£, x) = Np (v 1, 0u™) + Na(u™ !, 0u™)

with

{(u’", v™)(0,x) = (ug(x),vo(x)), (3.13)

(0ru™, 6,v"™)(0,x) = (u1(x),v1(x)).

We assume the data to be in S so that, by the local existence theorem for linear equations, the above
system admits a C* solution for every m. We can later remove this assumption by an approximation
argument.

To set the notations, we assume that at the initial time ¢ = 0, we have the Lipschitz bound

A) = 3 110%u(O)ll=+ Y 197v(0)ll- <6 < 1, (3.14)

la|=1 |a|=1
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as well as the Sobolev bound
| (u, v)[O]|lgn < M. (3.15)

Then we claim that there exists a time Tj sufficiently small depending on ¢ and M such that the
following bounds for the sequence (u™,v") hold for all ¢ € [0, Ty]:

AT() = ) 107U D)l + Y 10TV (D)l < 26, (3.16)

la|=1 lr|=1
as well as the uniform energy bounds
1™ (), v™(2)) Iy < 2M VO<t<Ty Vm>0. (3.17)

When m = 0, the functions (x°,v°) solve the linear system (1.4), for which the energy is conserved.
Bound (3.17) is hence trivially satisfied. As for A°, we use Sobolev embeddings

t
A%(1) < A%(0) +/ (0, 3v0) ()|~ ds < 6 + CMTy,
0

where C is some positive universal constant. Then we can choose and 7 small enough (e.g.,
Ty < 6/(CM)) to obtain (3.16).
Let us now suppose that our claim holds true for m — 1, m > 1, and prove it for index m.
To measure ||(u™ (1), v"(t)) ||72{n, we will use the energies
Emesin (g vy = 3 B (1 DIy, DOV, (3.18)

m—1
|a|<n
where Efn”_‘isi is obtained from E9““S’ by substituting (u, v) with («~!,v"~1). Thanks to the smallness

assumption on A", the bound (3.5) holds for E:giasi, so we will harmlessly replace || (u™,v™)[] |12,
by E4#asi-n(¢ ™ y™) in (3.15) and (3.17).

We start by differentiating the system (3.12). For any 0 < k < n, the differentiated variables
(0ku™, 9kv™) solve the following system:

(02 = A )dRu™(1,x) = Ny (v™ 1, 005v™) + Ny (u™™1, 00%v™) + Fy
(02 = Ay + D)% v™(1,x) = Ny (v™ 1, 005 u™) + Np(u™ 1, 805 u™) + Gy,

where Fy and Gy are given by

Fii= >0 Ny(@v™,000v™) + >\ Na(atu™!, 5iv™)

i+j=k i+j=k
Jj<k Jj<k
Gy = Z Ny (8Lv™ " 98lu™) + Z N (8Lu™", 00iu™).
i+j=k i+j=k
Jj<k Jj<k

We seek to apply Lemma 3.1 for this system. By Sobolev embeddings, we control
B" =B v < M,
and therefore, by (3.6), we have

d i m m m m m m
L Ems @b, 0™y < MR, 0 IE + 10, 35 (B GOl (19)
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We claim that (Fy, Gy ) can be estimated as follows:
I(Fe, G)llzz < MI™ v ) e, k < n. (3.20)
Indeed, using Holder inequality and the Gagliardo-Niremberg interpolation inequality, we see that

IN(@Lv™ 1, 803v™ 2 < 109 M| 20 1908 V™ | 20y
Lo L J (3.21)

k. m—1 2 m—11- k 2 1-
< ooy Ml 0%y = loakv™ 17, 167, F

with @ = ,i;_ll, B= kL_.l, and by Sobolev embeddings,

IN(@Lv™ 1, da0v™)| 2
< @™ v @Il @™ v @O @™ ™ @I @ v (@l P

< NGy D @ e @™ V™) (3) [l

This estimate applies for N = Ny, and also for N = N, where v can be freely replaced by u. This proves
(3.20). We substitute (3.20) in (3.22) and sum over k < n. Then we obtain the energy relation

d . .
ZE‘Zuast,n(um,vm) < M“(um’vm)”;n ~ MEquasun(um,vm),

and by Gronwall’s lemma,
E st (g " M) < eCMTEHAST(0, 4™ vy VO <t < Ty

for some positive constant C. Then we can choose and Tj small enough (e.g., Tp < 1/(2CM)) to obtain
(3.17).
However, the uniform bound of (du™, dv™) is proved as for the case m = 0 using Sobolev embeddings,

t
A™ (1) < A™(0) + / 1(Bu™, 3v'™)(s) || ds < & +2CMTy,
0

which proves that A™(t) < 26 if Ty is chosen small enough.

The remaining step is to prove the convergence of the sequence of approximate solutions (u™, v'™)
as m — oo. As the problem is quasilinear, the convergence can only be shown in a weaker topology. It
is enough for our goal to show that (1™ — u™~! v — y™~1) is a Cauchy sequence in C°([0, Tp]; H°).
The limit (u, v) will hence automatically belong to H" and satisfy (1.1) together with the uniform in
time bound

[[(uyv)()||ggn <2M YO <t < Ty.

From (3.12), we see that the differences (™, 3") = (™ —u™', v™ —y™~1) solve the following Cauchy
problem:

o™ (¢, x) = Ny (v, 09™) + N2 (v™ 1, 95™) + N1 (51, 0v™) + Na (71, 9v™) ,

(O+ 1) (t,x) = N (v, 9a™) + No (v, 0@™) + Ny (@™, 0v™) + Na (@, ov™)

with initial data (&, ¥™)[0] = 0.
We now view the last two terms in each equation as source terms and apply Lemma 3.1 to obtain

d P em o~ ot~ el e
EE,qn“ff“(um,vm) < M@, 5™ 0 + 1™, 5™ 0 @ 5 o).
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Then by Gronwall’s inequality, we obtain
t
@™, 5") (1) llgg0 < CMeMT / @™, 5™ (2)llggo d7
0
for all 0 < # < Ty. By iteration,

@™, ") ()]l < (CM)’"emCMTO/ 1@V ()l di - .. d

0<T1 <1<+ <1y <t

< (CMn™ omCMT,

: sup 11, v0) (1)l
m: tE[O,TQ]

which implies that the series of general term (1™, v™) converges in C°([0, Ty]; %°) and concludes the
proof of the existence part (a) of the theorem.

(iii) Uniqueness of solutions. This follows by the same arguments as above. We assume we have two
solutions of (1.1), (u!,v!), (uz, v2), we subtract them, and we obtain a similar system as above for the
difference (i7, 7) := (u',v') — (u?,v?) with zero Cauchy data. Then we apply the energy estimates in
Lemma 3.1 followed by Gronwall’s inequality to show (i, ¥) = 0. For more details, see the proof in (iv)
below which yields a stronger result.

(iv) Uniform finite speed of propagation. Here, we consider two solutions of (1.1), (u!',v') and
(u?,v*). We assume that their initial data coincide in a ball B(x(, R), and show that the two solutions
have to agree in the cone

C ={2t+|x —xp| < R}.
For the difference (i, V), we have the equation

oii(r,x) = Ny (v!, 09) + Na(u', 09) + Ny (7, 0v?) + Ny (i@, 9v?)
@+ 1)t x) = Ny (v!, i) + Ny (u', 1) + Ny (7, 0u?) + Na (i, du?).

We view the last two terms on the right as source terms and the rest as the equation (3.1) with
(u,v) = (u',v") and (U,V) = (ii, 7). Then the energy flux relation (3.9) remains valid, with the
contribution of the source terms included in D and D, in (3.11).

We integrate the energy flux relation (3.9) on the cone section Cjo 4] = C N [0, #] to obtain

/ ed"ast Iy = / 94t gy 4 / gdxdt+F,
& Co Clo.z]

where the flux F is an integral over the lateral surface of the cone section which we denote by dCo 1,

;1 (x—x9);
F= / _eauasi y ~ 7T g
BC[QJO] 2 |x —X0|

o

Since A < 1, it easily follows that the contribution of the cubic terms to F is negligible and then that

F < 0. Then
A

At the initial time ¢ = 0, we have (i, V) = 0, so by Gronwall’s inequality, we obtain €995t = () inside C,
which gives (i, 7) = 0 in C.

et Iy < / 9"t gy + B/ et g dt.
Co Clo,101

o
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(v) Continuation of the solution. We start by differentiating the system (3.12). Forany 0 < k < n
the differentiated variables (8%u, 9%v) solve the following system:

(02 = A)d%u(r,x) = Ny (v, 30%v) + Ny (u, 0% v) + Fy,
(02 = Ay + 1)0%v(1,x) = Ny (v, 30%u) + Ny (u, 00%u) + Gy,

where Fy and Gy are given by

Fy = Z Nl(aiv,08£v)+ Z Nz(a;u,aa,{v)

i+j=k i+j=k
Jj<k Jj<k

Gy = Z N1 (0Lv, 08u) + Z Na(0iu, 00iu).
i+j=k i+j=k
Jj<k j<k

We seek to apply Lemma 3.1 for this system. By (3.6), we have

d .
— BTN 0, 07v) < BI O3, 009 0 + 1005w, 99) ol (Fie, Gl (3.22)

It suffices to show that (Fy, Gy) can be estimated as follows:
I(Fr, GOl s BN u, 8*V)llpo, k< n. (3.23)
Indeed, using Holder inequality and the Gagliardo-Niremberg interpolation inequality, we see that

IN(82v, 30)l2 < 100V 20en 10057V 20en
Lo L i’ s (3.24)
< 100V 107Vl 0o VI, 162 vl

With(y:i;_ll,ﬂzk#_.l.Sincea+B:1,

IN(@5v, 900) I < 11(6%u, 07V) [l [1(8% 1, 3 V)0

This estimate applies for N = Ny, and also for N = Nj, where v can be freely replaced by u. This
proves (3.23).
We substitute to obtain the energy relation

d . .
EEq““S‘(afu,a)’fv) < B0 u, 0* )17,  BET““ (95 u, 05 v),

and by Gronwall’s lemma,

E1asi(t, 9%y, dkv) < e“BIET91(0,05u,05v)  vOo<t<T
for some positive constant C. O
Proof of Proposition 2.1. The exterior region corresponds to ¢ < 1+T|x|. Because of the finite speed of

propagation property, this region can be treated separately as long as du and dv remain small. Precisely,
fix a dyadic R > 1 and consider the solution (u, v) to (1.1) in the region

1+
c,gut:{R< x| <2R, 0<1< 4'x|}.
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By the finite speed of propagation previously proved, the solution in this region is uniquely determined
by the data in

AR ={R/2 < |x| < 4R}.
In the region AR, our hypothesis guarantees that we have the bounds
(2, V) [O] l2n < €, 1(8%u, *v)[0]ll3p0 < €R72. (3.25)

We first restrict the data to Ag and then extend them to all R? so that (3.25) still holds. To obtain a
bound in Cg*, it suffices to solve the equation up to time Tg = R/2. A local in time solution exists. For
this solution, we make the bootstrap assumption

0@l < Ve, 10>, V)l < R™'Ve (3.26)

in a time interval [0, 7] with T < Tg. Applying the energy estimates in Theorem 1, we can propagate
the energy bounds in (3.25) up to time 7. Then we can use Sobolev embeddings to get pointwise bounds
from the energy bounds.

For the first derivatives, this yields

1 1
2 312 -1
l0ullz= < [10ull,10°ull;, < €R™,

and similarly for v. This suffices in order to improve the bootstrap assumption.
For the second derivatives, this yields

10%ullL~ < log R||0%ull;2 + R72)|0%ull2 < eR™>log R,

and similarly for v. This again suffices in order to improve the bootstrap assumption.
As the bootstrap assumption can be improved for all T < T, it follows that the solution (u, v) extends
to time Tr and satisfies the above pointwise bounds. The proof of the proposition is concluded. O

4. Linearized equation: Alinhac’s approach

In this section, we derive the linearized wave-Klein-Gordon system and prove the energy estimates for
them. More precisely, we prove quadratic energy estimates in 7°, which apply to large data problem.

The solutions for the linearized wave-Klein-Gordon system around a solution (i, v) are denoted by
(U, V). With this notation in place, the linearized system takes the form

{(3,2 —A)U(t,x) = Ny (v, 8V) + N1 (V, 8v) + Na(u, V) + Na (U, v) @

(02 = Ay + 1)V(1,x) = N1 (v, dU) + Ny (V, du) + N2 (u, dU) + Na(U, du).

We recall that for Ny(+,-) and N3(-,-), we will take linear combinations of the classical admissible
quadratic null forms

Qij(9,¥) = 0ipd;y — iy d; ¢,
Qoi (¢, W) = 0: 90y — 0 0; 9, 4.2)
QO(¢a lﬁ) = at¢6tlﬁ - Vxlﬁ . Vx¢~

To obtain energy estimates for the linearized equation, we consider the same energy and energy
density as in the proof of the local well-posedness result,

Easi(y, V) .= E(U,V)+/ Bl(v;U,V)+Bg(u;U,V)dx=/ ed"asi(t . x) dx,  (4.3)
R2 R2

https://doi.org/10.1017/fms.2025.10081 Published online by Cambridge University Press


https://doi.org/10.1017/fms.2025.10081

Forum of Mathematics, Sigma 19

where the quasilinear energy density is
e9"9Si (1 x) == eo(t,x) + B (v; U, V) + Bo(u; U, V),
and e is the linear energy density
1
eo(t,x) = E[Ut2 +U2+VE+VE+ V2.

Our energy estimates will be proven under the following uniform bound assumptions (which are a
part of our bootstrap argument):

|Zu| < Ce(t —r)° (4.4)

|ZAu| < Ce(t —r)™* 4.5)

|Z8%u| < Ce(t —r)™° (4.6)

|0u] < Celt +7)2(t —r)"2 4.7)

107u] < Ce(t+7) 2 (t—r)y 270, j=23, (4.8)
[07v] < Ce(t +rY 10t =)0, j=1,3, 4.9)

where C is a large positive constant and 0 < § < 6.
We observe that under the above assumptions, and for € sufficiently small, we have

Easi(y, V) ~ E(U,V)
in the sense that

1 i i
quuusl(U, V) < E(U,V) < 2E9“*' (U, V).

Our main result for the linearized equation is as follows:

Proposition 4.1. Assume the solutions to the main equations (1.1) or (2.17) satisfy the bounds (4.4)-(4.9)
in some time interval [0,T]. Then the linearized equation (4.1), subject to the constraints in (4.2), is
well-posed in [0, T], and the solution satisfies

Equasi(U, V)(l) < tC'EEquSi(U’ V) (())’ t e [(), T], (4.10)

where C = C is a positive constant.

Along the way, we will establish a larger family of bounds for U, V. These are collected together
at the end of the section in Corollaries 4.6, 4.7, which can be viewed as a stronger form of the above
proposition.

Proof. The difficulty we encounter here is that we do not have a good estimate at a fixed time for the
time derivative of the energy in order to directly apply a Gronwall’s type inequality. To address this
issue, the key idea is to obtain a ‘good’ energy inequality. We are led to consider the energy growth on
dyadic time scales [T, 27]. Within such a dyadic time interval, it suffices to prove

sup  ESUU,V)(1) < (1 +€C)EMSH (U, V)(T). 4.11)
te[T,2T]
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As a preliminary step, we determine the growth of the E9“%S/(U, V)(¢) on such a time interval:
. . . T 4 . .
EMSY U, V(T) - EIH(U,V)(T) = / EE"”““(U, V)(¢) dt T € [T,2T], (4.12)
T

where, after expanding, the RHS is a trilinear form integrated in space time, rather than at fixed time.
To estimate this integral, that is, to get

T 4 '
/ —EMSHU, V) (1) dt
T

- < eEMSH(y, V)(T), (4.13)

we will first need to obtain the L* space-time bounds for U and V and their derivatives over various
space-time regions relative to the distance to the cone.

To understand what is needed for the energy estimate computation, we begin by derivating the density
flux relation associated to our energy density e?“4S', We begin with the first component of ¢7%4?, which
is eq:

2
dreq(t,x) = ) 0, (UU; + V,V;) + UnU + V(O + D)V
j=1

The last two terms can be expanded as follows:

UtEIU = Ut(Nl(V, 6V) +N1(V,(9V) +N2(M,8V) +N2(U,8V)), (4 14)
Vi(@+ 1)V =V;(N1(v,dU) + N1 (V, du) + Na(u, 0U) + N2 (U, du)). '
Next, we turn our attention to the quasilinear correction
6B 1(v;U,V)=B1(vi;U,V)+B(v;U;,V)+ B (v;U,V;) @.15)

0:Bo(u; U, V) = Bo(us; U, V) + Bo(u; Uy, V) + Ba(u; U, V).

Here, we will combine the first, respectively third, terms in both RHS in equations (4.14) with
0;B1(v; U, V), respectively with 9; B, (u; U, V). Schematically, we obtain that

U;Ni(v,8V) + V,N1(v, 8U) + 8, B1(v;U, V) = 8,C1(dv,dU, 8V) + D1(8%v, dU, V)
U;Na(u, V) + V,Na(u, dU) + 8, B2 (u; U, V) = 8,Ca(8u, dU, V) + D2(8u, dU, V),

where C;, C; and D, D, are algebraic trilinear forms. Here, we need to take a closer look at the structure
of Dy and D,. Indeed, a simple direct computation shows that both of them have a null structure,

(4.16)

D1(6%v,dU,8V) = N(dv,U)dV + N(dv, V)oU
D>(8%u, U, 8V) = N(du, U)dV + N(du, V)oU

where N(-, -) denote null forms (i.e., linear combinations of the null forms in (4.2)). The relation for D,
is important for us, while the one for D is less critical because of the better 1! decay enjoyed by the
Klein-Gordon component v.

We also note that B; and C; do not have a null structure in general, as it can be seen by examining
(3.4). However, they are matched, and we will take advantage of this later on.

Summing up all these terms, we obtain the following energy flux relation for solution to inhomoge-
neous linearized problem:

2
e i(1,x) = > 9+ g, (4.17)

J=1
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where the fluxes f; have the expressions
fi=U;U; +V;V, + C1(dv,0U, 0V) + C2(0u, 0U, 9V), (4.18)
and the source g is a trilinear form with null structure and has components as follows:
g =D (8%v,0U, V) + D2(8%u, 8U, 8V). (4.19)

To complete the proof of the energy estimates, we will have to bound the source terms using the
energy. The v-terms D (8%v, dU, V) will be well-behaved because 9%v has 1! decay, but the u-terms
D2(62u, 0U, dV) do not share this property. Instead, for these terms, we need a different idea which
takes advantage of their null structure.

This leads us to Alinhac’s approach which establishes an improved version of the ‘standard’ energy
inequality (by this we mean the inequality corresponding to the multiplier d; case); such an inequality
yields, besides the usual fixed time energy bound, a bound of the (weighted) L? norm in both variables
x and 7 of some good derivatives of (U, V) in special regions.

The special regions mentioned above are exactly the sets C;  introduced earlier in (2.13), (2.14),
(2.15) and (2.16), which provide a double dyadic decomposition of the space-time relative to the size
of ¢ and the size of t — r which measures how far or close we are to the cone. To simplify the exposition,
we will use the notation Crg as a shorthand for either C; gorCrg.

The good derivatives alluded to above are exactly the tangential derivatives relative to the cones
{t — r = const}, or equivalently,' relative to the hyperboloids {t> — x*> = const}. These surfaces can be
viewed as providing nearly equivalent foliations of the sets C.

Lemma 4.2. Assume the solutions (u,v) to the main equations (1.1) or (2.17) satisfy the bounds
(4.4)-(4.9) over the space-time regions Cr. Then the solution (U,V) of the linearized equation (4.1)
satisfies

! o\ XV 2 :
sup / A+ Zv) (0 Lu) + Vi e s sup ETUV@0). #20)
1551 Jors S r r 1e[T 2T

Here, we only consider the Crg regions with § < T, as the outer region C‘T’“t is uninteresting from
this perspective. Concerning the directional derivatives in the lemma, we note that they have a special
structure:

Remark 4.3. The quantities appearing in (4.20) (i.e., V; + %Vt and U; + %Ut) represent the derivatives
of V, respectively U, in the tangential directions to the cones C = {t — r = const}. We denote the them by

Xj
7;' = (9] + _(9[.
r
We further remark that we have the trivial bound

1 )
sup / —(|VU|2+|VV|2)dxdt5 sup  E94asi(U,V)(1), 4.21)
1<ssT7 Jers T te[T 2T ]

which can be viewed as the natural complement of (4.20) for nontangential derivatives. In other words,
(4.20) and (4.21) should be viewed as a pair. This last bound also shows that (4.20) becomes trivial if
S ~ T. Thus, in the proof, we will be concerned with the case 1 < § <« T.

Closely related to the last comment, an important observation that applies in the Crg regions is that
we can connect the vector fields 7, tangent to the cones, to the corresponding vector fields Z, tangent to
the hyperboloids that foliate both the interior or the exterior of the cone:

H, = {* —x* = +p*}.

from the perspective of the estimates
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Here, we consider a hyperboloid which intersects C;. ¢ provided that p? ~ TS. Since S > 1, this in
particular requires that

T<p?<sT?
In this setting, we note that vector fields Z and 7T are related in general via
Z=1T - ’;C(z — e, (4.22)
and, in particular in the Cr s regions, by
Z=TT - S0,. (4.23)

As the tangent planes to both the hyperboloids and cones are close to each other, via the estimate
given in (4.21), we give an alternative statement of Lemma 4.2 in terms of the Z vector fields.

Lemma 4.4. Under the same assumptions as in Lemma 4.2, we have

1 1 .
sup/c §{T‘2(|ZU|2+|ZU|2)+V2}+?(|VU|2+|VV|2)dxdts sup  E9“SHU V)(1).
TS

1<S<T te[T,2T]
(4.24)
Proof of Lemma 4.2. We consider the following weighted version of the energy E (U, V),
E,(U,V):= /RZ e“ey(t,x) dx, (4.25)
and similarly the weighted version of the quasilinear energy E94%S (U, V),
EI"SU (U, V) = /R i %S (1 x) dx. (4.26)

Here, e“ is a ghost weight, which will be chosen such that a is bounded and the weight e ultimately
disappears from the inequalities. Precisely, we will choose a of the form

a(t,r) :=—-A(t—r), (4.27)

where A is a bounded nondecreasing function. Then the gain in the estimates will come from the
contribution of A’(z — r), which will be chosen to be positive.

We can further specialize the choice of the function A(¢ — r) and separately adapt it to each dyadic
space-time regions Cts for 1 < § < T. Precisely, we can chose it so that

1
A'(t-r) = 5 for|t—r|~S, andA’(z-r)=0elsewhere. (4.28)

For such functions A, we need to understand the time derivative of EZ““*'(U, V). Thus, using the
equation (4.17), we have

d ; d g
EEZuaSl(U’ V) - ‘/R2 E[eaequasl(t,x)] dx

= ./RZ e“a, et 4 e’ (0jfj+g)dx.

:/ e“(a,eq““”—ajfj)dx+/ e“gdx.
R2 R?
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The second integrand involves the function g, which is a trilinear form with a null structure. The terms
in the first integrand do not separately have a null structure, so we will take a closer look at them together
for our choice of a as above. Separating the quadratic and the cubic contributions, we write

. - X
atequasl _ ajfj — _Al(t _ r)(equa.\l + _ij)
-
=—A'(t = r)(Q2(0U,0V) + 03,1(9v, U, V) + 032(du, dU, dV)),
where Q> represents the quadratic term,
s
0:2(U,V) = eg(8U, 8V) + = (U, U; +V;Vy),
r
and Q3 1, 03, represent the cubic terms,
03.:(8v, U, 8V) = B;(8v, dU, V) + ~Ci(dw, U, V).
r
Recombining the terms in O, one obtains
Xj o\ X\ L2
0x(U.V) = (Vi+ Lv,) + U+ 2ui) + 72,
r r
which is exactly as in (4.20). However, a short algebraic computation reveals the following structure
for 03 ;:
03.;(0w,0U,0V) = D1 ;(Tw,dU,dV) + Dy ;(dw, dU, V),

where

o D1 ; has no null structure but only uses a tangential derivative of w,
o D ; has a null structure — that is, can be represented as

D5 j(0w,0U,0V) = N(w,U)dV +N(w, V)oU.

Thus, we obtain

d .
—EIMSN(U, V) + / eA'(t —=r)02(U,V) dx
dt R2

. / At =) (D1t (Tv U,V + D1a(Tu, U, V) d

R2 (4.29)

—/ e“A'(t—r)(Dz,](av,aU, 0V) + D3 2(0u,0U,3V)) dx
R2

+/ e“(D(8%v,8U,8V) + D»(8%u, dU, 8V)) dx.
RZ

Now we integrate this relation between T and 27'. With our choice for A, the first integral in the left-hand
side controls the expression on the left in Lemma 4.2. It remains to estimate the remaining terms on the
right perturbatively.

1. The contributions of D1, ;. Here, we use our bootstrap assumption to estimate
|Tu|+|Tv| < eT's?,
which implies that
|D1 1 (Tv,0U,dV)| +|D12(Tu,dU,dV)| < €I~'S°1dU||aV].
Since |A’| < S7!, this suffices in order to bound their contribution by the energy.
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2. The v-terms in Dy 1 and D. Their contribution is
2T
/ / e?[A’(t —r)D2,1(0v,0U,8V) + D, (62\/, oU, dV)] dxdt (4.30)
T R2

which are all bounded using (4.9) for the v-factors and the energy EZ““*" for the U and V terms by

<e sup EMSIU V)(1). 4.31)
te|T,2T]

3. The u-terms in D, > and D,. These have the form
2T
/ / e“[A'(t = r)D22(0u,dU, V) + Dg(@zu, ou, dV)] dxdt, (4.32)
T R2

which we need to process further. In the region C*, the pointwise bounds (4.7) and (4.8) give a !

decay for both du and 9%u, so this is identical to the case of the v terms above. It remains to consider the

contribution over C;” =Cr\ C}’“’, where we will exploit the null structure of D5 > and D3; see (4.10).
The key property is that all null forms can be expressed in the form

N(¢p, ) =0¢ - Ty +T¢ -0y, (4.33)

or equivalently,

1
N(¢,¥) = ;(8¢ “ZY+Zp- 0+ (t—r)0¢ - 0Y). (4.34)

We begin with D,, which contains terms of the form N(du, V)0U and N(du, U)dV. We consider
the first term, as the second will be similar. By (4.33), we have

N(Ou,V) =0%u-TV +Tdu-dV. (4.35)

For the last term, we can directly use our bootstrap assumptions in (4.5) and (4.8) to obtain the pointwise
bounds

l‘_
|TOul| + ’Trﬁzu| < er's79,

Hence, the contributions of those terms are estimated as in Case 1 by (4.31).

The contribution of the first term in (4.35) to the integral in (4.32) is more delicate because now
the 7 vector field applies to V. So instead, we split the integral over C;" into the sum of integrals over
the Crgs space-time regions, apply the Cauchy-Schwartz inequality in space-time, and apply Holder’s
inequality in time in each such region, as well as (4.8), to bound each of these integrals by

AU 8*u TV dxdt
Crs

2
< oo
< N6l 10UIz T VI
1

2
SO sup ETSNULV)(1)| SHSTETV
te[T,2T]

A
m
~
g
~

L2
Crs

A

k)

12
Crs

1

2

eSO sup  ETI (U, V(1) HS‘%TV
te[T,2T ]
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and after a straightforward S summation over 1 < § < T, we get

1
2

sup ‘S_%T(U, I,
1<8<T Lt

/ ~ e“Dy(0%u,dU, dV) dxdt
Cin

<e|l sup EMSHU, V(i)
te[T 2T ]

+e sup EMISUU V(1.
te[T,2T]

The bound for the contribution of D;, is similar, with the difference that the integrand is now
localized to a fixed dyadic region Crgs and that we are using the bootstrap assumption (4.7) for du
instead of (4.8) for 9%u. Using also (4.28), we obtain

1

2
< eSO sup  ESsi(U,V)(1)| sup
te[T 2T 1<S<

STIT(U,V)

/ e*A’(t = r)Dy2(0u, U, 8V) dxdt
c

in
T

L2
Crs

+eST*0 sup  EUSLULV)(1),
te|T,2T]

where the S™!*¢ gain insures the summation in S, but it is not otherwise needed in the sequel.
Overall, we have proved that

2
2
LCTS

(432) se sup E“SHU,V)(t) +€ sup
te[T 2T 1<S<T

]s-%T(U, V)

Summing all up all the contributions to the integrated form of (4.29), we obtain

2
2
LCTS

|S‘%T(U, )

/ STV, (U, V)dxdt s € sup E“SHU,V)(f) +€ sup
Crs te[T,2T] 1<S<T

Finally we take the supremum over 1 < § < 7. Then the last term on the right can be absorbed on the
left, which concludes the proof of the lemma. O

Now we conclude the proof of the Proposition 4.1. For this, we repeat the computation above with
a(t,r) = 0. We integrate the relation (4.29) from T up to an arbitrary ¢ € [T, 2T], and estimate the RHS
exactly as in the proof of the Lemma 4.4. We obtain

EZ(1) — EI'“'(T) s € sup  EZ"““(1), (4.36)
te[T,2T]

and taking the supremum over ¢ € [T, 2T gives

sup Eguasi(t) < EZLIQSi(T),
te|T,2T ]

which concludes the proof of the proposition. O

A consequence of the proof of Proposition 4.1 is that, in addition to the uniform energy bound in
[T,2T1], we also gain uniform control of the localized energies in the left-hand side of (4.20). It will
be useful in effect to obtain a slight improvement over (4.20), where we think of Cy ¢ as foliated by
hyperboloids and obtain uniform L? bounds over each such hyperboloid.

To set the notations, consider a hyperboloid

Hy = {7 - % = p?},
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Figure 2. Region D in 1+1 space-time dimension.

which intersects Cj ¢ provided that p? ~ TS. Since S > 1, this in particular requires that
T<p?<sT? (4.37)
Then we have the following:
Lemma 4.5. Under the same assumptions as Proposition 4.1, the solution (U, V) to (4.1) satisfies
-2 2 2,2 2 2 2
sup / T °(1ZUI* +1ZV|* + p“(|IVU|* + |[VV|9)) + V= dx < E(U,V)(T). (4.38)
T <p?<T? pNCr
Proof. With small differences, the proof mimics the proof of Proposition 4.1. We consider the domain
D ={(x,t) € Cr; * —=x* < p*},

which represents the portion of C7 below the hyperboloid H,, (see Figure 2, which depicts the case when
the hyperboloid intersects the surface + = 27, but not the r = T'). Then we integrate the relation (4.17)
over D, estimating the contribution of g exactly as in the proof of Proposition 4.1. The contributions on
the bottom 7 = T and the top ¢ = 2T are simply the energies. This yields the bound

/ 1Sy x) — L £ dx < E(U,V)(T). (4.39)
H,NCr t

Here, we have used the normal vector n = (1,-7) on H,. It remains to verify that the integrand is
positive definite and controls the integrand in the left-hand side of (4.38).

The leading contribution comes from e and the quadratic part fjo of the f; and gives exactly the
correct expressions. It remains to perturbatively estimate the cubic contributions to the integrand in
(4.39), which under the assumption (4.37), has size

< (VW +[Vu)[VU|IVV] < F(IVUIZHVVI ) < 6 (IVU|2+IVV| )

as needed. O

To streamline the notations, it will help to introduce the following norm for functions (U, V) in Cr:

A= sup E(U,V)(t) + LHS(4.20) + LHS(4.38). (4.40)
T.,2T]

Then we have the following.
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Corollary 4.6. Under the same assumptions as Proposition 4.1, the solution (U, V) to (4.1) satisfies
IOV gr s EU VD). (4.41)

Another direct consequence of Proposition (4.1) and of above corollary is the following corollary
which derives similar energy estimates but for the non-homogeneous analogue of (4.1):

{(ﬁtz —A)U(t,x) =Nyj(v,0V) + N1 (V,3v) + Na(u, 0V) + N (U, 0v) + F(¢,x) 4.42)

((9t2 — A+ 1)V(t,x) =N1(v,dU) + N1 (V, du) + Na(u, 0U) + N (U, du) + G(t, x),

where F and G are arbitrary functions of ¢ and x.

Corollary 4.7. Assume the solutions to the main equations (1.1) satisfy the bounds (4.4)— (4.9) in some
time interval [0, T]. Then the non-homogeneous linearized equation (4.42) is well-posed in [0,T], and
the solution satisfies

sup  ECHU,V)(1) < (1+ Q) ET (U V)T +|(F,G)IIF, . (4.43)
te|T,2T] t x
where C ~ C with C as in (4.4)~(4.9). In addition, we have
IUW)zr s EW.VIT) + (.G - (4.44)

Proof. The proof of the corollary is a direct consequence of Proposition 4.1 and of the variation of
parameters principle (i.e., Duhamel’s principle). O

5. Higher-order energy estimates

The main goal of this section is to establish energy bounds for (u, v) and their higher derivatives. We will
compare this system with the linearized system which was studied in Section 4 and use a large portion of
the estimates already obtained for the non-homogeneous linearized system (4.42), as in Corollary 4.7.
We start with the equations (1.1) and differentiate them » times. Here, the variables that play the
role of the linearized variables (U, V) are the n times differentiated variables (9" u, 3"v), which we will
denote by (u",v™). We differentiate (1.1) n times and separate the terms into leading-order and lower-
order contributions, interpreting the differentiated equation as a linearized equation with a source term,

as in (4.42):
(02 = A )u"(1,x) = Ny (v, 0v") + Ny (v", 8v) + Na(u, dv"™) + Na(u", dv) + F 5.0
(0% = Ay + 1)V (t,x) = Ny (v, du”) + Ny (v", Ou) + Ny (u, 0u™) + Na(u”", du) + G, '
where the source terms have the form
n-1 n-1
F"(t,x) = Z N (vE, 0vK) + No (uF, 0vF), G"(2,x) = Z Ny (vK, 0u™ ) + Np (uX, 0u™ ).
k=1 k=1

Our energy estimates for the differentiated system will be proved under the same bootstrap assump-
tions we previously imposed (4.4)—(4.9). The main result of this section is as follows:

Proposition 5.1. Let n > 4. Assume the solutions (u, v) to the original main equations (1.1) or (2.17)
are defined in H" in some time interval [0,T], and satisfy the bootstrap bounds (4.4)—(4.9). Then the
following bound holds:

E"(u,v)(1) < 1€°E"(u,v)(0), 1€ [0,T], (5.2)

for some positive constant C.
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Remark 5.2. As defined, the energies E" (1, v)(#) measure not only higher-order spatial derivatives for
(u, v) but also higher-order time derivatives of (u, v). However, at the initial time, we want to measure
only the size of the Cauchy data, which means at most one time derivative of (u,v). However, our a
priori bounds (bootstrap assumptions (4.4)—(4.9)) suffice in order to estimate the Cauchy data to higher-
order time derivatives of (u, v) in terms of the corresponding bounds for the Cauchy data of (u, v). This
is a relatively straightforward exercise which is left for the reader.

Proof. The proof heavily uses the energy estimates for the linearized system (4.1) in the previous
section. We will use the differentiated equations (5.1) to inductively prove bounds on the differentiated
functions (", v"). For this, we will rely on the energy E9“%5" and on the bounds in Corollary 4.7.

We begin by discussing the case when n = 0. The easy way to handle this case is to relate it to the
linearized equation, by simply thinking at (1.1) as being written as in Corollary 4.7 where F and G are
given by

F = —Nl(V,av) - Nz(U, 6v), G = —Nl(V, 6%) - Nz(U, 6%).

The non-homogeneous term F can be easily bound in L} L2(Crs) using a priori estimate (4.9), while
G is bounded in L!L2(Crs) using the null structure highlighted in (4.33), (4.34) as in the proof of
Lemma 4.4.

The case n = 1 is a trivial consequence as (Vu, Vv) exactly solve the linearized equation. So from
here on, we will assume that n > 2.

Since we do not have a way to prove a good energy estimate working only at fixed time, we will focus
on proving a good energy estimate on dyadic time scales [T, 2T']. Precisely, arguing by induction on #,
it suffices to show that

sup Equasi(un,vn)(t) < Equasi(un7vn)(T) +€CEquasi(uSn,vSn)(T). (53)
te[T,2T ]

Just as in Proposition 4.1, to prove this, we will use the stronger auxiliary norm X7 in (4.40), which
captures more of the structure of linearized waves. So instead of (5.3), we will prove the pair of bounds

sup  E9U4Si(y™ vy (1) < E949ST(y" y")(T) + €C|| (u=", VSH)”§(7. 5.4
te[T 2T .
N V) S B35 ) () + €C L, v <) (55)

To prove both of these bounds, we rely on the results of the Corollary 4.7, which shows that it suffices
to obtain L!L2 bounds for the non-homogeneous contributions (F?, G"). Precisely, we will show the
bound

I, GM2, . < Cell =", v=") 2., (5.6)

which by Corollary 4.7 allows us to recover the estimates (5.4), (5.5).
Analogous to the discussion of the terms in (4.30), (4.32), we need to deal with two types of terms:

1. The v-terms have the form

N (K, 0v k), k=1,n-1, (5.7

which we want to bound in L tl Li. Here, we do not need to use the null structure. We discuss two possible
terms:

a) The case when k = 1. In this case, we use the bound (4.9) for the §?v term. We also control ||0v" 2
from the v" energy. Thus, we get fixed time bound

INL(8v, 0v" D2 < TVl 2.
We obtain the L,1 L2 bound by integrating over the time interval [T, 2T].
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b) The case when k > 2 and n — k > 1. It suffices to estimate at fixed time
NG (K, v ) 2,

. . . . 2n-1) . 2(n-1) R .
which is done by placing dv* in L7 and 6" % in L7 . If all derivatives were spatial

derivatives, then we can bound these terms at fixed time using interpolation by the energy of v"* and
the bounds in (4.9)

INE 5, v N 2 < 10VEIL 200 10251 20
L. k-1 L.k
X ‘X
2
s ov*iipzllovilLy

< CeT |0V || 2.

If some of these derivatives are time derivatives, then the same argument applies with the one
difference that on the right we use uniform norms over the interval [T, 2T]. Integrating in time over
the [T, 2T time interval leads to the L! L2 bound.

2. The u-terms are as follows:
Ny (b, 000y, Ny(K, au™ ), No@u*,0u" %), k=1,n-1, (5.8)

and also need to be bounded L!L2(Cr). The second term is treated as in Case 1 for k = 1, so we will
only consider it for k = 2, n — 1. The analysis of the first two terms is almost identical, so we just discuss
the first and third terms. In fact, we will estimate them in L?12 and then use Hélder’s inequality:

— 1 —
ING*, 0w )z < T2HINGS, w2z

where w = u,v, and N = N; or N = Nj accordingly to (5.8). We need to estimate the nonlinearity
N(uk, dw"*) in L212. The difficulty here is that the second derivatives of u do not have #~! uniform
decay; instead, they decay like 3 (t - r)‘%“sl.

We begin by noting that in the region C"’, the second derivatives of u do have ¢~ uniform decay, NY)
again, the argument in Case 1 applies. From here on, we will consider the remaining region C}"" which
is near the cone and corresponds to dyadic scales 1 < S < T. Here is where we make use of the null
structure (4.33) as done in Lemma 4.4. We successively consider the two terms in (4.33),

N(uk, ow™*) = du* - Tow™* + Tuk - 9wk, (5.9)

We consider the Cr g partition of the C;" and will estimate the Ltz’ (Cst) norms separately. As discussed
above, we can assume that § < T'; also, we will not distinguish between the + (i.e., the interior vs. the
exterior of the cone).

We first consider the case where w = v. We estimate the first term in Crs using interpolation
restricted to Crs:

n

k=l kel -
Qu=" {17 T ovI N T V="

n-k
n-1
o

lou® - Tov" = I2 < [10%ull;

c k=1
Tosup (Ve (0]
te|T,2T ]

=
il
%)
=
i
@
=
\]
Ié\

< Ce(T*fST‘SI)"’ T
1 -k
< CeT™ 2800w || (u=", v=")|Ixr,
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and similarly for the second, where we also use that S < T in the region Cr:

k=1 n-k
e PR v ||Tu<"||" RIS

n-k
Tosup  [[VvER(@)ll)
te|T,2T )

—k
< CeT™ 28705 || (=", v=") ||

Note that commutators between 7 and derivatives yield extra T~! factors and hence give negligible
contributions. The dyadic summation over S is trivial, and hence,

1
ING, 0V )2 s CeT™2 | (=", v=")lIxr-

A similar analysis is done on the L%Li norm of (5.9) when w = u. Using interpolation restricted to
Crs, we find for the second term that

10%u™™* - Tu®||> < ||Tuk|| 2n) ||32M”7k|| 2n)

~>~

< 1 Toull= = IITM<”II Ilﬁzull” 162 l||

?r-

s Ce(r 5o it (rdsbo ) b BRI AT sup v o)
te[T 2T ]

1
< CeT 287 |u="||xr .

The first estimate is treated very similarly and satisfies the same estimate.
The dyadic summation over S is once again trivial, and we find

NS, ")l 212 < CET 2=, v=")lyr.
This completes the proof of (5.6) and thus of our proposition. O

We remark that exactly the same argument also applies to the truncated equation (2.17). Also, implicit
in the proof is the fact that we obtain also control over the X T norm of the solutions. In addition to that,
we will also obtain good control of the localized L? norms for the right-hand side of the equation (2.17).
To best summarize those, we introduce the norms Y7 for functions in [T, 2T] x R? by

1
I(F, G)llyr = sup T2[|(F,G)llL2(crs)- (5.10)
1<S<T

We introduce this norm as a way to measure the RHS of (2.17), interpreted as a source term. Such an
estimate will be needed later in the proof of the pointwise estimates derived in Section 7. To formulate
the next result, we will turn to the set up of the Proposition 2.3, and we set n = 2h. Then we have

Proposition 5.3. Let n > 4. Assume the solutions (u, v) to either the equations (2.17) or (1.1) are defined
in H™ in the time interval [0,2Ty], and satisfy the bootstrap bounds (4.4)—(4.9). Then the following
bounds hold:

E*(u,v)(1) < tCE™ (u,v)(0), te[0,T]. (5.11)

In addition, for all 1 < T < Ty, we have the following estimates in Cr :

8= (u, v) 12 s TECE (u,v)(0), (5.12)
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and
103~ (@u, (@ + DY)Ilr < TEE™ (1, )(0). 613

Remark 5.4. The loss of derivative in the bound (5.13) is a consequence of the RHS of (1.1) or (2.17)
being one derivative higher than what we can control with the X7 norms.

Proof. The bounds (5.11) and (5.13) are direct consequences of Proposition 5.1.
The bound (5.13) is only partially implicit in the proof, as one also needs to estimate the first four
terms in RHS (5.1). ]

‘We also remark that the result in Proposition 5.3 proves the bounds (2.22) and (2.23) in Proposition 2.3,
but only when Z7 are regular derivatives.

6. Vector field energy estimates

The main goal of this section is to establish energy bounds for the solution (u,v) to which we have
applied a certain number of vector fields from the family of vector field (1.15). Precisely, we want to
prove an energy bound for (ZYu, Z¥v), where vy counts the number of Klainerman vector fields and
spatial and time derivatives applied to the solution (u, v) of the equation (1.1).

All the vector fields Z in (1.14) are related to the geometry of the problem, and they are the generators
of the Lorenz transformations of the Minkowski space R'*? which preserve the equation (1.4). Under
these circumstances, our aim is to prove an energy inequality for the energy functional E1>1, which we
introduced in (1.17).

Recall the notations already introduced in the Introduction, where

Z={Z,0}

is the collection of vector fields we work with. We will use multiindices @ to count the number of spatial
derivatives and 8 for Z derivatives. We put these together in

v = (@, pB),
and set

27 =9°7ZP.
We use weights to measure the total number of derivatives

Iyl = lal|+hlBl.

Here, we use the parameter 4 to choose a balance between the relative strength of vector fields versus
regular derivatives. This will allow us to work with only two vector fields, provided that we have a larger
number of regular derivatives, thus enabling us to use very weak decay assumptions on the initial data.
For this, we will use the range |y| < 2h which corresponds exactly to two vector fields. Ideally, we will
want A to be as small as possible; its size will be dictated by the Klainerman-Sobolev inequalities in the
next section.

One might wish to compare the system satisfied by (Z7u, Z7v) with the linearized system which
was studied before in Section 4. We start by applying y vector fields Z to the equation (1.1). Here,
the variables that play the role of the linearized variables (U, V) are (Z”u, Z”v). One difference when
working with the spatial rotations or with the Lorentz generators are the commutative properties of
these vector fields with respect to the null structure nonlinearity.
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Thus, applying Z7 vector fields to both hand sides of (1.1) and denoting ZYu =: u”, we obtain the
inhomogeneous equations

ou? (¢, x) = N1(v, 0v?) + N1 (v7, 0v) + Na(u, 0v?) + Na(u?, dv) + FY 6.1
(@+ v (t,x) = Ny(v,du”) + Ny (v7, du) + Na(u, 0u”) + Na(u”, du) + G7, '
where the source terms (F?, GY) are of the form
F? = Z NGO, av?), G = Z NGO, du™?). 6.2)
yil+y2l<lyl ril+r2<lyl
il ly21<ly il lv2l<lyl

Here, N(-,-) is a new linear combination of quadratic null forms (1.3) arising from the commutator
terms.

To better understand the structure of the system (6.1), we need a full description of the quadratic
nonlinearities in (F”, G?).

Lemma 6.1. All the nonlinear terms in (6.1) are linear combinations of the quadratic null forms (1.3).

Proof. Simple computations show that this is indeed the case. Iterations of the following formulas for
the Klainerman vector field Q;

Q0i012(4,¥) = 012(Qi . ¥) + Q12(¢, Qoity) — (=1)' Qo (¢, ¥), i,je{l,2},i#],
Q0iQ0; (¢, ¢) = Qo (Q0i¢, ¥) + Qoj (¢, Qo) + Qij (4, ), i,j €{1,2},
Qi Q0(¢,¥) = Qo(Q0id, ¥) + Qo (¢, Qoity), i=12,

as well for the €, vector field
Q2012(0,¥) = 012(2120,¥) + 012(¢, Q12¢),

QlZQOi(¢’ W) = QO[(912¢’ lﬁ) + QOi(¢’Ql2w) + (_l)ion(¢’ ¢)7 L J € {172}’1 * j,
Q1200(¢,¥) = Qo(Q12¢,¥) + Qo(¢, Qu2¥),

show that indeed the quadratic nonlinearities have a null structure. Useful in our computations are also
the commutator properties of individual vector fields acting on the null structures (1.3), which we list
below

[Q0i, 0] = =8, [Q0i,0;] ==6i;0, [Qi2,0]1=0, [Qu2.01] =82, [Q2.0]=-01. (6.3)
O

Our main vector field energy estimate is as follows:

Proposition 6.2. Let (u,v) be solutions to the equations (2.17) in the time interval [0, 2Ty, which in
addition satisfy the corresponding bootstrap bounds (4.4)-(4.9) Then, for T’ < Ty, they must also satisfy
the bound

EPM (u,v) (1) < tCEEPM (u,v)(0), 1€ [0,T7], (6.4)

where C is a positive constant.

The content of Remark 5.2 remains valid in the context of the above proposition (i.e., we do not
distinguish between space and time derivatives in the choice of our vector fields). Observe also that the
product ZY with |y| < 2A can at most contain two vector fields Z of the family (1.14).
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Proof. As a preliminary step, we remark that our initial data energy E2"!(u,v)(0) is equivalent to the
square of the norm in (1.18),

EP (u,v)(0) ~ [[(uts v) {01120 + 60 (1t W) [OT 12, + 11202 (at, v) [OT 1. 65)

This is a straightforward elliptic computation which is left for the reader. We will take advantage of
this observation in order to simplify the analysis in the exterior region C°!. Indeed, in this region,
we can directly apply the result of Proposition 2.2 to obtain the desired bounds on the solution, and
we can dispense with the vector field analysis. Precisely, we conclude that we have the exterior fixed
time uniform estimate

ERM u,v) (1) < ER" (u,v)(0), (6.6)

ext
where

2h
Ee[xt] (M, V)(t) = || (M, V) [t] ||72.[2h (Cout) + “xax(u, V) [t] ”;h (Cnut) + ||x26)%(u’ V) [t] ”i[()(cnut) M

This bound is stronger than the needed one in (6.4) in the exterior region in two ways: (i) it does not
have the 1€ loss, and (ii) it applies to all vector fields of size |x| rather than only the Z vector fields.

After these preliminaries, we turn our attention to the evolution of the full vector field energies of
(u,v). We begin with several reductions which follow the pattern of previous sections. First we recall
that our problem is quasilinear and the energy that can be propagated for the derivatives of (u, v) is the
quasilinear energy. So denoting

ERM )= Y ERM (6270, 27), (6.7)

quasi quasi
ly1<2h

we will replace the bound (6.4) with the equivalent bound

ERM 5 wy (1) < ©CSEPM (v, u)(0), 1e[0,T']. (6.8)

quasi quasi

As before, this reduces to a bound on a dyadic time interval

ERM o)1) < (1+ CeEPM (w,v)(T), te|[T,2T) c[0,T]. (6.9)

quasi quasi

Applying Corollary 4.7, bound (6.9) in turn would follow from a bound for the source terms in the
equation (6.1) in the time interval [T, 2T'], which we separate into an interior and an exterior part:

<2h
I(EY, GV)ILi 2 (ciney S CElZZ (w,)lxr, [yl < 20, (6.10)
respectively

ICE”, G112 (cgury < CENZ= (w,v)[0llpo, Iyl < 2h. (6.11)
This separation is convenient here because in the exterior region, we have access to the stronger bounds
in (6.6) which simplifies matters somewhat. A similar separation could have been implemented in the

previous two sections, but there it would have made less of a difference.
Since (u, v) play symmetric roles in this analysis, we will use the notations w and w for either u or v.

Then we need to estimate

IN(W?', 00" I172 < Cel 2<% (u, v) Iy,
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where | and vy, are restricted to the range
lyil + ly2l < 2h, Iyl [y2| < 2h.

Setting y; = (a;, B;), we distinguish three cases:

D Bi=p=0.
ID) |B1] =0, |B2| =1 or viceversa.
D) il =B2| = 1.

The case I) was already considered in Section 5. For the case II), we enumerate the possibilities:

N(0™w, 0™ Zw) 1<ni+m <h+1, ny <h.

The case n; = 0 may occur here only if we started with exactly Z> and one Z was commuted. In this
case, we get the terms

N(w, 0Zw),

which have not been covered yet. We will still discard this case because it is similar but simpler than case
(6.14) below. The case n; = 1 is also identical to the estimates in Section 5, using directly the bootstrap
assumptions for the second-order derivatives for  and v, so we can also discard it. Thus, we are left with

N(O"'w, 0™ Zw) 2<n <h, 1 <n+ny<h+1, (6.12)
N(6"'w, Zw). (6.13)

Finally, in case III), the only terms to consider are
N(Zw, 0Zw). (6.14)

O

To bound each of these source terms, we follow the same outline as the proofs of the corresponding
results discussed in Sections 7.6, 4 and 5. One minor difference is that we will separate the exterior
region C$' from C;”. For the main region Ci", we refine the analysis even further and prove estimates
on the space-time regions C7. . In all cases, the dyadic summation in S will be trivial. We will repeatedly
use the following interpolation Lemma:

Lemma 6.3. Assume that n > 0 and

AR S
Q

Then we have
1 1 1 1
||6n+lz¢||Lp(CTS) S ||ZS2¢||ZZ(CTS) ”0S2n82¢”z"(crs) +5 ”6¢”zq(CTS) ’ 6.15)

The same holds in C;’” .

Proof. Using hyperbolic polar coordinates adapted to Crs (see the next section), this lemma reduces to
variants of the classical Gagliardo-Nirenberg inequality in a unit sized domain. The details of the proof
are included in the appendix. O

A. The null form (6.14).

Here, we consider the terms in (6.14) and separate the exterior region C2*' and the dyadic interior
regions Crs. In the latter case, we will not differentiate between C} S and C; 5

https://doi.org/10.1017/fms.2025.10081 Published online by Cambridge University Press


https://doi.org/10.1017/fms.2025.10081

Forum of Mathematics, Sigma 35

a) The exterior region C7*'. Here, we prove the bound (6.11) in C2"". We neglect the null structure
as well as the vector field structure so that we are left with the fixed time bound
I20*wowll; < T (EE ()2,

But this is straightforward, as for the first factor, we can use the er~! bound in our bootstrap assumption,
and for the second, we use the x~2L? bound in the above exterior norm.

b) The interior region C}”’ , v-terms. Here, we consider the terms (6.14) for w = w = v. This is the
simpler case, and it is instructive to consider it first. We are considering expressions of the form

N(Zv,0Zv), (6.16)
and we want to bound them in L} L2 (C;”’). We actually estimate them in LtzLi(C;’” ) using that
1
We neglect the null condition and will place both factors in L4(C¥” )
||N(ZV, OZV)||L2(C¥H‘) S ||0ZV||L4(C¥”) ||62ZV||L4(C¥”),

where the two terms are estimated using interpolation inequalities as follows:

1 1
2 ) <2g.0012 <2q.00117
|1z] Zv||L4(C,Tm) sz (9v||L2(C¥,,)||6 8V||L°°(c;"t)’ (6.17)
respectively
1 1
) <2q.0117 2
||62v||L4(C,T,m) V4 av”LZ(c;"f)”aV”Lw(c;"f)' (6.18)

Here, we can use slightly larger sets for the interpolation on the right, which allows us to localize the
estimates. Combining the two and using our bootstrap assumption, we obtain

IN(Zv, 0ZV)llp2 12 (ciney CeT 2|1 Z5%v|Ixr,

as needed.
¢) The C‘T’” region, the u terms. Here, we consider the nonlinear term (6.14) in the case where
wW=w=1u

N(Zu,dZu), (6.19)

which we want to bound them in L} Li(C;”’). We consider separately each of the Crg regions. This is
simpler if § ~ T, as the null condition is not needed there and the argument in case (b) applies.

It remains to separately consider the regions Crs with 1 < S <« T, in which case we use the null
form structure via the representation (4.34)

N(Zu,dZu) = Zu - TOZu + T Zu - 8*Zu. (6.20)
Again, we interpolate between L? and L™ to get L*, but this time in Crg. This is acceptable because

the Z vector fields are well adapted to Crs. We harmlessly commute 7~ and 9 with Z at the expense of
much better error terms. The bootstrap assumptions (4.4) and (4.7) yield that

1 t—
[Tul < ~\Zul + —|ul 5 Cer™(t = 1)°.
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hence, for the second term in (6.20), we have

1ZTu - 8*Zullp2cpg) S NZTullps (e 10° ZullLs (cpg)
1 1 1 1 g 1
< |IZSZTMI|L22(CTS)||TM||£m||ZS25‘M||L22(CTS)(||c93u||£m +872||0ull})

< eCSiT 85725 2= (4, v) ||,
and the S summation is straightforward since 6 < §;. For the first term in (6.20), we have

1Zow - 0ZTullr2(crg) S NZ0ullps(cr ) IOZT ullps(cps)

1
SZTMH 2

1 1
<2 2 2
< ”Z 6u|| )”014” oo L2 (Crs)

LZ(CTS (CTS)”Z

1 1
2 2 -1 2
N Tull o pgy + S 2N0Tull s ) )
o
< CeTFSFT 38 5T 287 (| 252 (u, v)||xr

S
< CeT™ 1857|252 (u, v) |l

where for the last factors, we used the bootstrap assumptions (4.6) and (4.8), which imply
. 1 - t—r i+1 —1 -5 . T A
[07Tul| < ;I@"Zu|+7|0~’ ul < Cet " (t-ry°, j=1,2.

(d) The C}"’ region, the mixed u, v terms. Consider first the quadratic term
N(Zu,dZv)

which we need to estimate separately in each Crg region. Again, we only consider thecase 1 < S <« T,
the one where S ~ T are simpler, and use the null structure via the representation (4.33)

N(Zu,0Zv) = 0Zu - TOZv + T Zu - 3*Zv.

For the first term, we use interpolation inequalities and our bootstrap assumptions (4.7) and (4.9) to
obtain

N Zou - 0ZT v 2(crg) S N1Z0ullscr ) IOZT V4 (crg)

1 1 1
<2 2 2 <2 2
S NZ2=20ully o, MOl o, GNZ5 TV e, o

1 1
2 7 -1 3
MOT VI gy +STZNOTVI L o)

1_91

S
< CeT3T i 5SiT7 3 8| 22 (u,v) |Ixr

_1_%1 4
< CeT 7282|1252 (u,v) |Ixr

where the S summation is straightforward. The second quadratic term is similar.
The other mixed quadratic term to consider in this scenario is

N(Zv,0Zu),
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which is easy to treat as shown below:

IN(Zv,0Zu)|12(cpg) S N10Zv - *Zull2(cpg) S N0ZV It (cpg)l10” ZM||L4(CTS)

< 122 <||62v||Lm(CT SOV e, N2 200l

L2(C L2(Crs)

(ne%u? +S"Ilﬁwll

L2(Crs L2(Crs
< CesiTiTiT i57i% ||zfz(u,v)||xr

_L % <2
< CeT™ 385|252 (u, v) ||y

B. The null form (6.13)

The arguments here are similar to the ones above. In the exterior region C5*', we have
IN(6"*'w, Zw)| < |x]|0"*? w|0%wl,

and we can bound the first factor in L2,

ah+2

x|0™“wll 2 (cgmry < (E2M (w2,

and the second factor pointwise by Celx|™!.

The argument in the region C;"’ is also similar. The bounds for N(8"*'w, Zw) in each Crg are
obtained in the same way as the bounds for N(Zw, dZw), replacing the inequalities for 0Zw and T Zw
with the following interpolation inequality

1 1
16" s < 105" 202 W I 0% s 0 = 9w, Tw (621)

which holds in each region Crs.

C. The null form (6.12)

In this case, we follow the same strategy as above, but with the difference that we can no longer rely on
L* interpolation, and instead we must use other L” norms. To fix the notations, we simply consider the
worst case whenny +n, = h+ 1.

We start with the exterior region, where we estimate the terms in (6.12) as follows:

IN(8™w, 8™ Zw)| < |x]|0™H w||d™w].
We chose exponents p1, po so that

2(h-1) 2(h-1) 1 1 1
= —? p2 = —’ - + -
ny—2 np Pt P2 2

and will place the two factors in LP! respectively in LP2. At a fixed time ¢ € [T, 2T], we use Holder’s
inequality and interpolation to get the exterior bound

[IxIN(8™ w, 0™ Zw)l| 2 (coury S |II)€I3"‘+ W”LPI(C"“’)”az wllm(cvw)

< WG e N0 T 1701 10 P 5

LZ(C()Ltt) Loo(cnut) L2(C()ut)
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where the L* norms are estimated using the bootstrap assumption and the L> norms are estimated using
the outer energy bound, — in particular, that

lo="o? wllp2cgury S T° YERM (w))2.

For the interior region CI*, we consider separately the sets Crg as before and use the null form
representation (4.34) in the case where (w, w) = {(u, u), (1, v), (v,u)}. Then we need to estimate the
expressions

N(0"w, 0™ Zw) = 0w - T Zw + T w - 8™ Zw (6.22)

in L>(Crg) for 1 < S < T. When n, = 0, we use again the L* — L* interpolation argument, so we focus
here on the case ny > 1. Both terms are treated in a similar manner. For simplicity, we consider the latter
one, in order to facilitate comparison with case (a). We begin with two exponents p; and p, given by
_4(h-1) 4(h-1) 1 1 1

) = - — = =

h+ny,—=2" p1 pr 27

i

ny — 1
and we estimate
1 1
170" w - 0" Zwllr2(crg) S T WllLer (crs)10™ ZwllLra (crg)

where the two terms are estimated using interpolation inequalities as follows:

2 2

2 1-2
ITO" Wllercrs) < 1052 2T oWl o ITOWILTE, . (6.23)

respectively

— 1 -1 i
107 Zollr crs) 5 12200l ) 02 D00y +SHP 0l gy ) (629)

L2(Crs
where p3 is given by

1 1 2
— =
P32 p2

Finally, the last terms in (6.24) are interpolated again as

4
P2

4
||a§2(n2—1)82w||Ll]3(CTS) S ||6S2(h—1)63 | P2 ||(93 ||L°° rs)’

L2(c
4

10%wl|Les (crs) < ||52W| ||(92

LZ(C ||L°°(C7‘s)

Combining the last five relations and using our bootstrap assumptions, we obtain

170w - 8™ Zwllpa(cpg) CET_%S_C‘S‘IIZSZwII 0= (w, w)IIXT,

as needed, where
I, (w,w) = (u,u)

c=1=, (w,w)=(u,v)

= (w,w) = (v,u).
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The term N(9™v, d"2Zv), however, does not use the null structure and can be bounded using the
same interpolation argument as the one employed above for the product 79™ w - 8™*! Z but carried in
the whole interior region C;'’ rather than in each Crg. From the pointwise bound (4.9), we get

IN(@"1v, 0™ Z0) || 2 cimey s [|0" v - a"z+12v||L2(C¥,,)

2 l—l 1 2 _1 l—l
<flo= a7 o 1P 1250z o |00 2 e 07V
< e 0=|2, |20

Now we are able to finish the proof of Proposition 2.3. The proof of Proposition 6.2 already gives
us the X7 bound of (u, v). It remains to consider the ¥ bound. The Y7 bounds without any Z vector
fields were already discussed in Section 5, so we are left with the single YT bound that involves the Z
vector field

1Z(Cu, (o + 1)v)|lyr < eCT<C. (6.25)
This is the same as
IN(Zw, 0w)llyr + IN(w, Zdw)|lyr < eCTC. (6.26)

These bounds have already been proved in the proof of Proposition 6.2 above in the worst case scenario,
which is that of the u-terms; see (4.33).

7. Klainerman-Sobolev inequalities

To recover the bootstrap bounds (4.4) to (4.9) on the almost global time scale, we need appropriate
Klainerman-Sobolev inequalities, where the aim is to obtain pointwise bounds from the integral bounds.
Our main result here is a linear result. Unfortunately, we cannot work at fixed time, so instead we work
in a dyadic time region Cy with T > 1. The pointwise bounds in the exterior region C?*' were already
established in Proposition 2.1, so here it remains to concentrate on the region C}".

Theorem 5. Let h > 8. Assume that the functions (u,v) in C;” satisfy the bounds
127 (u,v)||xr <1, ly| < 2h, (7.1)
as well as
1Z7(Ou, (O+ 1)v)|lyr <1, [yl < h. (7.2)

Then they also satisfy the pointwise bounds

1Zu| < 1, (1.3)
1Z8/ul < t-r)°  j=12, (74)
|0ul < (1)t - )73, (1.5)

107ul < (1) 2 —r) 2%, j=2.3 (7.6)
107v] < (1) "0 -r)°, j=0,3. (1.7)

Here, 6 > 0 is a fixed small constant. This suffices to prove the almost global well-posedness result.
The remainder of this Section is devoted to the proof of Theorem 5.
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To prove the theorem, we divide the forward half-space R* x R? in two regions: C* inside the cone,
and C~ outside the cone, and solve the problem separately in each of the regions. Here, we will allow for
a small ambiguity in that the region at distance at most one from the cone can be treated both ways; this
corresponds to the fact that the bulk of the X7 norm is invariant with respect to unit (space and time)
translations. This is related to the fact that the main result of this paper is also invariant with respect
to unit translations. To a large extent, we will think of the bounds of this Theorem as consequences of
Sobolev type embeddings or Bernstein type inequalities. Since our vector fields include the Z vector
fields, in order to be able to interpret the bounds in Theorem 5, we need to work in coordinates which
are adapted to the vector fields Z. In practice, this means working in hyperbolic coordinates, both in
C* and in C™. Because of this, in what follows, we first introduce the hyperbolic coordinates inside the
cone and prove our bounds there, and then introduce the hyperbolic coordinates for the C~ region and
again prove the corresponding estimates. Fortunately, there will be many similarities between the two
regions, and some proofs will actually be completely identical.

7.1. Normalized coordinates inside the cone

For the analysis inside the cone, it is very convenient to work in the so-called spherical hyperbolic
coordinates in H? X R:

t = e cosh(¢),
x1 = e? sinh(¢) sin(0), (7.8)
x, = ¢ sinh(¢) cos(6),
where 6 and ¢ are the polar coordinates in the hyperbolic space; ¢ measures the distance from a point
on the hyperboloid to the origin (1,0, 0) (the origin is also called the pole), and 6 is the angle from a

reference direction. Finally, o~ represents the time in the hyperbolic coordinates. The Jacobian of the
change of variable is

J(o, ¢,0) = 37 sinh(¢).

We will also need to express the wave operator into this new variables, as it will later become important
in our analysis:

Y. cosh(¢)
sinh?(¢) ¢ 7 sinh(¢) )

—0=e77(-07 +0; + (7.9)

One can verify very easily the formula in (7.9) as well as the following correspondence in between the
derivatives relative to the Euclidean or to the hyperbolic coordinates:
0o =10; +x10y, + X20y, =10; + 10,
0o =10, + 2510 + 3200, ] =10, +10), (7.10)
0p = —x20x, +X10x,,
and respectively

0; = e~ 7 cosh(¢)ds — ™7 sinh(¢)dy,

Ox, = —€ 7 sinh(¢) sin(0)do + e~ cosh(¢) sin(6)dy + %(z;()e) o> (7.11)
Oy, = —e~ 7 sinh(¢) cos(0)d, + e~ cosh(¢) cos(0)dy — %ﬁgﬂ 6-
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Once in these coordinates, the regions C7. become essentially rectangular regions of size 1. Precisely,
in spherical hyperbolic coordinates, the regions C7.; are represented as follows:

Crs — D:={(0,¢,0) : (0,6,0) €1y x14x[0,2n]},

where I, and 14 are intervals of size 1. As discussed earlier, we are assuming we are at distance at least

one from the cone, which corresponds to S > 1. Furthermore, in the region CJ ¢, we have
e*7 =12 — x> ~ ST, e cosh(¢p) ~ T, J ~ ST?. (7.12)

Observation: Please note? the connection between the new coordinates and the vector fields associated
to our problem:

o the scaling vector field (1.13) and the derivative with respect to the time-like variable o:
0y =S8.
o the rotations 1, and €; are nothing more than the derivative in the 8 direction:
0g = Qip = —€;.

o the Lorentz boosts y; and Qq, are closely connected to the derivative in the ¢ direction, which we
will denoted by €y,

X X
Qo = (945 =rd; +10, = —1901 + —2902.
r r

A more useful relation is given by

cosh ¢
Qo = 00, — sin 6 ,
01 COS ¢ — SIn Sinh¢ 0
cosh ¢
Qoo = 0 0g +5sinf0.
02 = COS Sinh ¢ g +sinfdy

Many of our estimates involve the regular gradient, which is very simple in the standard Minkowski
coordinates where it can be expressed in the basis {6t, Ox,» 8XZ}, but not as simple when expressed in
spherical hyperbolic coordinates. Because of this, it is very useful to have an alternative basis to measure
the size of the gradient which is well-adapted to the geometry of the hyperboloids. It is natural to choose
two vector fields which are tangent to the hyperboloids, but then it is not obvious how to complete this to
a basis with a third vector field. For simplicity, let us restrict ourselves to the region where ¢ > 1. Then
two natural vectors which are tangent to the hyperboloids are d4 and g, both of which have Euclidean
length 7, and we can choose the first two elements of our new basis to be 7~'d and T~'8y. For the third
vector field, we cannot chose d- because it is too close in direction to d. Instead, we could choose d;,
which we can rewrite in the form

1 1
20, = ——— (9 — — (8, . 7.1
0 t_r(é 6¢)+t+r(6 +8¢) (7.13)

Thus, in the C;.  regions, we can use the following three vector fields as a substitute for the gradient:

1 1 1
Vix ® { Taes T3¢, g(ao- - dg) } (7.14)

2Atleast when ¢ > 1 which corresponds to S << 7'. A small variation of this computation is needed in the interior region CJ.. .
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In the region ¢ < 1, which corresponds to S ~ T, the matters are simpler because we can simply use
7718, for the third vector field.

From here, we split the analysis in two components: one that deals with the Klein-Gordon pointwise
estimates and one that establishes the wave pointwise bounds.

7.2. Pointwise bounds for the Klein-Gordon component inside the cone

We work in a dyadic region C.

Ts» Which is foliated by hyperboloids H with

e*7 ~ ST.
We begin by recalling the components of the X7 norms in C7 - From the localized energies, we have
1Z"Vl20s + 127 Tvll 22 87, yl<2n, (7.15)
and
127Vl ST2 Iyl <20 (7.16)
Correspondingly, we have the stronger L? bounds on the hyperboloids
1272y + 127 TVllp2my 1. |yl <28, (7.17)
and
IZ"VVll2ry S ST3T2, |yl <2 (7.18)
However, for (O0+ 1)v, we have
I27@+ Dvllze T2yl <h. (7.19)

The next step is to translate the above estimates in the new coordinates. We will use the subscript /
to indicate norms evaluated in the spherical hyperbolic coordinates:

127Vl + 127 vl ST, Iyl <2n, (7.20)
and
127Vl < S72T72, |yl < 2h, (7.21)
as well as the L? bounds on the hyperboloids
127¥llg2 () HNE Tollz oy ST, Iyl <2, (7.22)
and
127 V¥llz2 ) < ST, |y| < 2h, (7.23)
while for (O + 1)v, we have
127e* @+ vll,2 < ST, |yl <h (7.24)

We use (7.9) to rewrite

2
1
—ez“(D+1):—e2‘T—(80+§) +—+(93,+ .
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and observe that the bounds (7.22) and (7.24) imply the bound

2
1
z7[2 + (a(r + E) - a;)v ST |yl <h (7.25)

2
Lh

This last bound is strictly speaking not needed here, but we have added for completeness; however, its
counterpart in the exterior region C~ will be essential.

Our goal is to estimate v and its derivatives pointwise in CJ. . The advantage of working in hyperbolic
coordinates is that C7.¢ is a region of size 1. At this point, we have two choices: (i) to use Sobolev
embeddings on the hyperboloids or (ii) to use Sobolev embeddings in the full region. Both strategies
work; however,

(i) is more efficient in terms of derivative counting (choice of h);
(i) also applies in the regions C;. ; exterior to the cone.

For these reasons, we will alternate between the two strategies from case to case. In the case of the
Klein-Gordon problem, it will be convenient to use strategy (i) inside the cone and strategy (ii) outside.
The hyperboloids have dimension two so the simplest Sobolev pointwise inequality is

<«
IVl ey < N2Vl (-

One can write this more efficiently as an interpolation inequality

1 1
<2.12 2
Wl ) < 1252055 g 10125 - (7.26)

For higher derivatives, we need a similar bound for derivatives of v:
Lemma 7.1. The following interpolation estimate holds in CJ. ;-

1 1

2
sup ||3Shw||L,°j(H) 3 (SUP ||Z<2W||L§l(H)) (SUP ||6S2’1W||L§'(H) . (7.27)
P P P '

Proof. Here, we cannot argue on a single hyperboloid because D also contains transversal derivatives.
Expressed in spherical hyperbolic coordinates, using the substitute (7.14) for the space-time gradient,
this becomes a standard interpolation inequality. The proof is omitted, as it uses the same coordinates
and the same principles as the proof of Lemma 1.1 in the appendix. O

The desired pointwise bounds for v and its derivatives follow directly from this interpolation inequality
provided that & > 3.

7.2.1. Extra gain near the cone.
Our goal here is to show that near the cone, the pointwise bounds for v and its derivatives improve to

|0/v] < T717%(t —r)?, 5>0, j=0,1,2,3. (7.28)

Assuming we have no gain when j = 4, by interpolation, it suffices to have a gain in the j = 0 bound.
By the interpolation estimate (7.26), it suffices to improve the L? bound on hyperboloids in (7.22) to

Vllzz iy < S°T717°. (7.29)
As a first starting point, we begin with the similar bound without a gain in (7.22) — namely,

Vllze ary < T7 (7.30)
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A second starting point is obtained from (7.22) with exactly one derivative via the relation (7.13), where
0v is a vector field bound and thus better. This yields

19cvllzz 11y < ST (7.31)

Finally, our third starting point comes from (7.25) with y = 0. In that case, we can use (7.22) with
Z7 = (935 as well as (7.30) and (7.31) to simplify (7.25) to

1 1

||(e2fr + ag)v < SITE (7.32)

2
Lh

It remains to show that the bounds (7.30), (7.31) and (7.32) imply (7.29). Here, we recall that the set
Crs corresponds to an unit interval in o.

We will interpret (7.29) as coming from an energy estimate on hyperboloids, which in the new
coordinates are the sets o = const. The natural energy associated to the operator in (7.32) is

E®W) = |0ov]* + 2712

Here, we omit the ¢ and 8 integration as it plays no role at all in the proof of the estimate (7.29). Since
in Crs we have €2 ~ ST, in order to prove (7.29), it suffices to show that

E(v) < St*or1-9, (7.33)

For this, we will use an energy estimate. We compute
%E(v) =227V + 280—\/(620— + Bi)v =0(E(v)) + 26gv(ez" + 6(2,)\/.
Initializing at some point o = 07, we use (7.31) and (7.32) to estimate the last term on the right as
100v (27 + 02 vl < SIT73,
and then Gronwall’s inequality to arrive at
sup E() (o) < E(v)(op) + S3T73.
o

This suffices provided we find a good initialization. By (7.31), any oy is good for the first, kinetic
component of the energy, but we have a problem with the second — namely, the potential energy. To

address this difficulty, we use the principle that the two components should be comparable in average.
To prove this, we use a compactly supported nonnegative cutoff y (o) and integrate by parts

//\((o')(|c')[,v|2 —e* V) do = —/X(O')v(eza' + 6,27)\/ do +/ %)("(a')v2 do = O(S%T_%),

where the integrals on the right were estimated using (7.30) and (7.32). This implies that we also have

[S[%

/)((0')62‘Tv2 do < ST ,
and in turn allows us to find a good initialization oy so that
3 3
E(v)(op) < S2T 2.
Then (7.33) follows with § = 1, hence showing that (7.29) holds true with § = § and (7.28) with § = 1.
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7.3. Pointwise bounds for the wave equation inside the cone

In the analysis for the wave component, we want to obtain pointwise bounds on C7. for Vu and its
derivatives (first and second) and then for 7 u (tangential derivatives) as well as its derivatives (first and
second).

Applying (7.1), we will control

127 Tullzz <87, |yl <2h (7.34)
as well as the gradient of u
127 Vull2p2 T2, |yl <20 (7.35)
On hyperboloids, we have
127 Tullp2my < 1, ly| < 2h, (7.36)
IZ7Vullo gy < ST, Iyl <2h. (1.37)

Finally, from the wave equation, we get
1Z70ullz2 ST 5 Iyl <h (7.38)

We translate all the estimates above in spherical hyperbolic coordinates

12 Tullz < 7', |yl <2h (7.39)
and
127 Vull,2 < (ST)"2, |y| < 2h. (7.40)
On the hyperboloids,
12" Tullgz gy ST, 1yl < 2h, (7.41)
and
12 Vull2 4y < (ST)72, Iyl < 2. (742)

Finally, for the wave equation, we have
1272 oull,z < SIT":, |yl <h. (7.43)
Combining this with (7.9), we obtain
127 D = 99) (0 + 8 + D> SITT |yl <h. (7.44)
At this point, we will show how to use the bounds on hyperboloids to prove the estimates (7.4), (7.5)

as well as (7.6) but with 6 = 0.
From (7.39) and (7.40), we deduce

127 Zullz 1y S 1. Iyl <2, (7.45)
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as well as

12Y (Do = Bg)ullp2 ) < S2T72 Iyl < 2h. (7.46)
The interpolation bound (7.27) yields
0= Zu| < 1,
and
<h _ 11
|0=" (0 — Ogp)ul < S2T72.

Assuming that 4 > 2, these last two bounds translated back in terms of regular derivatives give exactly
the estimates (7.4), (7.5) as well as (7.6) with ¢ = 0. In order to obtain the ¢ gain, we need, however, to
return to the L? bounds in C7. ¢ rather than work on hyperboloids. Since this situation is identical to the
one we will encounter in the exterior region C~, we postpone this proof to Section 7.6.

7.4. Normalized coordinates outside the cone

For the analysis outside the cone, it is very convenient to work with the natural counterpart of the
spherical hyperbolic coordinates used in the interior. These are as follows:

t = ¢“ sinh(¢),
x1 = e? cosh(g) sin(9), (7.47)
xo = e cosh(¢) cos(6),
where 6 and ¢ are the polar coordinates on the single sheeted hyperboloid, ¢ plays the role of the
radial coordinate and provides the arch length parametrization of the radial time-like geodesics on

the hyperboloid, and 6 is the angle from a reference direction. Finally, ¢>” represents the Minkowski
distance to the origin. The Jacobian of the change of variable is

J(o, ¢,0) = €37 cosh(g).

The wave operator in these new variables has the form

20 (52 _ 52 1 2 sinh(¢)

HEe ot cosh?(¢) ¢ 77 cosh(¢)

g |- (7.48)

In these coordinates, the regions C;. ¢ become essentially rectangular regions of size 1. Precisely, in
spherical hyperbolic coordinates, the regions C ¢ are represented as follows:

Crs — D:={(0,¢,0) : (0,8,0) €1, x14x[0,2n]},

where I, and I are intervals of size 1. As discussed earlier, we are assuming we are at distance at
least one from the cone, which corresponds to S > 1. Here, we work under the assumption that S < 7T,
which selects a conical neighborhood of the cone, as the analysis in the outer part is much simpler (see

Proposition 2.1). Therefore, in such region C;. ¢, we have

e?7 = x> - > ~ ST, e cosh(¢) ~ T, J ~ ST?. (7.49)

7.5. Pointwise bounds for the Klein-Gordon component outside the cone

Here, we prove the pointwise bounds for the Klein-Gordon equation in the exterior region. We harmlessly
assume that § < 7, which is the interesting region near the cone. Arguing in the same way as for the
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interior region, we move the bounds (7.1), (7.2) in the hypothesis of the theorem to the spherical
hyperbolic coordinates; here, there are no hyperboloid bounds. We get

1279l + 127 TVl ST Iyl <2k (7.50)
and
127 Vvll,2 < STITTL, |yl <2h, (7.51)
while for (O + 1)v, we have
1272 @+ Dvl2 < SITI, |yl <h. (1.52)

We use (7.48) to rewrite

2 .
1 1 1 sinh ¢
200 20 2 2
—27(O+1) = - dyp—=| —=-0 :
¢ ( * ) ¢ +( v 2) 4 ¢+COSh2¢ 9+C0$h¢ ¢

and observe that the bounds (7.51) and (7.52) give
1\2
37(820 _ (6(, - E) +83§)V

Our goal is to estimate v and its derivatives pointwise in C}. ;. There we can set (see formula (7.14)
which still applies)

1

<S:T2, |yl <h. (7.53)

2
Lh

Z={8p, 04}, T=T"'2, Vix={T""Z,5"04 - 5)}, (7.54)

so that everything is constant coefficients in ¢ and ¢ within Cj.¢. At this point, we can harmlessly
localize on the unit scale in ¢, then freeze the constants and finally forget about about the ¢ localization
and assume that ¢ is either on R or on the circle.

We localize to a frequency 4 in 6, ¢. Based on the symbol of the operator in (7.53), the interesting
threshold for A is VST. For smaller A, the 6; component is controlled by ¢?? and thus perturbative in
(7.53), which can then be treated as an elliptic bound.

Based on this, we distinguish two cases:

(i) Large A — namely, 4 > VST. Then we disregard (7.53) and work only with (7.50) and (7.51).
There we have a second interesting frequency — namely, the one for 0, — 4. We localize this dyadically
to the frequency p. Then from (7.54),

Vie xT'2+5

Hence, from (7.50) and (7.51), we have the following L? bound for the corresponding component v A
of v:
1

[+ (@12 57| [+ (0 s wstrod |

Vallp2 s 77!

Applying Bernstein, we arrive at the L™ bound
3 (T A+ 57 )

19wl 5 7! a—
[A2+ (7710 + 571 )] [1 + (T2 + S*lu)SET’f]

It remains to maximize the right-hand side with respect to A and u subject to the constraint 1 > VST.
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On u, we have no constraint, and the maximum is attained when its contribution in the first factor in
the denominator balances that of 1. Depending on which A term gets balanced, we have two scenarios:
(@) (S7'u)?" = A2 2 (T~'2)?". Then the above expression becomes

; -1
T—ls%r“%*i(uﬁsér%) ,

which is decreasing in A and hence maximized at A = VST. We get a maximum of
1ol L(cledad) SEPNUA S 1ol L(o1ad 4l
T Sz(ST)z ntan (1+(ST)211S2T 2) <T Sz(ST)z ntan)

This is favorable (i.e., < T‘l_‘s) if h > 2j + 1. Since we need j < 3, we should have & > 8.

b) (S7'u)?" = (T7'2)*" 2 A%. We get again a negative power of 1 which is maximized if A is as
small as possible within these constraints. But this cannot happen at A = VST, as this is inconsistent
with the above constraint. Therefore, it happens when the two cases (b) and (a) are in balance. So the
maximum is always attained in case (a).

(ii) Small A — namely, 1 « V/ST. The contribution of 6; in (7.53) can be estimated by

12762vl2 < STIZMVlI2. Iyl <,
while the remaining operator ¢ — 2 is elliptic, so we have
STIZ Wiy + 10227Vl S 1(e> = 02)vll2, Iyl < b
Combining these two estimates with (7.53), we obtain the elliptic bound
STIZ?Vl2 + 10227Vl < S°T72, [yl <h. (7.55)

We keep the same u notation but introduce a third dyadic scale y for the o frequency.
Combining the L? bounds (7.50) and (7.55), as above, we get the L™ bound

Amin{u, y}3 (S p+ 7712/
(A2 + (S~ + T-12)2k) + (ST)"2 (ST +y2) (A + (S~ + T )h)

IV vyl < 771
Now we harmlessly replace (S~' i +7~'2)/ by A% + (S~' g +T~'2)/ at the numerator. Then we can

drop the T~ 1 term to get

Amin{y, y}2 (A% + (S )7
(A2 + (571 1)?h) + (ST) "2 (ST +y2) (A + (S )y

' -1
IV Vauylles < T
We need to maximize the right-hand side. The x4 maximum is attained when A = (S™! )", in which
case the above expression simplifies to

71 min{u, y} A%
A+ (ST)"3 (ST +92)

Since 4 < VST, we can drop it from the first term from the denominator and then maximize it at the
numerator. Finally, the y maximum is attained if y = VST. We get a maximum of

| min{S? (ST) %, (ST) }(ST) %

T_ 1
(8T)2

Using the second term in the min, this is favorable if 2j < A (i.e., the same as in case (i)).
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Remark 7.2. Here, we gain a better bound of T~1-% which shows that outside the cone, we have better

decay for the Klein-Gordon component.

7.6. Pointwise bounds for the wave component outside the cone

Here, we prove the pointwise bounds for the wave equation in the exterior region. As before, we
harmlessly assume that S < 7. Arguing in the same way as for the interior region, we move the bounds
(7.1), (7.2) in the hypothesis of the theorem to the spherical hyperbolic coordinates; here, there are no

hyperboloid bounds. In each region C;. ¢, we get
||Z”Zu||L’zl s 1, |yl < 2h, (7.56)
and
127 (0o = dg)ullz < S3T72, |yl <2h, (7.57)
as well as the bounds
12700 = 35) (@ + 99+ Dul| 2 < S2T72 Iyl <. (7.58)

All the analysis below applies equally not only to C;. ¢ but also to C7. ¢, providing an alternative approach
in the latter case. For this reason, we drop the + superscripts below. We are allowed to freely localize in
¢ on the unit scale in all of the Cr s, as well as localize on the unit scale in o if § = T. For the purpose
of the proofs below, we assume these localizations.

Relative to the variable o, we are not allowed to localize directly on the unit scale in the full set of
inequalities (7.56), (7.57) and (7.58). However, we can finesse this minor difficulty if we agree to use
only the pair of bounds (7.56), (7.57)3 to prove (7.3) and (7.4), and the pair of bounds (7.57) and (7.58)
to prove (7.6) and (7.5) (modulo (7.3), can be recast as bounds for (9, — dg)u). Then in the first case,
we can localize the function u on the unit scale in o-, whereas in the second case, we can instead localize
the function (0, — 04 )u on the unit scale in o.

Our main tool will be the following Sobolev pointwise inequality:

Lemma 7.3. For functions w compactly supported in Crs, we have the following pointwise bound
(interpolation inequality):

1042 wllm(crs) < 125 Wllz2 (cpg) + 125 (B0 £ 00) w2, - (7:39)

As in previously discussed interpolation inequalities, in hyperbolic coordinates, this can be viewed as
a standard constant coefficient bound which is obtained from Bernstein type inequalities. For instance,
if h = 0, the inequality becomes

2 1
wllze < 1052wl + 105" (00 + g)wll,2.

Denoting by A the d4 ¢ frequency and by u the 8, + dy4 frequency, by Bernstein’s inequality, the above
bound reduces to

Au? < (1+2%) + u(1+ ),

which is straightforward, also with room for dyadic summation. The case 4 > 0 is similar but with more
cases, interpreting regular derivatives as dy; ~ (T~'0g, 4, S™ (0o £ 0)).

We will use these Sobolev embeddings to estimate in L™ the following two functions — namely, Zu
(Z is either 0gy or dy4 or any combinations of them) and (d, — d4)u — as well as their derivatives.

3with a weaker bound of 1 in the second case
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To estimate Zu, w will be replaced with Zu. Then we can use the estimates (7.56) and (7.57) to bound
the ‘- version of the right-hand side in (7.59) by 1. This implies that in Crs, we have the pointwise
bound for Zu

10="2Zul| L= (crg) < 1.

For (8o — d4)u, we replace w with (05 — d)u. Then we can use the estimates (7.57) and (7.58) to
1

bound the ‘+’ version of the right-hand side in (7.59) by S 373
This implies that in Crg, we have the pointwise bound for (0, — d¢)u

11
“aSh/z(alf - a(ﬁ)””L‘”(CTs) < 8272
At this point, we can rephrase the last two bounds as bounds for Vu and 7T u:
10" 2 Tullpw(cpg) STV,
SN
10="Vul| L= (cpg) < ST2T2.

This suffices for the bounds (7.4), (7.5) and (7.6) with § = 0 in our theorem provided that #/2 > 2 (i.e.,
h >5).

Extra gain away from the cone. The remaining step in the proof of the theorem is to obtain the &
improvement in the bound (7.6), which is needed only for derivatives of u of second and third order. As
a byproduct, we will also obtain a similar improvement in (7.4). Precisely, we will prove that in Crg,
we have

10/Vu| s T728727%,  j=1,2, (7.60)
respectively
107Tul <T7's7%  j=1,2. (7.61)

For this, we need an improvement in (7.59) when on the left we put /w with 0 < j < h/2 — namely,
with some ¢ > 0,

10/ Wiz crs) < S‘é(uzﬁhwn%(cm +[|2=" (00 + a(p)wHLi(Cm)). (7.62)

To prove (7.62), we separate into two cases:

Case I. We consider first the slightly simpler case of the — sign in (7.59), which corresponds to (7.60).
To obtain a better that 7~2 S~2 bound for 8/ Vu in (7.60) or equivalently a better than 1 bound for /w in
(7.59), we consider the balance of frequencies there. Taking a Littlewood-Paley decomposition, denote
by A the Z frequency and by u the d, — d4 frequency. We can take both 4, 4 > 1 since we work in a
unit size region; all frequencies below 1 can be combined in the frequency 1 case. As before, for the
gradient, we can think of the vector fields

V={T"2,5"(0s - d4)}. T=T"'Z.

The L? bound for w A given by the right-hand side of (7.59) is

-1
waulle < (42 S (TS ) s u(+ (T A+ s-lu)h)) .
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To estimate §7/w A in L, we use Bernstein’s inequality,

< Az (T4 + S~ )
TR+ (TIA+ST W p(A+ (TA+ S )ty

167w 2l

Now we maximize over A and u on the right. One also needs to sum with respect to A and yu, but
this is straightforward as there is dyadic exponential decay away from the maximum. We first consider
homogeneous variations in 4, u where we keep the ratio fixed but vary the size. The maximum will be
attained exactly when*

A= (T "a+5 . (7.63)

Below that, we have a positive power of the size parameter, and above that, a negative one. Here, it is
important that 0 < j < 2h — % Otherwise, if j = 0, the power in the denominator always dominates
and the maximum is exactly at A = y = 1. If j is too large, then the above expression is unbounded. The
above bound from above is not too important, as it gets tighter later on.

Assuming (7.63), the expression above simplifies to

NI—=

/1%;1
A+pu’

We distinguish two cases:
(i) Large A4,

A=T'"  T'azsu

Here, we have 4 > u so the denominator becomes A. Then the u in the numerator must be maximal.
This leads to

SA
/l:T1+hl—l’ = -,
K=

and the above expression becomes
[S3T-32%1].

which gains a power of T provided that 2j < h.
(ii) Large u,

A=Stwh, A< s
We substitute this expression for A to get
S=ipi+s
(STl +
This balances when the two terms in the denominator are equal. Then
n= SH’ﬁ ,
and we get
§=HU=H Uty = -9 gty
which gains a power of S provided again that 2j < A.

4Strictly speaking, one should also separately consider the cases when y = 1 or A = 1. These are simpler and are omitted.
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Case II. Here, we consider the case of the + sign in (7.59), which corresponds to (7.60). Here, we have
three relevant dyadic frequencies, denoted by A for Z, u for 8, — d4 and v for 0, + 0. Bernstein’s
inequality now yields the bound

Amin{p, v}2 (T4 + S~ )/
A2+ T2+ S 1 )2 4+ v(A+ (T-1A+ 51’

107 WaullLe <

Here, we need to maximize the right-hand side above with respect to the three parameters A, u, v > 1.
As before, after excluding the cases 4 = 1 and u = 1, one sees that at the maximum point, we must
have the relation (7.63) in which case the expression above simplifies to
Ak min{u, v}%
A+v ’
The v maximum is at v = A, so we are left with
Ak min{u, /l}%
n .
We consider the same two cases (i) and (ii) as in Case 1. Part (i) is identical, whereas in part (ii), we get
e —1. \A L
S/ min{y, (S™ pu)"}2
(S~1)h

The p maximum is attained when the two terms in the min are equal, which again gives the same
outcome as in Case I (ii).

Appendix A. An interpolation lemma
Here, we prove the following interpolation Lemma:

Lemma 1.1. Assume that n > 0 and

1 1
==+ —, 2 < g < oo.
2 gq

hSH N S)

Then we have

1 _ 1
10" ZllLr (crs) < IIZSZ¢||22(CTS>(||352"52¢||Lq(c”) + 85700 llLa(crs)?- (A.D)

The same holds in C;"’ .

Proof. The case of C;"’ is similar and is omitted. We prove the result in several modular steps:

Step 1: Reduction to the case of a cube. Here, we use hyperbolic polar coordinates adapted to Crg
to view Crg as a unit cube Q, which in turn we can view as a product Q = Q| X Q», with coordinates
denoted by (s, y).

The differentiation operators in the unit cube, translated to the Crg setting, are

(05, 0y) = (S0, Z).
Then we can represent the differentiation operators in the Minkowski space as

(at, ax) ~ (S_las’ T_lay),
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where we have the slight difficulty that the connection between the two bases has variable coefficients,
which are smooth on the T scale. Hence, when we represent 8)]m in the basis on the right, we also get
lower-order terms,

J
079] < Y 115705, T7'8,) .

I=1
Hence, we can estimate the left-hand side in (A.1) by

n+l

10" ZBllr(cr) S D, TP (ST 00, T 0,V By bllLo cr)-
=0

However, for the terms on the right, we have

1Z=2 ¢l (crs) = 105702 (cr)

respectively

162" 0% llLa(crs) + S~ 19¢llLa (crs)
~ (87105, T719,) =2 (87196, T 0y Blliacrg) + ST (ST 85 T 0y)BllLacr) -

Changing also the measure of integration, the bound (A.1) is now reduced to

n+l

D YIS 90 T718,) 0,017 () $1057 0Nz (o) (NS85, T 3,) = (57105, T 8,) ¢l o)
Jj=0

+S7(S7105, T710y) dllLa(0))-

Here, we are in a fixed unit size cube, so S and 7 simply play the role of large parameters with the only
constraint 1 < S < 7. We need to estimate all components of the norm on the left. By interpolating
solely in y, it suffices to consider on the left only the cases when either j = n + 1 or when there are no
y derivatives in the j-th power. In the latter situation, the case j = 0 is trivial, while if j > 1, we may
redefine n to a lower value n := j — 1 and thus assume that j = n + 1. Then we discard all T‘lﬁy on the
right, arriving at

16241858112, 0y < 19526 112(0) (102020 1L () + 115 llLa 0))- (A2)

It remains to consider the case j = n + 1 with at least one 77!y, factor on the left. Then we can rewrite
this as a bound for ¢ = 4;¢ — namely,

1S~ 05, T7'0) W ll7s < Wl I(S™" 05, T 0y) <> Yl ) -

But after rescaling back to the original size, this is just the classical Gagliardo-Nirenberg inequality in
a cube of size § X T x T. It remains to prove (A.2) in a unit sized cube.

Step 2: Reduction to a bound in R*. Here, we harmlessly subtract the s average of ¢ from ¢. By
Poincare’s inequality, this allows us to reduce to the case when ¢ has zero average in s, where the L9 (Q)
norm of ¢ is also under control. Thus, (A.2) reduces to

16241 8,8112, 0y < 1952611200 1022l 0 - (A3)
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Having inhomogeneous norms on the right allows us to to extend ¢ to a double cube and then
truncate, thus reducing to proving (A.3) in all of R?, for a compactly supported function ¢.

Step 3: Interpolation in R3. Here, we use Stein’s interpolation theorem for the holomorphic family of
operators

Tep = 2Dy U9 |Dy | Crzg
for z in the strip
S={zeC:0<Rz<1}.
For this family, we have the interpolation inequality

197+ 0,112 < DI IDyI8117s = 1Ty 8lIEs < sup 1Tzl sup [Teglla,  (A4)

z=0 Rz=1

where for the first step, we use that the Hilbert and Riesz transforms are bounded from LP — LP, with
1 < p < oo. Hence, it suffices to show that

sup [IT;6ll.2 < 165612, (A5)
Rz=0
respectively
sup |Tz¢llLa < 1052 ¢llLa. (A.6)
Rz=1

The first bound is straightforward by Plancherel’s theorem. For the second bound, we need to verify that
|Ds|i0|Dy|i(r (LY — LA,

with sub-Gaussian norm growth in 8 and o at +co.

If 1 < g < oo, then we are in a special case of the Hormander-Mikhlin theorem applied separately
with respect to the two variables.

It remains to consider the special case ¢ = oo, where we show instead that

|Ds|"?|Dy|"” : L™ — BMO.

This is true separately for each factor, but not immediately true for the product. To address this difficulty,
we use a 0-homogeneous cutoff function y with smooth symbol y (&, r7), where & and n are the Fourier
variables for s, respectively y. This is chosen so that y = 1 near & = 0, respectively y = 0 near 7 = 0.
We separate the above product into two parts,

IDs"?IDy "7 = (x(D)|IDy|"")|Ds|" + ((1 = x(D)|Ds| )| Dy |7
These are similar, so we estimate the first one. Here,
|D|" - LY, — LYBMO, C BMOy,y,

while y (D)|D, |?e" is a Hormander-Mikhlin multiplier so it maps BMO into BMO. O
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