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E X T E N S I O N O F A R E S U L T O F 
S. M A N D E L B R O J T 

BY 

T. PHAM-GIA ( * } 

ABSTRACT. We extend the following result to several variables: 
For any sequence {N^, we have C{Nj} = C{Mj}, with {Mj} logarith­
mically convex i.e. Mf^Mj_1Mj+1 j = 1, 2 , . . . . 

Let {N,}J°=0 be a sequence of positive numbers and C^} the class of 
complex-valued infinitely difïerentiable functions on R, verifying | |Dn/ | |< 
OfjSJWn, n= 0 , 1 , 2 , . . . where Dnf = dnf/dxn, ||/|| = supx e R | /(x) | and af and |3f 

are positive constants depending only on /. 
It is known that C{Nj} = C{Nj} where {N,} is the largest logarithmically 

convex minorant of {N,} ({log N,} is then convex or Nf^Nj^Nj^, j = 1 ,2 , . . . , 
see e.g. [3]). 

We wish to extend the above result to several variables. 
Let m > 1 be a positive integer, (j) = (jl9 j 2 , . . . , j m ) , 0 < jk < oo, 1 < k < m, be 

a multi-index and C{N0)} be the class of complex-valued functions in C%Rm) 
s.t. 

m 

\\Dmf\\^afpf^NU) where ||(/)||= I k, 
k = l 

i\\(i)\\f 
D(j)f = * I f — ' 11/11= sup |/(x)| and a f , f t > 0 

&1X1 * • * d J ^X m x € R m 

depend only on /. 
We define N(j) to be log-convex if it is so componentwise i.e. 

V(j), Vfc l < k < m , Nl_ik_im^Nh fc_1,....liii • N„ t + 1 Jm 

To a multisequence N0 ) , we associate the m marginal sequences {N1 ,A°e=o = 
{N€,o,...A€=o,.--ANrn,A7=o = {N0,o,...,A7=o and the product marginal multi-
sequence 

NS) = N 1 J l N 2 A - - - N m J U V a ) . 
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problem on a bounded interval. 
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We prove the following 

THEOREM. Let N 0 ) be a multisequence s.t. Na)>NfD, V(j). Then C{N(j)} 

contains an algebra C{MU)} with {M0)} log-convex. Moreover C{N(j)} = C{M(j)} 

i /N 0 , = N*,V(/) . 

Proof. As for the one-dimensional case, the proof relies on the 
Kolmogoroff-Gorny inequality on successive derivatives. For m = l , this in­
equality can be written as: 

(1) | |D n / | |<2 | |Dp/f-n) / ( r-p) | |D rp|| (n-p) / ( r-p) 

for feCr(R) and 0 < p < n < r . 

(This is rather a simplified form of the inequality, where 2 has replaced a 
constant t(p, n, r) with l < f < 2 (see e.g. [1] p. 216).) 

We need to extend this inequality to several variables first. 
Let (i) and (j) be multi-indices. We write (/) < (i) if jk < ik, 1 < k < m. By 

( 0 - 0 ' ) w e m e a n t h e multi-index Oi - J i , Î2-J2, • • • > *m - J m ) a n d bY 1(0 ~ 0)1 the 
product n r= i |ik —/id» V(0, 0). 

Let (p), (n) and (r) be s.t. ( 0 )< (p )<(n )<( r ) . We associate to these multi-
indices 2m couples {(£)*(0)*}, ^ = 1 , 2 , . . . , 2 m , defined as follows: (f ) , = 
(&,1> & , 2 J • • • ? &,m)> ( 0 ) = (0^,1» ^ , 2 ? • • • ? 0*m)« 

&>fc and 0€>k being either pk or rk, l < k < m but &,k^0^k . (There are 
obviously 2m such couples). 

If C(r)CRm) denotes the class of functions / defined on jRm s.t. D(i)f is 
continuous for any (i)<(r) and Dl*f the partial derivative dikf/dxl£, we have the 
following 

LEMMA. Let ( 0 )< (p )<(n )<( r ) and let feC(r\Rm) be such that \\Da)f\\«x>, 
(j)<(r). Then we haue: 

2rrv 

(2) | |D (n)/ | | < 2 m f i ||D(^/If^>-^)ii/Kr)-(P)i 

Proof. Suppose we have inequality (2) for m and let's prove it for m + 1, 
m > l . 

If (n) = (n l5 n 2 , . . . , nm, nm+1), we denote by (n') the restriction of (n) to its 
first m components. Similarly, (£')j and (0')j are restrictions of (£),- and (0), to 
their first m components. 

By (1), we have 

sup |Dn + 1(D ( n 0 /) | < 2 sup |DP—(D (n , )/)| ( r—-n— ) / ( r—~p—} 

x sup |D r—(D ( n ' ) /) | ( n m + 1~p" l + l ) / ( r-+ 1 _ p-+ l ) 

Xm + l 
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Hence, 

\\Dn+\DMf)\\ < 2||DP— (D(n,)/)||(r—"n—)/(r—_p—} 

||£)rm + l(£)(n')/)||(n- + 1~P m + l ) / ( r m + 1"P m + l ) 

By (2), 
2 m 

| | D ( n , ) ( D p — / ) | | < 2 m [ I ||-E>C€0'(J3P—1/)||lc«o-ceoJi/iCr'>-Ci>oi 
i = i 

Hence, 
/ 2 - v ( r m + 1 - n m + 1 ) / ( r m + 1 - p m + 1 ) 

| | D ( n ) / N 2 ( 2 m f i ||D(^(DP—/)||l(n')-(e')i | / l(r')-(p')l) 

(2 m f l ||D(r)i(Dr—/)||l(n')-(e')i |/l(r')-(p')l) 
\ J = 1 / 

and 

| | D ( n ) f l l ^ 2 m + 1 TT ||D (€Vll l (n)_(e) i' / l (r) - (p) l 

This completes the proof of the lemma. 

Proof of the theorem. For each marginal sequence {NKA7=o, 1 — k ̂  m, we 
consider lim infn^00(Nkj€)

1/€ and call that sequence an a, |8 or 7- sequence if the 
value of this limit is respectively finite, zero or infinite. The proof then follows 
Mandelbrojt ([1], p. 226) using properties of the convex regularized sequences 
{N£ }̂?=o of {Nk,€¥e=o> 1 — k ̂  m and inequality (2) of the lemma. 

Distinguishing between different cases, we show that if one of the marginal 
sequences is |8, then C{NfD} = C{0} while for other cases C{N^} = C{M(j)} with 
M 0 ) = MlnM2.2 • • • Mmim, where Mkjk is either 1 or Nc

kjk, depending on whether 
{Nk^}7=o is a or 7, l < k < m . Without loss of generality, we can suppose 
M k ' 0 = l V k . 

To see that C{Ma)} is an algebra, let / and g be in CIM^}. By Leibniz's rule 

Do)(/g)= i z • • • i (tMl2)• • • ( ! m ) D ( "^ D ° H ^ 
n 1 = 0 n 2 = 0 nm=0Knl/Kn2^ ^nrn' 

where n = (nt, n2,..., n^). Hence, 

\D*(M*PA{i t ••• i (ii)(i2)---(MBrHn)Br<")i|M«)-(,, 
S = 0 n 2 = 0 n ^ O \ " l ' ^ ' * 2 / V n m ' 

or by commutativity, 

l|X>O)(/s)ll=£ft0«( t (l^B^M^M^A • • • 
\ n i = 0 V ^ ! / / 

xf f ( 'm iB?«Bj«"n«M M • 1 
\ ^ \ ™ I f Z iy±m,nm

lvlm,jm-nm I 
Vim=0 ^ ' V 7 7 
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The convexity of {log MK€}^=0 combined with Mk 0 = 1 shows that 
Mk,nkMkJk_nk<MkJk, l < k < m . Hence, we have: 

which shows that C{Ma)} is an algebra under pointwise addition and multiplica­
tion. 

If N(i) = NfD V(j), we see immediately that C{N(j)} = C{Ma)}. This completes 
the proof of the theorem. 
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