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Abstract. Let M and G denote, respectively, the maximal operator and the
geometric maximal operator associated with the dyadic lattice on R?.
(i) We prove that for any 0 < p < oo, any weight w on R? and any measurable f
on R?, we have Fefferman—Stein-type estimate

NG| rw) < €"PIIf 1| ()

For each p, the constant e!/? is the best possible.
(ii) We show that for any weight w on R? and any measurable f on R¢,

f G(f)Mwdx < e/ 1Y wdx
R4 R4

and prove that the constant e is optimal.
Actually, we establish the above estimates in a more general setting of maximal
operators on probability spaces equipped with a tree-like structure.

2010 Mathematics Subject Classification. Primary: 42B25, Secondary: 46E30,
60G42.

1. Introduction. The maximal operator M on R? is an operator acting on
measurable functions f : RY — R by the formula
1
19
where the supremum is taken over all cubes Q in R? containing x, and the symbol | Q|

denotes the Lebesgue measure of Q. There is a modification of this object, called the
geometric maximal operator, given by

Mf(x) = sup{ /Q[f(u)ldu} , x e R,

1
19
the supremum being taken over the same set as previously. One of basic questions

about M and G, which have interested many mathematicians for more than 40 years
now, concern the validity of various weighted inequalities for these operators. Here

G(f)(x) = sup exp{ /Q log([f(u)l)du} , xeRY,
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and below, the word “weight” will refer to a non-negative and integrable function on
R?. In [7], Shi introduced the geometric maximal operator and showed the following
one-weight estimate.

THEOREM 1.1. Given a weight w, the following conditions are equivalent:
(i) w € Ay there exists a finite constant C such that for all cubes Q,

1 1
— | wdx < Cex —/10 wdx).
|Q|/Q 1°<|Q| 0 ¢

(it) For 0 < p < oo, there is a finite C, such that the inequality

NGO rwy < Collf 1 w)
holds for all f € LP(w).

Here, ||f|w) = ( Jra [f'(x)|1’w(x)dx) 17 s the usual weighted p-th norm of /. There
is a two-weight version of the above result, established by Yin and Muckenhoupt [14]
in the one-dimensional setting. Here is the precise statement.

THEOREM 1.2. Given a pair of weights (u, v) on R, the following are equivalent:
(i) (u, v) € W there exists a constant C such that for all dyadic intervals I,

f G xpudx < C|I|.
1

(i) For 0 < p < oo, there is a constant C, < oo for which the estimate

NG r@wy < Collf 1w
holds for all f € LP(v).

For further results in this direction, see e.g. Cruz-Uribe [1], Cruz-Uribe and
Neugebauer [2], Ortega Salvador and Ramirez Torreblanca [6].

The purpose of this paper is to study a certain special class of two-weight estimates,
motivated by the works of Fefferman and Stein. It follows from the results in [3] that
for any dimension & and any constant p € (1, co), there is a finite number C, 4 such
that

M @) < Coallf Il rovmw)

for any measurable /' : RY — R and any weight w. We will study the above inequality
for geometric maximal operators, but in a slightly different context of probability
spaces equipped with a tree-like structure. To define the necessary notions, let (X, u)
be a non-atomic probability space. Two measurable subsets 4, B of X are said to be
almost disjoint if u(4 N B) = 0.

DEFINITION 1.3. A set 7 of measurable subsets of X will be called a tree, if the
following conditions are satisfied:
(1) X € 7 and for every I € 7, we have u(I) > 0.
(i1) For every I € 7, there is a finite subset C(/) C 7 containing at least two
elements such that:
(a) the elements of C([) are pairwise almost disjoint subsets of 7,
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(b) I =1 C).
(i) 7 = U, 7™, where 7° = {X} and 7" = ;.70 C(J).
(iv) we have lim,,,_, oo SUp;c7m (1) = 0.

An important example of the above setting is the cube (0, 1] endowed with
Lebesgue measure and a tree of its dyadic subcubes. Any probability space equipped
with a tree gives rise to the corresponding maximal operator M; and the geometric
maximal operator G7, given by

1
Mrf(x) =sup {m /1 f@|du@w) : xel, Ic T}

and
I'L( ) 1 ’ ' .

One of the main goals of this paper is to establish the following result.

THEOREM 1.4. For any 0 < p < oo, any measurable function f : X — R and any
weight w on X, we have

NGy < €PN LrMzw)- (1.1)

For each p, the constant €'/ is the best possible.

The inequality (1.1) can be regarded as a two-weight inequality in the sense that
the weights appearing on the left and on the right are different. We will show that we
can put the same weight on both sides for the price of appropriate modification of the
exponents. Here is the precise statement of our second result.

THEOREM 1.5. Let w be a positive weight on X. Then, for any measurable function
f X — R satisfying

[ 1ogiridn =0, (1.2)
X
we have
/ Gr(H)' "M wdp < 6/ 1V wd. (1.3)
X X

The constant e is the best possible.

Several remarks are in order. First, the estimate (1.3) can be thought of as a certain
“two-variable-exponent” bound, and a nice feature of the estimate is that we do not
require any growth or regularity assumptions on w. Second, the assumption (1.2) may
seem a little unexpected, but we will provide examples showing that (1.3) does not
hold in general with any finite constant (in the place of e) if this condition is not
imposed. Our final comment is that the above statements are true in the context of the
dyadic cube (0, 1]%, and by the standard dilation argument, they extend to the setting
of dyadic maximal operators on the whole R?. In particular, this yields the statements
formulated in the abstract.

The proofs of (1.1) and (1.3) will be based on the existence of a certain special
functions, enjoying appropriate majorization and concavity properties. This approach,
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called the Bellman function technique, has gathered a lot of interest in the recent
literature: see e.g. [5, 8, 9, 10, 11, 12, 13] and the references therein. A nice feature of
this paper is that here the Bellman function method yields optimal constants; to the
best of our knowledge, this is one of the very few cases in which this approach leads to
sharp results for weighted estimates.

The paper is organized as follows. In the next section, we establish Theorem 1.4.
The final part is devoted to the proof of Theorem 1.5.

2. Proof of theorem 1.4.

2.1. A special function. As mentioned in the preceding section, a central role in
the proof of the inequality (1.1) will be played by a certain special function. Introduce
B:R? x [0, 00)> — R by the formula

dvy—x—-2)+ew ifx+1>y,

B b b 9 = .
x. 7, w. v) {eyw—ex+1v ifx+1<y.

Some informal steps which lead to the discovery of this object are described in
Subsection 2.4. It is straightforward to check that the function Bis of class C'. Further
important properties are studied in the two lemmas below.

LEMMA 2.1.
(i) For any x € R and any w > 0, we have

B(x, x, w, w) <0. 2.1
(ii) For any (x, y, w, v) € R* x [0, 00)?, we have

B(x,y,w,v) = &'w — o, 2.2)

Proof. The inequality (2.1) is trivial: we have B(x, x, w, w) = —e*w < 0. The proof
of the estimate (2.2) is also very simple: if x + 1 < y, then both sides of (2.2) are equal;
on the other hand, if x + 1 > y, then the majorization is equivalent to

Fy—x—2)+et >0

If we fix x and denote the left-hand side by F(y), we easily compute that F'(y) =
¢’(y — x — 1). Hence, F is non-increasing on (—oo, x + 1] and consequently, F(y) >
F(x+1)=0. ]

The main property of B, which can be regarded as a concavity-type condition, is
studied in the following statement.

LEMMA 2.2. Fix (x, y, w, v) € R? x [0, 00)? satisfying y > x and v > w. Then, for
any h € R and any k > —w, we have the estimate

B(x+h,yV(x+h),w+k,vv(w+k))

2.3
< B(x,y, w, v) + By(x,y, w, v)h + By(x, y, w, v)k. 2.3)
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Proof. For the sake of convenience, we have decided to split the reasoning into
three intermediate steps.

Step 1. A reduction. Fix x, y, w, v, h, k as in the statement and consider the function
F=F.,wunk:R— Rgiven by

F(1)= B(x+ th,y v (x + th), w + tk, v V (w + tk)).

The assertion is equivalent to the inequality F (1) < F(0) 4+ F'(0). To prove this, observe
first that F is concave on the interval

I={t:x+th<y, w4tk <v}.

Indeed, this follows at once from the fact that for fixed y and v, the function (x, w)
B(x, y, w, v) is concave (actually, it is a sum of a concave function in x and a linear
function in w). So, (2.3) holds trueif x + 4 < yand w + k < v and it suffices to study the
caseinwhichx+ /4 > yorw +k > v(orl ¢ I). Let tp = sup I. By the aforementioned
concavity of F, we have F(0) 4+ F'(0) > F(ty) + F'(to)(1 — to) and hence it is enough to
show that F(1) < F(ty) + F'(t)(1 — tp). This is further equivalent to

Fx’,y,w’,v,h’,k’(l) < Er’,y,w’,v,h’,k’(o) + F)/c’,y.w’,v,h’,k’(o)’

where X' = x + toh, w' = w + tok, ¥ = (1 —to)h and k' = (1 — tp)k. But x+toph =y
or w + tpk = v, by the very definition of #y and /. In other words, this shows that it is
enough to establish (2.3) under the assumption that x = y and # > 0, or w = v and
k > 0. We consider these two cases separately.

Step 2. The case x =y and h > 0. Under these assumptions, we have x + 1 > y and
x+h+1>x+4+h=yvVv(x+h),so the inequality (2.3) becomes

=2 ((w + k) v v) + e (w + k) < —2¢"v — €zh + " (w + k),
or
—2¢"(w + k) v v) + (¢" — I)(w + k) < —2v — vh.

Consider the left-hand side as a function of k (and keep all the other variables fixed).
Clearly, this function is increasing on (—oo, v — w] and decreasing on [v — w, 00).
Hence, it suffices to prove the latter bound for w + k& = v, which then reads
—2¢" + " — 1 < —2 — h. This is further equivalent to the evident estimate e >1+h,
and hence (2.3) holds true.

Step 3. The case w = v and k > 0. Here, the reasoning will be a little longer, as there
are six subcases to consider.
(a) Ifx+1<yand x+h+1 <y, then (2.3) reads

F(w+k)— e (w+k) < e (w+k)— e (v + vh),

or e"(w + k) > w(l + h). This is clearly true.
(b) Ifx+1<yandx+h <y <x+h+ 1, then (2.3) becomes

FwH+ky—x—h=2)+e'w+k)<e(w+k)— e (v+vh),
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ore ™ Yw +k)(y — x — h—2) + w(l + h) < 0. Consider the left-hand side as
a function of y and denote it by H(y) (all the remaining variables are fixed). We
derive that

Hy)= Y w+ky—x—h—1)<0,

so H is non-increasing. From the assumptions of the subcase, we know that
y>x+hvix+1).If hel0,1], then H(y) < Hx+ 1)= —k(1 +h) <0; if
h > 1, then

H(y) < H(x+h) = =2 (w + k) + w(l + h) < —2h(w + k) + w(d +h) <0,

sincew + & > wand 2k > 1 + h. This shows that (2.3) holds also in this subcase.
(c) If x+ 1 <y < x+ h, then (2.3) takes the form

2w + k) + e (w + k) < &(w + k) — e (v + vh).
One easily shows that this is true:
ew+k)— e+ vh) = e w + k) — e w( + h)
— ex+lk _ ex-‘rlwh > _ex+lwh > _ex+h(w 4 k),
h—1

sincew +k>wandh <e
(d) Now assume that y < x + 1 and y < x + A. Then, (2.3) becomes

_ex+h(w + k) < @yw(y — X — 2) —+ e‘y(w + k) — @ywh-

Since w < w + k, it is enough to show that —e**" < ¢¥(y — x — 1) — ¢’h. But
this is equivalent to the obvious estimate "™V > 1 + x4+ /1 — y.

(e) Next, suppose that y < x+ 1 and x+/h < y < x+ h+ 1. Observe that under
these conditions, the inequality (2.3) reads

Fw+ky—x—-—h-1)<dwly—x—-2)+¢(w+k) — wh,

or (W+k(y—-x—-h—-2)<w(y—x—h—2). Since y—x—h—2<0 and
w + k > w, the bound holds true.

(f) The final subcase is described by the conditions y < x4+ 1land y > x+ A+ 1.
Then, the inequality (2.3) takes the form

w4 k)— e w4 k) < fwly —x —2) +e(w+ k) — & wh,

or 0 < &' 1=(w + k) + w(y — x — h — 2). But this follows at once from the
trivial estimates w + k > w and ¥/ > 2 4 x + h—y.
This completes the proof.

O

2.2. Proof of (1.1). Equipped with the properties of B, we turn our attention to
the proof of the main inequality. First, note that it is enough to show the assertion for
p = l: indeed, this follows from the identities

NIGTN iy = IGTU PNy and A yaiwy = 1P 2ot
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So, till the end of the proof, we assume that p = 1. Let ' : X — R be a measurable
function and let w be an arbitrary weight. By continuity argument, it suffices to
show (1.1) under the additional assumption that wu({x : f(x) = 0}) = 0. Define four
sequences (X,)u>0, (Vn)n=0, (Wn)n=0, (Vn)n=0 of measurable functions on X as follows.
Given a non-negative integer #, an element £ of 7" and a point x € E, set

1 1
— |1 " -
i /E oR(/ONAu().  wi(¥) = o /E w(t)dp()

Xn(x) =

and y,(x) = maxo<x<, Xx(x), vy(x) = maxo<x<, wir(x). These objects enjoy the following
structural property which will be of crucial importance to the proof. Let n, E be as

aEOVE a}rlld let E|, E,, ..., E,, be the elements of 7"+! whose union is E. Then, we easily
check that
ﬁ) [ tnauc = Z e S (00, (2.4)
5 [t = Z e a0 @.5)
and
P () = MAX(G), %t () () = MAX(a(0), Wt (D)

The main step of the proof is to show that the sequence | x By Y, wyy vp)dp,
n=20, 1, 2, ..., is non-increasing. To accomplish this, fix an arbitrary integer n > 0,
pick E € T and let E, E,, ..., E,, be the elements of 7"*! whose union is E. By the
very definition, we see that the functions x,, y,, w, and v, are constant on E; denote the
corresponding values by x, y, w and v, and note that y > x, v > w. Similarly, x,, | and
wyy are constant on each of the sets E|, E», ..., E,,; denote the corresponding values
byx+h,x+hy,....,x+hyandw+ ky, w+ ky, ..., w+ k,. Then, (2.4) implies that

x=yr, ’;((Ié)(x~|—h) or

Z(—) i =0. (2.6)

Analogously, (2.5) implies

= w(E)
——k; =0. 2.7
2 @7

Now, by (2.3) applied to x, y, w, v and £, k;, we get
B(x+h-,yv(x+hj),w+kj, v\/(w—f—kj))

< B(x,y, w,v) + By(x,y, w, v)hj + By, (x, y, w, v)k;.
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Multiply both sides by w(E;)/w(E), sum the obtained inequalitiesoverj =1, 2, ..., m
and apply (2.6), (2.7) to get

Z At ")B(x—}— hi,yv(x+h),w+kj,vVv(w +kj)) < B(x,y, w, v).

o uE)

It is easy to see that this is equivalent to

/ B(xn+lv Vn+1, Wy, Un+1)d//’« < f B()Cn, Vn, Wy, Un)d,bb,
E E

and summing over all £ € 7" yields the aforementioned monotonicity property of the
sequence ( I x By Y, ws v,,)du)n>0. Combining this property with (2.2) gives, for any
non-negative integer n, N

/ &, — ey, du < / B(Xn, Y, Wy, vy)dp < / B(xo, yo, wo, vo)du < 0.
X X X

Here in the last passage, we have used (2.1) and the equalities xy = yg, wo = vy. By
Jensen’s inequality, we see that for each £ € 7",

/ex”and,uS/elog(|f|)+lvndﬂ=€/ [f|vndu,§/[f|/\/lwd,u,.
E E E E

Furthermore, f pew,dp = f £ €"wdp. Thus, the preceding estimate gives

/ e"wdp < e/ lf I Mwdpu,
X X

so letting n — oo implies

/X Gr(fywdu < e /X e

by Lebesgue’s monotone convergence theorem (clearly, ¢ 7 G7(f) almost everywhere
with respect to w). This completes the proof of (1.1).

2.3. Sharpness. Let (X, 7) be a given probability space and take the constant
weight w = 1. Fix an arbitrary constant ¥ < 1. We will construct a non-negative, p-
integrable function f' for which [, Gr(f)du > ¢* [, fdu. By a similar argument as
that used in the previous section, this will automatically show that ||G7(f/7)|| (X)) =
eVYP(1f12 | 1o(x. pmuwy and the sharpness will be established.

We start with the following lemma, which can be found in [4].

LEMMA 2.3. For every I € T and every a € (0, 1), there is a subfamily F(I) C T
consisting of pairwise almost disjoint subsets of I such that

wl U7 =2 w)=an.

JeF(I) JeF()
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We will define inductively an appropriate sequence (A4,),>0 of subsets of X, such
that each 4, will be a union of pairwise almost disjoint elements of 7: 4, = (J;c, I.
Let 8 > 0 be a fixed parameter. We start with setting 49 = X since X € 7°, we see that
Fy = {X}. Suppose that we have successfully constructed 4, =, g, 1. Pick I € F,
and apply Lemma 2.3 with & = «/(k + 3). Let F,; be the union of all the families
F(I) corresponding to all the elements I € F,, and put 4,1 = |J,. Foa L

Directly from the definition, we see that u(4,) = («/(x + 8))",n =0, 1, 2, ....Put

o]

_ 2 l—k+nd
f_ e XAn\"‘rH»l'

n=0

Fix a non-negative integer n and let I € F, be the “atom” of 4,,. Directly from the
above construction, we see that

1 0 P k—n P k—n+1
mf,l"gv'd“:Z“‘”’“)[(m) (%) ]

k=n
(32 K48 n oo P k+1
=1- — k =1 3,
e (50) 2ees) e

which implies that G7(f) > ¢!*" on 4, and hence, in particular, G7(f) > ¢f on A4, \
A,41. Since n was arbitrary, this shows G7(f) > ¢f on X and hence [|G7(/)||L1x) =
e“|f ll1(x)- To finish the proof, it suffices to check that /" is integrable: as we will see,
this is the case if § is sufficiently small. The first norm is equal to

fran=sel(5) - (25)7]

which is finite if and only if ¢’ < (k + 8)/k. Since ¥ < 1, the latter estimate holds for
sufficiently small positive §’s.

Since k < 1 was arbitrary, this shows that the constant e!/” cannot be improved
in (1.1).

2.4. On the guess of the optimal constant and the search for the special function.
Let us now describe briefly some steps which lead to the discovery of the optimal
constant e!/” and the above function B. We would like to stress here that the argument
will be informal; its purpose is to guess the candidate for the special function, and the
formal verification has been already carried out above. We split the argumentation into
two parts.

Part I The first step is to try to investigate the simpler, unweighted case, i.e., the
estimate

NGr(Man < Clif . (2.8)
for some optimal C to be identified (using the same reasoning as above, if one solves

this problem, one immediately obtains the unweighted L? inequalities with optimal
constant C'/7). Repeating the arguments from the preceding subsections, we see that
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it is enough to find a C' function b : R> — R which satisfies the conditions

b(x,x) <0 for all x e R, 2.9
b(x,y) = & — Ce" forall x, y € R, (2.10)

and the following: for any x, y, & € R such that x < y, we have
b(x+h,yV (x+ h)) < b(x,y) + bx(x, p)h. (2.11)

We will show how to find such a function if C > e. The key is to take a closer
look at (2.11). In particular, this condition implies that for any fixed y the function
b(-, y) is concave on (—oo, y]. Actually, since we are interested in the value of the
optimal constant, it seems reasonable to assume that for each y, b(-, y) is linear in x.
Furthermore, (2.10) suggests that for each y there is a point ¥ = y(y) such that

by (y),y) = €& — Ce’V.

Indeed, otherwise we would be able to decrease the function b (keeping (2.9), (2.10)
and (2.11) valid), so that this condition is satisfied. The above observations imply that
b must be of the form

b(x,y) = ¢ — Ce’Y) — Ce’V(x — y(»)), (2.12)

and hence we need to find a suitable y. To do this, take x = y and A > 0; then (2.11)
implies

b(x + h, x + h) — by(x, y)h < b(x, y),

and hence the derivative of the left-hand side, considered as a function of /4, must be
non-positive at zero. This is equivalent to b,(x, x) < 0 for all x € R. But, repeating the
previous argument, since we are interested in the sharp estimate, it is natural to expect
that this will actually be an equality: b,(x, x) = 0 for all x. Plugging this into (2.12)
leads to the differential equation

&7 = Cx = y (X)),

It is easy to see that one of the solutions is the function y(x) = x — @, where ¢ = Ca.
But the latter equation has solutions (in «) if and only if C > e; this leads to the guess
that C = e is optimal. Assuming this equality, we get a = 1, y(x) = x — 1 and arrive
at b given by

b(x,y) =€y —x—1).

This function satisfies (2.9), (2.10) and (2.11), so (2.8) holds with the constant e. Is this
the only special function which leads to the unweighted estimate? No. One can easily
see that there is some freedom for modifications of b on the set {(x,y) : x < y(»)} =
{(x,y) : x < y — 1} — we can put there any function so that the concavity of (-, y) and
the majorization (2.10) are preserved. For instance, the function

dy—x—1) ify<x+1,

2.13
eV — ¥t ify>x+1 2.13)

b(x,y) = {

also works fine.
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Part II. Now, we turn our attention to the weighted setting and study the estimate

NG/ NLiw) = CIF L Mrw)-

A priori, we do not know the optimal constant, and our first guess is to try to show that
C = e. If this is true, we can hope that the special function B will have some similarities
with the function b, or rather b, constructed above. A look at (2.13) suggests that
we should take B(x, y, w, v) = ¢’w — ¢*1v on the set {(x, y) : y > x + 1}. Then, the
majorization (2.2) will actually be an equality on this set, a phenomenon which is also
true in the unweighted setting (when the function b is used). Then, taking into account
the desired C! regularity of the function B, a natural choice on the remaining part of
the domain is

B(x,y, w,v) = w+ e"v(y — x — 2).

This is precisely the special function used above. We should also point out here that
the alternative choice

B(x,y,w,v)='w+ vy —x—2), (x,y, w, v) € R? x [0, 00)?,

based on the function b, does not work; the condition (2.3) is not satisfied.
3. Proof of Theorem 1.5.

3.1. A special function. Clearly, it is enough to establish (1.3), since the sharpness
of this estimate follows at once from the above considerations (again, we take w = 1).
Let B: R x [0, o0) x (0, 00)> — R be given by

X
B(x,y, w,v) = e/’ (J—/ - — = 1) w.
voow
In Subsection 3.4, we explain the reasoning which leads to this function. Let us study

some crucial properties of this object.

LEMMA 3.1.
(i) For any x > 0 and any w > 0, we have

B(x, x, w, w) < 0. 3.1
(if) Forany x € R, y > 0 and any w, v > 0, we have

B(x, y, w, v) = &w — /"y, (3.2

Proof. We have B(x, x, w, w) = —e"/"“w < 0, which yields (3.1). The inequality
(3.2) is equivalent to

X _ i —1>1 _ex/w—y/v-&-l,

v w

or to the obvious bound ¢ > s+ 1 after the substitution s = x/w — y/v + 1. This
completes the proof. ]

Next, we study the concavity property of B.

https://doi.org/10.1017/50017089516000331 Published online by Cambridge University Press


https://doi.org/10.1017/S0017089516000331

544 ADAM OSEKOWSKI

LEMMA 3.2. Fix (x,y, w,v) € R x [0, 00) x (0, 00)? satisfying y > x and v > w.
Then, for any h € R and any k > —w, we have the estimate

B(x+hyv(x+h,w+kvVv(w+k)
< B(x, y, w, v) + Bx(x, y, w, v)h + B,(x, y, w, v)k.

Proof. The inequality reads

h h h
ox (yv(x+ )> <y\/(x+ ) x+ —1>(w+k)
vV (w+k) vVvw+k) w4k (3.3)
< el (Z - 1) (w+ k) — & (x + h).
v
Now, we consider separately four cases.
CaseI: x + /1 < y, w + k < v. Then, both sides of (3.3) are equal.
CaseIl: x + & > y, w + k > v. Then, (3.3) is equivalent to
x+h (Y ,
exp [ 20) (w k) + (- . 1)(w+k)—e””(x+h) > 0. (3.4)
y+k v

Fix x, y, w, v and k. The left-hand side, considered as a function of /4 € [y — x, 00),
is convex; furthermore, a straightforward analysis of the derivative shows that the
minimal value of the function is attained for 4 such that (x + 4)/(w + k) = y/v. Tt
remains to note that if / satisfies this equation, then (3.4) becomes an equality.

Case IlIl: x + & > y, w + k < v. The estimate can be rewritten in the form
h h
|:exp <x+ ) (x+ - 1) — (Z — 1)] (w + k)
v v v
h
< [CXP <i> - e}’/”] (x + h).
v

Since the function s > (s — 1) is increasing on [0, co), the expression in the square
brackets is non-negative. This implies that it is enough to establish the inequality for
the largest value of k, i.e., for w + k = v. This brings us back to Case II.

Case IV: x + /1 < y, w + k > v. Then, (3.3) takes the form

(ey/ E— (w+k)> (x + h) + (terms not depending on h) < 0.

But y > 0 and w + k > v, so &/? — &?/+9 > () and it is enough to show the estimate
for largest A, i.e., h = y — x. However, this has been already considered in Case II
above. O

3.2. Proof of (1.3). The argumentation goes along the same lines as in the proof
of (1.1). With the sequences (X,)y>0, (Vn)u=05 (Wn)n=0 and (v,),>0 defined as previously,
we show that (3.3) implies

/ B(xn’ yrh wnv Un)dﬂ S / B(X(), y()a wOv U())d/.L.
X X
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This estimate, combined with (3.1) and (3.2), yields

/ exp <&> wydp < e/ exp <ﬁ> w,du.
X Un X Wy
Now, observe that

/ exp (Ji) w,dp = / exp <&> wdp > / exp < I ) wdpu.
X Un X Uy X Mgw

Furthermore, the function (x, w) — ¢/“w is convex: its Hessian matrix

ex/ww—l _ex/wxw—2
_ex/wxw—2 ex/wx2w—3

is non-negative-definite. Thus, by Jensen’s inequality,

/ exp <ﬁ> w,dp < / exp (M) wdpu.
X Wy X w

Putting all the above facts together, we see that

/ exp( I > wdp < e/ exp <M> wdpu,
X MTU) X w

and it remains to let n — oo and apply Lebesgue’s monotone convergence theorem.
This completes the proof of (1.3).

3.3. On the condition (1.2). Now, we will show that if (1.2) is not assumed, then
(1.3) does not hold in general, even if we replace e by a larger constant. The example is
the following. Let E|, E-, .. ., E,, be the pairwise almost disjoint elements of 7' whose
union is X. Fix ¢ € (0, 1) and set

1 —eu(E)) f x/(1—=p(Er))

W= EXE + = XX\Ep> =Xg T € XX\E; -
1 1 — w(Ey) \Ei 1 \Ei

Of course, w and f are measurable with respect to the o-algebra generated by 7!. Hence,
when computing M7w and G7(f), it suffices to consider the averages (1)~ /, ywdu
and w(I)~" [;log|f1du for I € {X, Ey, ..., E,} only. But

/wdu:l, /log[ﬂdM:x
X X

(in particular, the condition (1.2) is violated), so we see that

1 —ep(Ey)

M = )
TW = XE + 1= () XX\E,

Gr(f) = xg + e xx\& -

Therefore,

IX Gr()VMrvwdu e 4 eXI-rED/A—enED) (] — gy (E)))
= —
Sy 1o wdp e + e/ =euEN(T — ep(Er))

e*«’CM(El)’
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as ¢ — 0. Consequently, if —x is sufficiently big and ¢ is sufficiently close to 0, the
above ratio can be made arbitrarily large. This shows that the inequality (1.3) does not
hold with any finite constant and proves the necessity of (1.2).

3.4. On the guess of the optimal constant and the search for the special function.
First, note that in the unweighted setting (i.e., for w = 1), the inequality (1.3) reduces
to the estimate (2.8) in which the constant C = e is optimal. This leads us to the guess
that e is also optimal in the general case, and we can hope that the special function will
be similar to the functions constructed in Subsection 2.4. This time, our starting point
is the function

bx,y) = & (y — x — 1).
The function B we search for must satisfy the majorization
B(x,y, w,v) > eV — MWty = w(ey/v . ex/w+1).
Comparing this to (2.10), we immediately get the natural choice
Blx,y,w,v) = whix/w, p/v) = & (2 = =~ 1) w.

This is precisely the function used above. Now, it can be shown that Lemma 3.2 does
not hold true on the whole domain R? x (0, c0)?; using the alternative “base” function
b (as in Subsection 2.4) also does not work. This enforces us to restrict the domain to
nonnegative y’s. This corresponds to the assumption (1.2) which, as we have rigorously
proved above, is necessary.
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