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Abstract
Despite a rich literature on the determinants of democracy, the influence of one theoretically important factor
has been neglected thus far. Unlike factors such as development, growth, and inequality, the concentration of
economic power and its correlate, business unity, have not received systematic empirical treatment. We argue
that this factor may act as a deterrent to democracy. Using a dataset covering 120 countries over 23 years, from
1988 through 2010, we find evidence for a negative effect of economic concentration on a nation’s level of
democracy. We also show evidence suggesting that corporate political activity may provide a mechanism
through which this negative effect is exercised. Our results point to the need to further understand the
processes through which business elites undermine democracy.
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Few topics have received more attention from social scientists in the developed world than democracy.
Scholars and citizens of North America and Europe have expressed a strong belief that democratic
political systems, whatever their faults, are conducive to the well-being of national populations and
regional and world peace.1 Although discussions of democracy go back at least as far as the ancient
Greeks, and although they were prominent in the writings of Enlightenment philosophers and
nineteenth and twentieth-century political theorists,2 it is only in recent decades that the topic has
received systematic investigation. The starting point for this treatment is generally believed to be a 1959
essay by Seymour Martin Lipset, who argued that economic development and broad acceptance of the
legitimacy of a nation’s government were the primary prerequisites for a democratic system. Lipset’s
thesis has received an enormous amount of attention and has long been a source of controversy. Scores
of scholars have tested his argument, especially regarding the role of economic development. Others
have suggested alternative factors as determinants of democracy, including a population’s level of
education,3 inequality in levels of income and wealth,4 a nation’s position in the world economy,5 the
size and role of various social classes,6 and a nation’s economic performance once democracy has been
established.7 Surprisingly, however, there is one factor that has received virtually no attention in this
literature: the concentration of private economic power. This is ironic because Lipset himself
contributed to a body of work that focused explicitly on this issue.

In this paper, we examine the role of concentrated economic power in the prevalence of democracy.
We argue, and demonstrate, based on an analysis of 120 countries over a 23-year period, that high
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concentration of economic power is a deterrent to democracy. Although we find that a nation’s average
level of education is positively associated with democracy, other factors that have been claimed to play a
role—including economic development, growth, and inequality—do not serve as significant predictors
in most of our models. We do, however, find evidence that corporate political activity—in the form of
political connections and engagement in political corruption—may amplify the negative effect of
concentration on democracy. This suggests that political action may provide a means by which a high
level of concentration undermines democracy.

Determinants of democracy

Lipset8 himself performed an empirical test of his thesis regarding the role of economic development in
democracy.9 He showed10 that among European and/or English-speaking countries, democracies hadmore
than twice the per capita income, more than eight times the number of motor vehicles per person, and
nearly four times the number of telephones per person as did unstable democracies or non-democracies.
Democratic countries also consumed more energy per person, had higher levels of education, and were
more heavily urbanized. Although Lipset’s thesis attracted controversy in its early years11 as well as in
subsequent ones,12 his argument has, on balance, received a considerable amount of support. A review by
Balaev suggests that the level of this support has declined in more recent years, however.13

Scholars have examined several factors in addition to the effect of economic development. A number
of studies have suggested a negative association between income inequality and democracy,14 although
both Houle and Ansell and Samuels15 found contrary evidence.16 Subsequent authors have focused on
factors such as globalization, social capital, national value systems, and cross-national network ties
created by intergovernmental organizations as well as spatial proximity.17

Implicit in some of this work is the assumption that the prevalence of democracy may be a function
of the distribution of economic as well as political power. A high level of economic inequality can be
viewed as a deterrent to democracy to the extent that the wealthy in a society are able to translate their
resources into political power. In order to do this, however, an economic elite must have more than
wealth. The group must also be politically organized, in that its members are capable of collective action
to address their interests. In fact, one of the most important theoretical arguments in twentieth-century
political theory involves the association between politically organized economic power and democracy.
Yet interestingly, although Lipset18 was a major contributor to this literature, the role of concentrated

8Lipset (1959).
9The literature on democracy is vast, and scholars have examined the topic in a number of ways. Many authors, including

Lipset, have focused primarily on whether a nation is or is not democratic. Others, especially in more recent years, have treated
democracy as a continuous variable and have studied the extent to which a country exhibits democratic characteristics. Even
within these groups, authors vary in terms of whether they are studying the emergence, persistence, or demise of democracy. As
we explain below, our focus in this paper is on the level of democracy. We believe that our argument is relevant to all of these
approaches to democracy, but we can speak empirically primarily to the question of its level rather than its existence.

10Lipset (1959, 76).
11Cutright (1963); Jackman (1973); Neubauer (1967).
12Acemoglu et al. (2008); Bollen (1979, 1983); Burkhart and Lewis-Beck (1994); Epstein et al (2006); Gonick and Rosh (1988);

Przeworski et al. (2000); Rahimian (2021).
13Balaev (2014). Among the reasons that Balaev gives for the differences in findings across studies are variation in countries

and/or years examined, measures of democracy and economic development, analytical approaches, and model specification.
Given this enormous variance, it is perhaps remarkable that Lipset’s thesis has held up as well as it has.

14See, for example, (Boix) 2003; Muller (1988); and Solt (2008).
15Houle (2009); Ansell and Samuels (2014).
16Houle (2009) found that inequality negatively affects the “consolidation” of democratic institutions, but that it has no effect

on the establishment of democracy itself. In an alternative formulation, Acemoglu and Robinson (2006) argued that the relation
between inequality and democracy is curvilinear: the establishment of democracy is lowest, they suggest, at both high and low
levels of inequality. Houle failed to find support for this claim. Ansell and Samuels found that democracy emerges not from low or
high levels of inequality, but rather when an economically ascendant elite begins to challenge an entrenched autocratic ruling
group.

17Li and Reuveny (2003); Paxton (2002); Welzel and Inglehart (2006); Torfason and Ingram (2010); Wejnert (2005).
18Lipset (1962).
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economic power has been almost completely absent from the literature on democracy. In his classic
article on the subject, Lipset19 made multiple references to the concentration of political power, and
subsequent scholars have mentioned this issue as well. Despite its theoretical importance, however, the
concentration of economic power has not yet received empirical treatment in cross-national studies of
democracy. We turn now to a discussion of the relevance of this variable, as well as how it has been
applied in studies of political power and outcomes.

Concentrated economic power and democracy

All known democracies in the modern world have existed in countries with capitalist economic
systems.20 All capitalist countries have not been democracies, however. In fact, despite their historical
correlation, the relation between democracy and capitalism, especially capitalist systems dominated by
large corporate organizations, is far from obvious. MaxWeber, writing in 1905, at the peak of the rise of
large corporations in the United States and Germany, asked whether democracy could ever be possible
under a highly developed capitalism.21 Berle and Means expressed concerns about the concentration of
economic power brought on by the rise of the large, management-controlled corporation.22 This
concern with concentrated power was subsequently addressed by Schumpeter, who, noting the
widespread apathy among the general public and the domination of political decision-making by elites,
asked how it was possible under such conditions for democracy to persist.23 Schumpeter’s answer to the
question was based on the existence of divisions within the elite, driven by conflicts of interest, which,
he believed, played themselves out through the electoral process. As long as the elites were divided,
Schumpeter reasoned, there would always be a portion of the group that would be removed from power
at a particular moment. If the public is unhappy with its representation, the out-of-power elites can,
through the electoral process, appeal for people to remove those in power. The ability to remove
representatives through the electoral process thus became, for Schumpeter, the primary basis of
democracy.24

This conception of democracy as the competition for votes among an otherwise largely passive
electorate was further developed by Lipset in his introduction to the classic book, Political Parties, by
Michels.25 Responding to Michels’s claim that any large organization (and, by extension, society) must
ultimately develop into an oligarchy, Lipset argued that as long as there are organized groups that must
compete for the votes of constituents, it will be necessary for political leaders to be responsive to their
public. As with Schumpeter, the viability of this conception depends on the extent to which the
competing elites represent substantively distinct viewpoints and policies.

The discussions by Schumpeter and Lipset referred to political elites, primarily elected officials. If the
public is largely removed from politics, however, the possibility exists that those with significant
resources will be able to exert disproportionate influence. This concern, which in the United States dates
back to Thomas Jefferson, reached a height during the late nineteenth and early twentieth centuries, as
fears of a “Money Trust” dominated by the heads of large corporate empires became a major political
issue.26 In the 1950s, two sociologists, Floyd Hunter and C. Wright Mills, argued that in the United
States, local and national politics respectively were dominated by a group of organized, and largely
unified, elites, who used their financial resources and social connections to influence elected officials.27

In response to these arguments, Robert Dahl, an eminent political scientist, presented a conception
of political power that has been accepted by virtually all scholars of the role of elites in politics.28 For a

19Lipset (1959).
20Rueschemeyer, Huber, and Stephens (1992).
21Roth and Schluchter (1979, 202).
22Berle and Means ([1932] 1968).
23Schumpeter (1942).
24Schumpeter (1942, 269–273).
25Lipset (1962); Michels ([1911] 1962).
26Brandeis (1914); Mizruchi (1982).
27Hunter (1953); Mills (1956).
28Dahl (1958).
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group to be powerful, Dahl reasoned, it required two things: a high level of resources and a high level of
unity. Unless the elites identified by Hunter and Mills could be shown to be unified, Dahl’s argument
suggested, their wealth or connections as individuals would be insufficient to constitute a fully coherent
political actor.

To apply Dahl’s argument, one must first determine which actors have disproportionately high levels
of resources. The question then becomes, how unified are those actors? Although mid-twentieth century
observers suggested that there were multiple groups in Western societies with significant resources,
including actors within the government and organized labor, there was considerable agreement that the
highest levels of resources were held by large, for-profit corporations. Some observers, most notably John
Kenneth Galbraith, argued that the power of the state and organized labor was sufficient to balance out
the power of business, and Dahl himself noted the importance of organized interest groups, which in
today’s context would include consumer and environmental activists.29 Others, however, believed that due
to their size and financial strength, major corporations held the greatest potential to exercise political
power.30 The question was, to what extent were these large corporations able to achieve a unified position
that would allow them to act collectively to pursue jointly agreed-upon goals? On this question, there was
enormous disagreement. One school of thought, descended fromHunter andMills, known as elite theory,
suggested that despite differences on relatively minor issues, large corporations, through peak
associations, bolstered by social ties, were capable of reaching a unified perspective that allowed them to
exercise overarching political power. A competing school, descended from Schumpeter, Lipset, and Dahl,
known as pluralism, suggested that despite occasionally successful attempts at coalition building,
corporations in different industries experienced built-in conflicts of interest that rendered collective action
on a system-wide level extremely difficult, if not impossible, to achieve.31

It is important to note that the key issue in this debate was not the tenability of Dahl’s theoretical
argument: virtually all parties accepted Dahl’s idea that a well-endowed group with a general unity of
interest and an ability to act collectively in pursuit of its interests was likely to exercise disproportionate
political power. Virtually all parties also agreed that private economic actors were those with the highest
levels of resources. Recall that for Schumpeter and Lipset, it is only because of the conflicts of interest
among societal elites that democracy is possible. If we apply this concept to a society with an economy
dominated by large, for-profit corporations, it becomes evident that a unified, well-organized business
community could pose a threat to democracy. The seriousness of the suggestion implicit in Dahl’s
formulation—that democracy itself could be imperiled by the presence of a unified corporate
community—accounts for why social scientists have expended so much energy examining the extent to
which big business constitutes a unified political actor.32 Empirically, however, far more attention has
been paid to the study of whether big business is unified than to whether this presumed unity has
generated observable political consequences. A body of scholarship in political sociology has
demonstrated that the presence of social connections among corporate elites increases the likelihood of
similar contributions to candidates for public office and similar positions in corporate testimony.33 One
study within this literature indicates that social connections among firms played a role in collective

29Galbraith (1952); Dahl (1961).
30See, for example, Bell (1958); Lowi (1969).
31The many works of G. William Domhoff (see, for example, Domhoff, (1979; 2014) are probably the best-known examples

within the elite theory perspective. For other important works broadly within this framework, see Whitt (1982), Useem (1984),
and Mintz and Schwartz (1985). Key works within the pluralist perspective include those by Dahl (1961), Bauer, Pool, and Dexter
(2007), and Rose (1967). See Mizruchi (1992, Chapter 1) for a detailed discussion of this debate.

32In recent years, some scholars have suggested that unified elites might, at least at certain points, have played a beneficial role
in the larger society. Mizruchi (2013) argues that in the post-World War II United States, a relatively unified big business
community exhibited a moderate and pragmatic approach to politics that benefited the larger population, although it did so in
part under constraints imposed by that population, including the presence of a highly legitimate government and a relatively
strong labor movement. Others (Glynn 2008; Marquis, Davis, and Glynn 2013) have pointed to some of the benefits that cities
have experienced as a result of collective action among local elites. Even in these cases, however, the elites are often viewed as
acting without public input or pressure, thus rendering their decision processes undemocratic, and the benefits of their actions are
often unequally distributed among the population.

33Burris (2005); Clawson and Neustadtl (1989); Mizruchi (1992); Murray (2017).
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action in support of the North American Free Trade Agreement.34 Most studies that have examined
corporate political action in detail have been qualitative studies of particular cases, however.35 Yet the
larger implication of the formulations by Schumpeter, Lipset, and Dahl remains: to what extent does the
unity of powerful private actors, that is, the concentration of private economic power, pose a threat to
the existence or functioning of democratic political systems?

Economic concentration and corporate power

Although no one to our knowledge has examined the effect of concentrated economic power on the
level of democracy itself, there is a literature on its role in determining political outcomes in democratic
societies.36 A pioneering work in this field was an article by Salamon and Siegfried.37 Examining 110
industries within the United States in 1963, Salamon and Siegfried found, consistent with the
assumption that economic resources are associated with political power, that industries with large firms
experienced relatively low tax rates. Salamon and Siegfried’s approach to studying the political power of
business inspired work by a number of scholars. Jacobs examined the effect of economic concentration
(the percentage of total manufacturing assets controlled by the 100 largest American firms) on
corporate tax rates from 1948 through 1978.38 Despite controlling for several political and
macroeconomic variables, he found that concentration was strongly negatively associated with
corporate tax rates. This conclusion was later challenged by Quinn and Shapiro, who, using different
measures and a different set of predictors, failed to replicate Jacobs’s finding on the negative effect of
concentration.39 Quinn and Shapiro did find that the prevalence of corporate political action
committees—a variable they treated as an alternative indicator of business political organization—had
a consistently negative effect on corporate tax rates. In that sense, the authors were in agreement that an
organized big business community is able to exercise a disproportionately high level of political power.
In a study of 35 industries, Esty and Caves found that the square of the industries’ four-firm
concentration ratio was a significant positive predictor of an industry’s success in passing (or thwarting)
bills in Congress, and industry lobbyists’ self-reported perceptions of political influence.40

Despite their differences, all of these studies point to the same central concern: As Schumpeter,
Lipset, and other political theorists warned, the existence of a unified elite posed significant problems
for the functioning of democratic political systems. Following this tradition, the authors of the above
empirical studies were all interested in the extent to which a unified business community was capable of
exercising disproportionate political power. Although the exercise of private economic power does not
necessarily nullify the viability of a democratic system, it can undermine the fairness of that system. If
concentrated economic power can undermine the workings of democracy, it also stands to reason that it
can negatively impact the emergence, durability, and/or quality of a country’s democratic institutions.
Although factors such as economic development, world-system position, a well-developed civil society,
and societal-wide cohesion can facilitate democracy, they do not ensure that it will occur, or remain. To
the extent that economic elites believe that their privileges will be threatened by a system of universal
rights, and to the extent that these elites are capable of achieving their political goals, a cohesive business
community can be an impediment to democracy.

There are certainly situations in which the interests of business and the larger public coincide. Both
prefer a strong economy, in that when firms are profitable, the public will have greater job opportunities
and growing incomes. On the other hand, businesses can create externalities (such as polluting the

34Dreiling and Darves (2011).
35See Bauer, Pool, and Dexter (2007); Whitt (1982) for prototypical examples.
36Scholars such as Wu (2018) and Zingales (2017) have issued recent warnings regarding the dangers of economic

concentration for the workings of democracy. McCarty and Shahshahani (2023) have presented an empirical test, although their
focus was on corporate lobbying rather than democracy per se. Weymouth (2012) examined the effects of firm size and market
power on lobbying and political influence in developing countries, and found positive effects of both variables.

37Salamon and Siegfried (1977).
38Jacobs (1988).
39Quinn and Shapiro (1991).
40Esty and Caves (1983).
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environment) that run counter to the interests of the general public, and business and the public have
potentially conflicting interests regarding who will pay the costs of those externalities. Businesses and
the public also have conflicting interests over the distribution of the surplus—the difference between
revenue and costs—created within firms. Businesses prefer higher profits and lower taxes, while
employees prefer a greater share of the surplus in the form of wages, and they, along with members of
the general public, prefer that businesses bear a greater share of the tax burden. In a democracy, the
public can make claims, and exercise influence, over the distribution of these resources. In an autocracy,
the public has fewer rights to make such claims and less ability to realize them, especially to the extent
that the force of the state places limits on public action.

Although historically, democracy and capitalism have often been linked, the classic connection
between the two was forged in nations characterized by a proliferation of small firms, in which
economic power was dispersed. The United States, for example, was a largely agrarian society in its early
years, and business firms were relatively small. It was when economic concentration developed in the
late-1800s and a relatively small number of individuals held sway over groups of large companies that
concerns arose about the deleterious effects that corporate capitalism could have on American
democracy.41 A key issue here is the extent to which economic power can be translated into political
power. The scholarly evidence on the topic indicates that although the association is not perfect, when a
nation’s economy is dominated by a relatively small number of large enterprises, the ability of the
corporate community to act collectively to advance its interests is high.

This discussion suggests that although capitalism per se is not incompatible with democracy, a high
concentration of economic power creates conditions under which corporate leaders have both the
potential and an incentive to exercise political constraints on the public. The potential comes from two
sources: on one hand, in highly concentrated economies, firms are large, meaning that they have a high
level of resources; on the other hand, the existence of a relatively small number of dominant firms
facilitates the ability for unified collective action, which increases the probability that they can exercise
political influence.42 In terms of incentive, given the often-conflicting interests between business firms
and the general public (as described above), businesses may be more capable of achieving their goals to
the extent that there are restrictions on the public’s ability to thwart those efforts. A highly concentrated
business community may thus have both the motivation and the ability to seek limits on democratic
freedoms. For this reason, we argue that the presence of concentrated economic power will act as a
deterrent to democracy. This suggests the following:

The higher a nation’s level of economic concentration, the lower its level of democracy.

Before proceeding further, there is one issue that we need to address. We have argued that when
corporate power is highly concentrated, businesses are likely to prefer reduced, rather than greater,
democracy. There is evidence, however, that corporations may benefit from operating within
democratic systems, especially when such systems prevent governments from imposing constraints or
exerting direct control over them. In fact, autocratic states might prefer high levels of concentration,
since the existence of a smaller number of major corporations renders them easier to control.43 Note
that this interpretation, if true, does not affect the negative relation between economic concentration
and democracy. It does suggest a different basis of the relation, however.

Support does exist for this interpretation. Mitton shows, consistent with this argument, that the level
of concentration in a country’s economy is negatively associated with the extent to which the country
exhibits a high rule of law and low corruption.44 Similarly, Perotti and Volpin show that the greater the
“accountability” of a country’s political system, the lower the barriers to entry in various sectors, which

41Brandeis (1914).
42Olson (1965).
43Bradford, Chilton, Megaw, and Sokol (2019); Martin and Swank (2012); Menaldo (2016); Mitton (2008); Perotti and Volpin

(2004); Weymouth (2016).
44Mitton (2008).
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reduces the level of concentration.45 Menaldo shows that governments in weak states can manipulate
financial markets to render them more concentrated.46 Although some large banks benefit from these
practices, Menaldo argues, the government leaders, not the banks, are the ones “calling the shots.” On
the other hand, although Menaldo presents a sophisticated causal analysis, neither Mitton nor Perotti
and Volpin are able to demonstrate that their state capacity variables have exogenous effects on
concentration. In addition, although Weymouth (2016) demonstrates that a country’s level of
democracy is a consistently positive predictor of its commitment to economic competition (and thus a
low level of concentration), he also shows that the strength of anticompetitive interest groups, or what
he calls the “rent-preserving alliance,” has a strong negative effect on a country’s support for economic
competition, even when its level of democracy is controlled.47 As Weymouth puts it, “The probability of
antitrust reform decreases with economic concentration, because concentrated business represents a
powerful lobby against reforms designed to increase competition.”48 To be clear, we do not take issue
with the possibility that the actions of autocratic states can lead to high levels of economic
concentration, thus resulting in a negative relation between concentration and democracy. We note
only that there are good reasons to believe that concentration has an effect on democracy, even if the
reverse also occurs. In our analyses below, we apply several approaches to addressing the extent to
which concentration is an exogenous cause of a country’s level of democracy.

If economic concentration does have a negative effect on democracy, however, does this mean that
large corporations prefer autocracy? Clearly, there may be situations in which large corporations would
prefer greater autonomy from the state, and therefore would be supportive of greater democratic rights.
The repression that some corporations have faced under the current governments of Russia and China
point to the dangers that businesses can experience under autocratic systems. There are two reasons to
raise questions about this preference in general, however. First, even in democratic societies, some
policy makers have encouraged high levels of concentration, on the same ground as those in
autocracies: the fewer the number of major firms, the easier they are to regulate. Bradford et al., for
example, show that the United States government has reduced its antitrust enforcement since the
1980s.49 Second, and more importantly, the historical evidence suggests that in many cases, the leaders
of large corporations do prefer autocratic governments. In Central America, for example, dominant
American and local members of the coffee and fruit industries have frequently supported military
dictatorships, which maintained extremely repressive conditions that allowed the firms to exploit local
workers, paying them low wages and preventing their attempts at unionization.50 Leaders of large
corporations appear to have strongly supported a right-wing military coup in 1973 against a
democratically elected government in Chile.51 Similar conditions have occurred in Asian countries,
including China, as well as the Philippines, in which local and global firms have benefited from similarly
repressive conditions. Even in more developed countries, as Karl Polanyi famously described with
respect to interwar Germany, capitalists have been willing to support fascist regimes when they believed
that repression of labor was necessary to maintain their profits.52 American firms have been willing to
support extremely repressive measures during periods in which they perceived the threat of left-wing
labor movements, including in the years immediately followingWorld Wars I and II. The willingness of
many American businesses to support Donald Trump in the 2024 election, on the ground that he would
remove the regulations imposed by Joe Biden, provides a more recent example. There is some
suggestive evidence that the willingness of big business to prefer autocratic governments might be
disproportionately more pronounced in less developed countries. In our own data, we found a
marginally significant positive interaction effect of the combination of concentration and GDP on a

45Perotti and Volpin (2004).
46Menaldo (2016).
47Weymouth (2016).
48Weymouth (2016, 301).
49Bradford et al. (2019).
50Paige (1997).
51Zeitlin, Ewen, and Ratcliff (1974).
52Polanyi (1944).
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nation’s level of democracy. In other words, the more economically developed the country, the less
negative was the effect of concentration on democracy. Given the above points, we believe that our
hypothesized negative effect of concentration on democracy rests to a great extent on the fact that large
corporations prefer to operate in an environment in which the state caters to their interests, which may
include ensuring that workers and other potential opponents of big business have few rights, and little
power to change the composition of the government, or its policies. We acknowledge, however, that this
effect, as noted above, could also be a result of efforts by autocratic governments to encourage high
levels of concentration. We address below the possibility that the causal direction may run from
democracy to concentration as well as vice versa.

Data and methods

The data that we use to test the above hypothesis come from a variety of public and proprietary sources.
We constructed our dataset by combining data from BankScope, the Cross National Time Series Data
Archive, Correlates of War, Fraser Institute, Penn World Tables, Osiris, Polity IV, Quality of
Governance, the Standardized World Income Inequality Database, the World Economic Forum, and
World Development Indicators.53 In addition, several authors of articles utilizing global measures of
concentration generously shared their data with us, which we used for robustness checks. In this
section, we describe each of our variables and their sources.

Democracy

As our dependent variable, we use a discrete measure of national democracy levels from the Polity IV
project directed by Marshall, Gurr, and Jaggers.54 Polity IV provides a score for a country’s regime type
ranging from –10 (autocracy) to 10 (democracy) for all “major, independent states in the global system”
from 1800 through 2014.55 The scores assigned by Polity analysts are determined by component sub-
scores in the areas of executive recruitment, constraints on executive authority, and political
competition. As such, the construction of Polity IV democracy scores closely follows conceptual
definitions of democracy, which highlight the main necessary elements of democracy as the existence of
competition for political power by different groups, as well as institutional power holders being elected
by the majority of a country’s populace.56

Polity IV democracy scores have been used in thousands of studies.57 Moreover, Polity scoring is
often scrutinized by the numerous users of the data, resulting in constant revisions and improvements
of the scoring, and an overall high accuracy of the data.58 Finally, Polity scores are highly correlated with
other commonly used measures of democracy constructed in somewhat alternative ways, such as
Varieties of Democracy measures, Freedom House’s political rights and civil liberties ratings, and
Vanhanen’s index of democracy.59

53Bureau Van Dijk (2016); Banks and Wilson (2016); Correlates of War (2016); Gwartney, Lawson, and Hall (2014); Heston,
Summers, and Aten (2014), Bureau Van Dijk (2017); Marshall, Gurr, and Jaggers (2011); Teorell et al. (2016); Solt (2009); World
Economic Forum (2016); World Bank (2016).

54Marshall, Gurr, and Jaggers (2011).
55Center for Systemic Peace (2016).
56Lipset (1959); Vanhanen (2000). The score is computed by summing the weighted values for indicators of democracy (which

include the competitiveness and openness of executive recruitment, the level of constraint on the chief executive, and the
competitiveness of political participation) and subtracting from this sum the weighted values for indicators of autocracy (which
include the reverse of these variables as well as the extent to which participation is regulated). See Marshall, Gurr, and Jaggers
(2011, 14–17).

57See, for example, Torfason and Ingram (2010).
58Center for Systemic Peace (2016).
59Coppedge et al. (2018); Freedom House (2018); Vanhanen (2000). Some of the major studies on this topic, dating back to

Lipset’s original article, have used a binary measure of democracy (a country either is or is not democratic; see, for example,
Przeworski et al. 2000) or a three-level indicator (Epstein et al. 2006). We believe that the Polity IV measure, with 21 possible
outcomes, provides a more refined measure of the kinds of incremental changes that can affect a population’s quality of life short
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Economic concentration

Our key independent variable is the concentration of economic power, which we operationalize in
terms of the concentration of a country’s financial industry. As we noted earlier, concentration is an oft-
used measure of the economic power wielded by business elites.60 High levels of business concentration
present opportunities for elites to coordinate decision-making as well as to formulate a more unified
political voice.61 In this paper, we focus more specifically on the degree of concentration within a
country’s financial industry.

Historically, in the United States as well as globally, financial industry elites enjoyed highly
concentrated economic power due to their control of credit, a status that was reflected in their central
positions within networks of interlocking directorates.62 Although the role of banks in the control of
corporations appears to have shifted in recent years,63 financial activity has played an increasingly
significant role in the world economy over time, the consequences of which became evident during the
financial crisis of 2008.64

Our focus on the concentration of financial assets does depart from the concentration of industrial
or total assets used by some of the other scholars in this area. Our decision to use financial rather than
industrial concentration is based primarily on the advantage in scope that this measure provides. The
data that we were able to locate on the concentration of industrial assets were available for only a
relatively small subset of the country-years in our analysis. We do, however, consider alternative
measures of concentration, including industrial concentration, in our robustness tests following our
main analyses. Moreover, given the emphasis on financial elites in the studies cited above, there are
reasons to believe that financial concentration may be a superior, or at least equally valid, indicator of
business unity. Mizruchi showed, for example, that firms that shared directors with the same banks
and whose stock was held by trust departments of the same financial institutions were
disproportionately likely to contribute to the same political candidates and express similar positions
in Congressional hearings.65 These findings are consistent with the idea that when financial
concentration is high, the similarity of political behavior by nonfinancial corporations will be high as
well.66

There is also evidence that concentration across a society’s financial and nonfinancial sectors is
linked. An analysis by Cetorelli indicates that countries with highly concentrated banking sectors are
disproportionately likely to have both larger nonfinancial corporations and more highly concentrated
nonfinancial sectors.67 The relation between bank concentration and industrial concentration is
higher in less-developed than in more-developed countries, but the overall association is positive.
Consistent with these findings, Cetorelli and Strahan, in a follow-up study, showed that nonfinancial
firms face relatively high barriers to entry in countries with highly concentrated financial systems.68

These findings suggest that the concentration of financial assets can serve as an alternative to the
concentration of overall corporate assets as an indicator of concentrated economic power.
Additionally, although we adopt the concentration of the financial industry as our primary measure
due to its greater country-year coverage, we show in a robustness check that using an alternative
measure—the overall economic concentration across manufacturing industries—yields analogous

of a complete regime shift. Balaev (2014, 172) notes that the various binary and more quantitative indicators have correlations of
.84 and above.

60Jacobs (1988); Mizruchi and Koenig (1991); Quinn and Shapiro (1991); Salamon and Siegfried (1977).
61Olson (1965); Useem (1984); Mizruchi and Koenig (1991); Schuler, Rehbein, and Cramer (2002).
62Allen (1974); Brandeis (1914); Jeidels (1905); Mariolis (1975); Mintz and Schwartz (1985); Mizruchi (1982).
63Davis and Mizruchi (1999); Heemskerk, Daolio, and Tomassini (2013).
64Davis (2009); Krippner (2011).
65Mizruchi (1992).
66A study by Azar, Schmalz, and Tecu (2018) suggests that common ownership by the same institutional investors may have

impacts on market pricing as well. They show that such ownership appears to reward firm managements for “less aggressive
competition” (ibid, 1554).

67Cetorelli (2001).
68Cetorelli and Strahan (2006).
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results (see Tables A6 and A7 in the Appendix). Financial concentration thus serves as a useful
measure of the opportunities for coordination and cohesive political action at the highest levels of a
nation’s economy.69

Other possible indicators of business unity do exist. Our measure, however, provides a distinct
empirical benefit over the most prominent alternative operationalization of business unity, based on
network ties among firms. Although there is a rich sociological tradition of utilizing measures of
interlocking directorates for studying business elites,70 we chose instead a measure that provides
unparalleled global country-year coverage. Simply put, our choice of financial industry concentration
enabled us to perform an analysis of democracy around the world and across time, on a much larger
scale than would have been possible with any available network-based measure. Given the difficulty of
collecting longitudinal director interlock data even within a single country, the complexity of
calculating network-level measures for a wide number of countries over several years is currently
prohibitive. Even the most ambitious comparative studies of national interlock networks have generally
been limited in scope by the availability of network data to fewer than 25 nations, and generally at either
a single point in time or over a small number of years.71

Our use of financial concentration to operationalize business unity is not perfect. To provide one
example, although the decline in the density of network ties among large corporations in the United
States is now well-documented,72 this has occurred alongside an increase in the concentration of bank
assets.73 Given the extensive coverage that the measure of financial concentration provides, however, we
believe that it serves as a legitimate, albeit conservative, proxy for the ability of powerful economic
actors to exercise collective influence. It thus allows us to examine an important issue that requires the
use of rich panel data.

We calculated our main independent variable as the share of the assets of the top three commercial
banks within each country in a given year. The underlying data we used to calculate this measure come
from Bureau van Dijk’s BankScope database of banks around the world, accessed through Compustat.
In total, the BankScope database has 443,416 bank-year observations, for 205 countries from 1981
through 2016.74 Given their unique global coverage, BankScope’s data are commonly used in studies of
bank concentration.75

We began with the BankScope database, which, in its original form, contains data on individual
banks. We then followed the procedures detailed by Thibaut and Le in order to clean and standardize
the data.76 First, we removed all special financial institutions (such as central and clearing banks, multi-
lateral government banks, and specialized government credit institutions). We thus retained only active
commercial banks. Second, we removed bank-year observations that are duplicates, since some banks
may file their financial statements several times a year. We used the latest possible report issued within
the year since those tend to reflect the most up-to-date figures. Third, we ensured that the time stamp of
financial reporting accurately corresponds to calendar years. Here we treated reports issued between
January and March as referring to the previous calendar year. Fourth, we retained only the bank-year
observations that contain data from financial reports based on the same accounting standards. We
chose unconsolidated accounting reports since the overwhelming majority of banks provide reports
according to this standard. In the original database, there are 354,729 bank-year observations

69Although their goal—examining public access to financial services—was different from ours, Owen and Pereira (2018, 12), in
a study of 83 countries over a ten-year period, found a significant negative correlation between bank concentration and the Polity
IV indicator of democracy. This was consistent with their suggestion that “more democratic societies should have lower levels of
bank concentration” than less democratic ones.

70Allen (1974); Burris (2005); Mizruchi (1996); Useem (1984).
71Carroll (2010); David and Westerhuis (2014); Heemskerk, Fennema, and Carroll (2016); Kogut (2012).
72Chu and Davis (2016).
73See https://alfred.stlouisfed.org/series?seid=DDOI06USA156NWDB&utm_source= series_page&utm_medium= related_

content&utm_term= related_resources&utm_campaign= alfred.
74Bureau van Dijk (BvD) discontinued BankScope in 2017. The data from this database have been rolled into a new BvD

product called Orbis.
75See, for example, Beck, Demirgüç-Kunt, and Levine (2006), and Demirgüç-Kunt, Laeven, and Levine (2004).
76Thibaut and Le (2015).
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(representing about 80 percent of the database) reporting unconsolidated numbers, compared to only
88,352 observations with consolidated numbers. Finally, for international banks that report in their
local currencies, we also converted their reported figures from the foreign currency to the U.S. dollar.
Once the data were cleaned in this way, we calculated the three-bank concentration ratio as the sum of
the assets of the largest three commercial banks, divided by the assets of all of the country’s commercial
banks. As noted, we also examine alternative indicators in the robustness tests following our main
analyses.

Control variables

The substantial prior literature on the determinants of democracy suggests a number of factors to
consider as control variables. Based on this literature, we include controls for a variety of national-level
factors. These variables can be broadly categorized as 1) economic and 2) sociocultural country
characteristics, and 3) measures of interactions among countries.

In terms of economic factors, we control for economic development and growth, based on the
literature around Lipset’s classic paper,77 as well as income inequality78 and each country’s stock of
natural resources as an operationalization of the “resource curse” hypothesis.79 As noted above, we use
GDP per capita from the Penn World Tables as our measure of development.80 Our measure of GDP
growth per capita comes from World Development Indicators.81 Gini market, our measure of the
national level of income inequality, comes from the Standardized World Income Inequality Database.82

The data on the countries’ stock of natural resources, including oil rents, natural gas rents, coal rents
(hard and soft), mineral rents, and forest rents, come from the World Development Indicators.83

As for sociocultural factors, we include as controls measures of literacy, population density, as well as
internal (that is, within-country) conflict. Literacy has been found by several researchers to have a positive
association with democracy.84 Evidence on the relation between population density and support for
democracy is mixed,85 but there is some indication that the association is positive.86 Internal conflict (such as
civil wars), on the other hand, has been found to have a non-linear (inverted U-shaped) association with
democracy.87 We operationalize literacy as the percentage of a country’s population that is literate, per the
Cross-National Time Series Data Archive.88 The measure of population density (a country’s population
divided by the country’s surface area) also comes from the Cross-National Time Series Data
Archive. Additionally, we include a measure of within-country conflict events, such as
assassinations, general strikes, guerrilla warfare, government crises, purges, riots, revolutions,
and anti-government demonstrations. The Cross-National Time Series Data Archive provides a
weighted index of these internal conflict events.

Finally, interactions among countries may also impact democracy levels within particular nations.
Democracy may diffuse through trade networks, for example,89 or through networks formed by
countries’ joint participation in intergovernmental organizations.90 International conflict may also

77Lipset (1959).
78Acemoglu and Robinson (2006); Muller (1995); Przeworski et al. (1996).
79Ross (1999). The “resource curse” hypothesis is based on the idea that countries rich in natural resources (such as oil and

minerals) tend to be disadvantaged in terms of economic development and growth. Instead of driving economic development,
abundance in natural resources is seen as associated with negative socioeconomic and political outcomes, such as increased
corruption, low levels of democracy, and civil war.

80Heston, Summers, and Aten (2014).
81World Bank (2016).
82Solt (2009). Gini market refers to the level of income inequality before taxes and transfers.
83World Bank (2016).
84Balaev (2014); Feng and Zak (1999).
85Anderson, Bol, and Ananda (2021).
86Gimpel et al. (2020).
87Hegre et al. (2001).
88Banks and Wilson (2016).
89Lopez-Cordova and Meissner (2008).
90Torfason and Ingram (2010).
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influence global patterns of democracy.91 To account for this process, we include a measure of balance
of trade, calculated as the difference between a country’s exports and its imports.92 In addition, we
control for international disputes among countries, by including a dummy variable for whether the
country was involved in a dispute with another country in a given year.93 In supplemental tests, we
include controls for a country’s position in the intergovernmental organizations network as well.94 All
of our control variables are time-variant.

Analysis

Our unit of analysis is the country-year. Our data are structured as an unbalanced panel, with varying
numbers of observations for countries by years. Our primary analysis (introduced below) contains
1,747 observations, drawn from 120 countries, from 1988 through 2010. A list of countries and years
included in our dataset appears in Table A1 of the Appendix. Descriptive statistics are included in
Table 1.

As noted, our dependent variable is a discrete measure of democracy from Polity IV, which can vary
from –10 to 10. This variable is, strictly speaking, ordinal. Although the distribution of the variable is
approximately bimodal, with relatively high frequencies at the extremes, it is generally symmetric about
the mean and contains sizable numbers of observations at all values. Given this symmetry and wide
range of values, we estimated our models with linear regression, adjusted to account for the pooled
cross-sectional time-series nature of our observations.

To account for possible unobserved heterogeneity, we also include country fixed effects, which
control for all time-invariant country factors that could affect our dependent variable, such as history,
language, geography, and climate.95 We use robust standard errors, clustered by country, in order to
fully account for within-country correlation of the error terms, as well as heteroskedasticity.96 Because
we expect some time to elapse before our hypothesized effects would lead a nation’s level of democracy
to change, we lagged all of our exogenous variables by one year.97 By using a fixed effects model, we are
technically examining variation that occurs only within, rather than among, countries. In addition to
being a conservative approach analytically, since it precludes the opportunity to account for factors that
vary across countries, our use of a fixed effects model means that we are testing our hypothesis only
within particular countries over time. There are good substantive reasons for focusing on within-
country change. Levitsky and Ziblatt, for example, situate their discussion of the decline of democracy
almost exclusively in terms of how particular countries become less democratic over time.98 As we have
noted, our use of fixed effects models also accords with a widely employed approach in the literature.99

One issue raised by our discussion involves the extent to which economic concentration could be
viewed as a consequence as well as a cause of democracy. As we saw earlier, it is possible that a high
concentration of corporate assets would be more likely to be permitted in a non-democratic country
than in a democratic one. Economic development has also been seen as a consequence as well as a cause
of democracy, although the nature of the effect has been a source of considerable controversy, with

91Jeitschko et al. (2014).
92Correlates of War (2016).
93Correlates of War (2016).
94We do not include these controls in our main models because they significantly reduce our number of observations. We

confirm in a supplemental analysis (not shown but available upon request), however, that including measures related to the
intergovernmental organizations network position strengthens our main effect of concentration.

95A Hausman test indicated that the random and fixed effects models did not produce the same results. We therefore, following
a large literature within this area (see for example, Acemoglu et al. 2008, Petersen 2013, Torfason and Ingram 2010), proceeded
with a fixed effects model in order to remove any potential sources of time-invariant country bias. In addition, the lagging of our
independent variables renders the alternative random effects model, which would include both within and between-country
effects, cumbersome and difficult to interpret.

96Cameron and Miller (2015). The Breusch-Pagan test confirmed the presence of heteroskedasticity in the data.
97In a series of robustness tests (see Table A9) we examined alternative lags.
98Levitsky and Ziblatt (2018).
99Acemoglu et al. (2008); Petersen (2013); Torfason and Ingram (2010).
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Table 1: Descriptive statistics

Variable Mean Std. Dev. Min Max (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

1) Democracy score (Polity IV) 5.063 5.826 –9 10

2) GDP per capita (USD thousands) 10.406 11.332 0.222 78.019 0.532

3) GDP per capita growth (percent) 2.773 4.458 –47.723 37.128 –0.039 –0.020

4) Gini market 44.048 7.547 19.241 79.353 –0.009 –0.218 –0.077

5) Natural resources 6.737 10.198 0.002 80.153 –0.356 –0.285 0.111 0.053

6) Literacy (percent) 81.905 21.576 9.060 100 0.503 0.572 0.127 –0.107 –0.211

7) Population density (divided by 1,000) 0.294 0.347 0.004 2.676 0.130 0.089 0.054 –0.256 –0.164 –0.005

8) Internal conflict index (divided by 10,000) 0.090 0.180 0 2.125 –0.054 –0.182 –0.125 0.211 0.073 –0.091 0.067

9) Balance of trade (USD trillion) –0.003 0.054 –0.882 0.262 –0.065 –0.145 0.022 –0.031 0.093 –0.025 0.077 0.006

10) International disputes (0/1 dummy) 0.365 0.481 0 1 –0.036 0.083 0.042 –0.026 0.043 0.073 0.178 0.163 –0.063

11) Three-bank concentration ratio 0.780 0.195 0.187 1 –0.142 –0.110 –0.098 –0.078 0.021 –0.181 –0.122 –0.068 0.143 –0.173

(Obs = 1747). B
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some scholars100 suggesting a null effect of democracy on development and others101 finding a positive
one. Our primary concern is the extent to which economic concentration serves as a deterrent to
democracy. The possibility that economic concentration could be a consequence as well suggests the
need for us to address this potential in our models. There is a broad and growing literature on this topic,
and the number of approaches has expanded rapidly in recent years. In the analyses that follow, we
address the possibility of reverse causality by including a lagged dependent variable (LDV). By
controlling for the level of democracy in the prior year, we reduce the likelihood that the coefficients of
the variables in our models, including concentration, are consequences of this variable.

There are potential problems with the use of lagged endogenous variables. The most commonly
noted issue involves the fact that such variables are likely to be correlated with the errors, thus violating
one of the key assumptions of ordinary least squares regression. There are also concerns that the
coefficients in models with an LDV may be downwardly biased and that the effects may be sensitive to
variations in the duration of the lags.102 One possible alternative to our LDV model is the generalized
method of moments (GMM) approach developed by Arellano and Bond.103 This approach uses lagged
values of the dependent variable and first differences of the exogenous variables as instruments and
then computes the vector of regression coefficients using a variant of a weighted least squares
estimator.104 As Roodman has shown, however, the GMMmodel is most appropriate when the number
of time points is small.105 As he puts it, the number of instruments in GMM “tends to explode with
T.”106 Moreover, if T is sufficiently large, he notes (ibid), “a more straightforward fixed-effects estimator
works.” Consistent with this latter point, an analysis by Beck and Katz suggests that the use of a lagged
dependent variable in a fixed effects model is an appropriate method for addressing our problem, as
long as the number of time periods is at least 20, which is the case for our data.107 Given the issues with
the GMM model, the findings above regarding the value of the LDV model, and the nature of our
design, we believe that the fixed effects approach with a lagged dependent variable is the most
appropriate model for our purposes. We therefore report the simple LDV with fixed effects results in
the analyses that follow. We do, however, examine alternative models, discussed below, to ensure the
robustness of our results.

The fixed effects model that we compute has the following specification:

yit � yit�1γ� xit�1β� αi � εit;

where yit refers to the level of democracy of country i at time t, yit–1 refers to the dependent variable
lagged by one year, the xit–1 matrix contains the time-variant country characteristics (such as GDP per

100Barro (1996).
101Acemoglu et al. (2014).
102The latter two concerns were both raised by Achen (2000), in an unpublished but widely cited paper. Keele and Kelly (2006)

further confirmed the downward bias in the coefficients of the non-LDV predictors. This bias, if it exists in our data, would
indicate that the coefficients that we observe will be relatively conservative. As for the appropriate duration of the lag, we examine
alternative lag structures in a set of robustness analyses. See Table A9, and our accompanying discussion, below.

103Arellano and Bond (1991).
104Specifically, the GMM estimator transforms the conventional OLS estimator, B = (X’X)–1 X’Y, to B = (X’ZAZ’X)–1

X’ZAZ’Y, where Z is an N x j matrix of instruments (where j is the number of instruments) and A is an N x N matrix of weights
used to minimize the covariances between the instruments and the errors (that is, the off-diagonal elements in the variance-
covariance matrix of the errors). See Roodman (2009, 88–89) for a derivation.

105Roodman (2009).
106Roodman (2009, 128).
107Beck and Katz (2011). There are two widely used versions of the GMMmodel. The original, developed by Arellano and Bond

(1991), is now known as difference GMM. A subsequent version, known as system GMM, was developed by Blundell and Bond
(1998), in part to address the “exploding instruments” issue. Our results using difference GMMwere actually stronger (in terms of
our predicted negative effect of concentration) than those using the LDV model. Our coefficients for concentration using system
GMM were similarly negative, but the results were strongest (and most often statistically significant) when we used a relatively
high number of instruments, including more instruments than the number of countries, an approach that is generally not
recommended (Roodman 2009). Given the ambiguity regarding the appropriateness of the GMM model for our data, as well as
the fact that the LDV model is considered appropriate with our number of time points, we have chosen to use the latter.
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capita, GDP growth per capita, and population density), all lagged by one year, αi represents the country
fixed effect, and εit is the error term.

Results

We begin by presenting the bivariate relation between economic concentration and democracy.
Figure 1 presents the relation between the country averages of the two variables, while Figure 2 shows
the relation between within-transformed108 variables. In both graphs, we observe a downward-sloping
trend line, indicating that the relation between economic concentration and democracy is negative.
Regression models of the data in these graphs, presented in the Appendix, strongly confirm the negative
effect. In Table A3, we see that, regardless of the statistical model employed (including simple OLS,
random and fixed effects, ordinal logit, as well as a combination of between109- and within-effects), the
bivariate relation between economic concentration and democracy is strongly significant (p< 0.001)
and negative.

Our main analysis, in which we add our control variables to the simple bivariate relation, is
presented in Table 2. Model 1 refers to the baseline specification, including only the lagged three-bank
concentration ratio. In Model 2 we add country fixed effects and calculate country-clustered standard
errors. Finally, in Model 3, we also include the full set of our control variables.

Across these models, we find support for our hypothesis. The concentration of commercial bank
assets has a significant negative relation with democracy (p < .05) in our most conservative equation,
Model 3, which includes all of our economic, sociocultural, and global control variables. In other words,
increases in bank concentration are associated with decreases in the level of democracy.110

Figure 1. Graph of the Bivariate Relationship between Economic Concentration and Democracy (country averages).

108Within-transformations are created by removing country averages from time-varying variables.
109Although both the negative relation between country averages of economic concentration and democracy shown in Figure 1

and the negative and significant coefficient on the between-transformation of economic concentration in Table A3 might indicate
the existence of a between-country main effect for economic concentration, in models with a full set of controls this effect is not
significant.

110The coefficient for our main effect of concentration, –.779 (in Model 3 of Table 2), indicates that a one-unit increase in
concentration leads to a predicted decline in the Polity IV democracy score of slightly more than three-quarters of a point. Because
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In terms of our control variables, only two have statistically significant coefficients in Model 3.
Literacy rates have a significant positive effect (p < .05) on democracy levels. As we have noted,
educational attainment within countries has been commonly found to be a positive force in
democratization.111 We also find, not surprisingly, that lagged democracy level has a strong positive
effect (p < .001) on current democracy level, indicating that democracy is strongly path-dependent, a

Figure 2. Graph of the Bivariate Relationship between Economic Concentration and Democracy (within-transformed variables).

the concentration ratio is bounded by 0 and 1, this means that the entire potential range of our key predictor leads to a less than
one-point change in democracy—a variable with a range from –10 to 10. This appears to be a very small effect in substantive
terms. There are several reasons to suggest that this effect is considerably larger than it otherwise appears, however. First,
throughout our paper, we report the raw coefficients for our independent variables. As Treisman (2015) and Usmani (2018) note,
however, our independent variables also have an indirect pathway through the lagged dependent variable, since the latter is also
affected by previous values of the exogenous variables. Because of this, the raw coefficients that we report convey only a part of the
full effects of those variables. To calculate the cumulative effect of our main independent variable, we follow Treisman’s formula
(2015, 930), bC/(1–bL), where bC is the coefficient for concentration and bL is the coefficient for the lagged Polity IV score.
Applying this formula to our coefficients in Model 3 of Table 2 yields a cumulative bank concentration effect of –3.01, indicating
that a one-unit change in concentration led to an approximately three-point decline in the Polity IV democracy score. Second,
even this value may underestimate the size of the effect. The mean value of concentration is .78, with a standard deviation of only
.20. This means that our key exogenous variable has a highly restricted range, a situation that is known to depress the size of a
coefficient (Wiberg and Sundström 2009). Although, given the lack of agreement on the appropriate method, we did not attempt
to “correct” our coefficient size for restriction of range, Wiberg and Sundström (2009), in an analysis using two such corrections,
found that their coefficients more than doubled in size, despite the fact that the standard deviation of their variable was greater
relative to its mean than ours is. Third, as we noted earlier, Achen (2000) has shown that the presence of a lagged endogenous
variable tends to create a downward bias in the sizes of the remaining coefficients. When we excluded the lagged dependent
variable from our analysis (which, as we also noted earlier, did not affect the statistical significance of our predictors), the raw
coefficient for concentration was –2.615. If our adjustment for restriction of range were to equal that found by Wiberg and
Sundström—and given the relatively low variance of our variable, there is reason to believe that the underestimation of our effect
might be even greater than theirs—the coefficient in our model without the lagged dependent variable would be between –5.22
and –6.07, and the cumulative effect of concentration (in the model with the lagged dependent variable) would be between –6.01
and –6.99. Finally, it is important to note that our analysis is extremely conservative, with country-level fixed effects in addition to
the lagged dependent variable, and our effect is further depressed by our measure of the concentration of private economic power,
which, as we have noted, is an imperfect indicator. The fact that we consistently observed a negative coefficient for concentration
despite these limitations gives us confidence that a high level of concentration creates a deterrent to democracy. Note that in
Model 1 of Table 2, the coefficient for concentration, excluding controls, is –7.523, and in Model 2, which includes the country
fixed effects, the coefficient is –4.613.

111Balaev (2014); Barro (1999).
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finding that is well-established in the literature.112 None of the additional control variables, including
GDP per capita, have significant effects on the level of democracy. Although GDP per capita has a
strongly positive bivariate correlation with democracy, .532 in Table 1, the coefficient in our regression
model, although positive, is not statistically significant. The absence of a significant effect of GDP per
capita is consistent with Acemoglu et al., who found that the significance of this variable disappeared
with the inclusion of country-fixed effects.113 Other control variables that had significant bivariate
correlations with democracy level but had null effects in the regression model included natural

Table 2: Main results (full sample)

Independent variables Dependent variable: Democracy score (Polity IV) Model 1 Model 2 Model 3

Main independent
variable

Three-bank concentration ratio (lagged by one year) (H1) –7.523*** –4.613*** –0.779*

(0.528) (1.155) (0.389)

Lagged DV Democracy score (lagged by one year) 0.741***

(0.037)

Economic factors GDP per capita, USD thousands (lagged by one year) 0.004

(0.007)

GDP per capita growth, percent (lagged by one year) 0.005

(0.014)

Gini market (lagged by one year) –0.010

(0.016)

Natural resources (lagged by one year) –0.014

(0.008)

Sociocultural factors Literacy, percent (lagged by one year) 0.028*

(0.012)

Population density, divided by 1,000 (lagged by one year) –2.241

(2.544)

Internal conflict index, divided by 10,000 (lagged by one
year)

0.350

(0.267)

Global factors Balance of trade, USD trillion (lagged by one year) 0.188

(0.399)

International disputes, 0/1 dummy (lagged by one year) –0.124

(0.091)

constant 10.164*** 7.868*** 0.929

(0.430) (0.911) (0.970)

N 3174 3174 1747

R2 0.060 0.064 0.631

Model specification Country fixed effects No Yes Yes

Country-clustered standard errors No Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).

112Balaev (2014), Barro (1999), Epstein et al. (2006).
113Acemoglu et al. (2008).
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resources (a correlation of –.356, consistent with the “resource curse” hypothesis), population density (a
correlation of .130), balance of trade (–.065), and internal conflict (–.054).

Mechanisms: a preliminary examination

In presenting our argument—that a high level of economic concentration will reduce a nation’s level of
democracy—we suggested that firms pursue their interests by attempting to influence government
policy, and that this pursuit can lead to anti-democratic outcomes. The primary means by which firms
pursue favorable government policies is by engaging in what is commonly referred to as corporate
political activity (CPA), including lobbying and campaign contributions.114 Firms also sometimes hire
former government regulators, and their own employees sometimes join the agencies that regulate their
firms, a process known as the “revolving door.”115 Large firms, as well as those in more concentrated
industries, are disproportionately likely to engage in CPA.116 Cowgill, Prat, and Valleti, for example,
found a positive association between mergers, which increase the size of firms, and the use of CPA,
including lobbying and campaign contributions.117 There is thus support for the idea that firms in
concentrated industries may be particularly politically active.

Although engaging in CPA is not inherently antithetical to democracy, the practice may promote
unfairness by creating an unlevel playing field, in which corporations receive favorable treatment.118

Large firms in particular are likely to have relatively easy access to public officials. Their size and power
may also allow them to influence the political actions of their own employees and contractors, as well as
being viewed by government personnel as “too big to fail.”119 The use of CPA may thus increase the
ability of a business community with a high level of economic concentration to transform their
economic power into political power, with potentially negative consequences for democratic
institutions. We should therefore expect the role of concentration on democracy to be increasingly
negative to the extent that large firms engage in various forms of political activity. To examine this
suggestion, we examine three separate indicators of CPA for which data were available: lobbying,
political connections, and engagement in political corruption.

Data on the global prevalence of CPA are not easily accessible. Here we draw on several sources that
track the occurrence of lobbying, political connections, and corruption on a cross-national level.
Although the CPA measures that we use are country-level as well as time-varying, their time period of
coverage is not an exact match for the years in our dataset. For reasons we explain shortly, it was
necessary to create time-invariant dummies based on the CPA variables, in which countries were either
above or below average in terms of the prevalence of the tactics. In other words, if the level of firm
lobbying, political connections, and corruption in a country in a given year was above the overall mean
for that variable, we coded the variable 1. In all other cases, we coded the variable 0.

For our measure of lobbying, we draw on data from the World Bank Enterprise Survey, which
surveys managers on various aspects of firm performance.120 One wave of the survey (administered
between 2002 and 2006 globally) taps into the firms’ use of lobbying. We use the lobbying survey item
to calculate country-level means of lobbying prevalence, and then divide the countries in our main
sample into those with high and low prevalence of lobbying, depending on whether the country-level
mean was above or below the global average for the firm-level lobbying variable.

For our measure of political connections, we rely on the global dataset developed by Faccio,121 and
subsequently used in many other studies.122 For the purposes of her study, Faccio tracked firm

114For a recent review of the CPA literature, see Katic and Hillman (2023).
115Stigler (1971); Katic and Kim (2024).
116Hillman, Keim, and Schuler (2004); Lux, Crook, and Woehr (2012).
117Cowgill, Prat, and Valleti (2023).
118Nyberg (2021).
119Teachout and Khan (2014).
120World Bank (2023).
121Faccio (2006).
122See, for example, Brockman, Rui, and Zou (2013); Chaney, Faccio, and Parsley (2011); and Faccio,Masulis, andMcConnell (2006).
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connections to politicians via their shareholders or top officers. We use Faccio’s variable for the share of
connected firms in the national economy, by percentage of market capitalization. Again, we classify
countries into those with high and low prevalence of political connections, depending on whether they
are above or below the global mean for the variable.

Finally, as our source of data on corruption, we use the Corruption Perception Index (CPI),
developed by Transparency International,123 which uses expert ratings to classify countries’ prevalence
of corruption, including payments to public officials, more commonly known as bribery. Bribery is a
well-documented component of the CPA portfolio of firms, although its use varies substantially cross-
nationally. In some countries, for example, it is customary for companies to provide gifts to public
officials, regardless of whether such actions are legal. The CPI also includes measures of diversion of
public funds, use of public office for private gain, nepotism in civil service, and state capture (the extent
to which firms or their representatives have infiltrated or gained outsized influence over the national
government). We reverse-coded the CPI so that higher values indicate higher levels of corruption, and
then classified countries into high and low prevalence of corruption, depending on whether they are
above or below the global mean for the variable.

The fact that we converted the scores of our CPA variables into dummies, based on whether the
country-year was above or below the global mean for the variable, and the fact that we then examined
the above and below-mean groups separately, requires explanation. Normally one would want to first
examine interaction effects between concentration and the CPA variables before breaking the analysis
into subsamples, in order to determine whether the sizes of the coefficients actually differ between the
groups. We were not able to do this here because our CPA measures are time-invariant, meaning that
there is no within-country variation across time. Because we deemed it necessary to use country fixed
effects in our analysis, the only way to include these CPA variables in our models was to run the analysis
separately for each group. It is also important to note that because of the limited coverage of these
variables across countries and years, our analyses are based on an extremely truncated subsample of our
data, ranging from a 66.1 percent reduction of cases in the best-case scenario to a 76.3 percent reduction
in our worst-case one. The combination of the absence of within-country over-time variation in the
CPA variables and the extremely small sample sizes in our models means that the results from these
analyses must be taken as tentative, and at best suggestive.

Table 3 presents the results of our subsample analysis. Models 1a–3a include country-years that are
higher than average on each of the three CPA variables respectively, and Models 1b–3b include
country-years that are lower than average in terms of CPA prevalence, again respectively.

Across these models, economic concentration has a significant and negative effect (p < .05) in the
subsample of countries with above-average corruption (Model 3a), and a marginally significant and
negative effect (p< .10) in countries with above-average prevalence of political connections (Model 1a).
In the models run on countries with below-average prevalence of CPA tactics, economic concentration
never reaches significance, although it is negative for two of the three variables (Models 1b and 2b).
Although these results are far from conclusive, they do at least suggest the possibility that in countries
with relatively high levels of corporate political activity, the effect of concentration on democracy is
more negative than in countries with relatively low levels of CPA. This suggests that corporate political
activity might provide a mechanism by which economic concentration exhibits a negative effect on a
nation’s level of democracy.

Robustness checks

In addition to our main models and the subsample analysis, we also ran a number of robustness checks.
We focused on alternative samples, alternative measures of concentration, as well as alternative
specifications of our models. We did this to ensure that our results are not biased, either in terms of
missing data (and the resulting changes in the sample across models), choice of operationalization

123Transparency International (2017).
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Table 3: Mechanism testing (subsample analysis)

Independent
variables

Dependent variable: Democracy score
(Polity IV) Model 1a Model 2a Model 3a Model 1b Model 2b Model 3b

Main independent
variable

Three-bank concentration ratio (lagged by
one year) (H1)

–0.859° –1.168 –2.204* –0.025 –0.793 0.073

(0.435) (1.448) (1.095) (0.446) (0.706) (0.122)

Lagged DV Democracy score (lagged by one year) 0.628** 0.715*** 0.657*** 0.687*** 0.692*** 0.829***

(0.159) (0.082) (0.048) (0.115) (0.093) (0.064)

Economic factors GDP per capita, USD thousands (lagged by
one year)

–0.018 –0.086 –0.118* –0.009 –0.014 –0.003

(0.023) (0.116) (0.048) (0.007) (0.012) (0.002)

GDP per capita growth, percent (lagged by
one year)

–0.042 –0.033 0.003 –0.006 0.006 –0.003

(0.079) (0.053) (0.034) (0.004) (0.018) (0.007)

Gini market (lagged by one year) 0.006 –0.094 –0.011 0.020° 0.033 –0.004

(0.037) (0.068) (0.036) (0.011) (0.022) (0.007)

Natural resources (lagged by one year) 0.032 –0.090 –0.009 0.023 0.006 0.018*

(0.067) (0.068) (0.016) (0.022) (0.011) (0.008)

Sociocultural factors Literacy, percent (lagged by one year) 0.474* 0.003 0.022 –0.004 –0.003 0.006

(0.218) (0.009) (0.014) (0.012) (0.036) (0.017)

Population density, divided by 1,000
(lagged by one year)

–2.323 –10.659 –6.625 0.731 0.019 0.353

(1.701) (13.073) (5.964) (1.277) (1.380) (0.989)

Internal conflict index, divided by 10,000
(lagged by one year)

1.133 0.789 0.392 –0.004 0.262 –0.070

(0.772) (0.578) (0.457) (0.167) (0.172) (0.232)

(Continued)
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Table 3: (Continued )

Independent
variables

Dependent variable: Democracy score
(Polity IV) Model 1a Model 2a Model 3a Model 1b Model 2b Model 3b

Global factors Balance of trade, USD trillion (lagged by
one year)

1.380 –117.701 –2.389 –0.247 –1.527 0.062

(3.353) (94.578) (2.963) (0.237) (1.063) (0.095)

International disputes, 0/1 dummy (lagged
by one year)

–0.488 –0.258 –0.074 –0.245 –0.323 –0.054

(0.299) (0.265) (0.113) (0.162) (0.228) (0.052)

constant –40.707* 9.757° 4.201 2.343 1.235 1.045

(18.573) (4.910) (2.569) (1.390) (3.563) (1.673)

N 245 214 591 547 414 422

R2 0.772 0.659 0.521 0.611 0.599 0.451

Model specification Sample countries with
above-average
prevalence of

political
connections

countries with
above-
average

prevalence
of lobbying

countries with
above-average
prevalence of

political
corruption

countries with
below-average
prevalence of

political
connections

countries with
below-
average

prevalence
of lobbying

countries with
below-average
prevalence of

political
corruption

Country fixed effects Yes Yes Yes Yes Yes Yes

Country-clustered standard errors Yes Yes Yes Yes Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).
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of our independent variable, or our modeling choices. We also conducted an additional examination
of possible reverse causality.

As the models in Table 2 demonstrate, one important feature of our dataset is the difference in the
numbers of observations across models due to missing data for specific variables. Table A2 in the
Appendix presents the varying data coverage across variables, which drives the different numbers of
observations across our models in Table 2. To address concerns about this potential problem, we
conducted a robustness analysis to examine the extent to which the fluctuating numbers of observations
across our models might affect our results. In Table A4, we present the results of our main models from
Table 2, computed with linearly interpolated data and including only the lagged dependent variable
(rather than the full set of controls) in addition to the independent variable, in order to maximize our
number of observations. As is evident in Table A4, when we linearly interpolate the data to maximize
our sample size and run a reduced analysis, keeping only the most significant control variable—lagged
democracy score—we observe highly significant effects in the predicted direction for economic
concentration, and coefficients similar in magnitude to those in the corresponding models of Table 2.

One factor that could have affected our results—in particular the effect of concentration on
democracy—involves the financial conditions that each country was experiencing at a given point in
time. It is possible that concentration (and potentially the level of democracy) could be affected by the
size of the nation’s banking community,124 the extent to which the country has acquired external
sources of financing, and the extent to which the financial sector is in the midst of a crisis. As a proxy for
the size of the nation’s banking community, we include a control for a country’s number of commercial
banks, from BankScope. For external sources of financing, we include a dummy variable that captures
whether a country has received (concessional and/or non-concessional) lending from the International
Monetary Fund (the IMF).125 As an indicator of banking crisis, we use a dummy variable indicating
whether a country was experiencing a banking crisis in a given year.126 We also examined a year time
trend, both linear and quadratic, to account for the possibility that the overall level of democracy world-
wide changed as a function of time. We present the results of this analysis in Table A5. In Model 1, we
insert the three financial variables—the existence of a banking crisis, a country’s number of banks, and
whether the country has received an IMF loan. In Models 2 and 3 we insert the linear and then the
linear and quadratic time trend variables. As the models indicate, none of the three financial variables
has an effect on democracy, nor does the inclusion of these variables affect the effect of concentration,
except that the coefficients and T-statistics are actually larger in these models than they are in Model 3
of Table 2. The time trend variables, both the effect of year (Model 2) and the effects of year and its
quadratic term (Model 3), are null as well. Note that when we include the three financial variables, our
N declines by more than 60 percent—from 1,747 to 690. In addition, the effect of literacy, which is
significantly positive in Model 3 of Table 2, becomes null in the models in Table A5. As we noted, the
sizes of our coefficients for concentration, –1.301, with a T-statistic of –2.571 in Model 1, –1.223, with a
T-statistic of –2.976 in Model 2, and –1.017, with a T-statistic of –2.327 in Model 3, are all larger than
the coefficient of –.779, with a T-statistic of –2.002 in Model 3 of Table 2.127

124La Porta, Lopez-de-Silanes, and Shleifer (1999).
125World Bank (2016).
126Reinhart, Rogoff, Trebesch, and Reinhart (2024).
127If we apply Treisman’s transformation to the concentration coefficients in Table A5, we derive cumulative concentration

coefficients of –6.776 in Model 1, –6.337 in Model 2, and –5.136 in Model 3, even without the correction for restriction of range.
We also examined a model with region fixed effects, on the ground that the prevalence of democracy could vary across regions as
well as individual countries. Running the model with region fixed effects required us to remove the country fixed effects because
when we included both of them simultaneously, our Stata program automatically removed the region fixed effects, due to
collinearity with the country effects. We therefore ran the model with region fixed effects but without the country fixed effects. The
effect of concentration remained significantly negative in this model, with a coefficient of –.805 and a T-statistic of –2.164, smaller
than those from Models 1 through 3 in Table A5, but still larger than the coefficient in Model 3 of Table 2.
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In Tables A6 and A7, we turn to our models with alternative operationalizations of the independent
variable. In Table A6, we show our primary model (including our independent variable, lagged dependent
variable, and full set of controls) employing alternative measures of concentration. In Model 1 of Table A6,
we employ a measure of the concentration of industrial rather than financial assets. Using the Osiris
database,128 we calculated the concentration ratio for the top three manufacturing firms in each country, a
procedure analogous to what we did with the BankScope data to calculate the concentration of financial
assets. Because Osiris provides less country-year coverage than BankScope, we have a significantly smaller
sample inModel 1 in Table A6 than inModel 3 from Table 2. The coefficient for economic concentration in
manufacturing is negative, but it is not statistically significant. Other measures of bank concentration,
calculated by Beck, Demurgüç-Kunt, and Levine (Model 2 of Table A6) and Demurgüç-Kunt,
Laeven, and Levine (Model 3 of Table A6) also have negative but not significant coefficients.129 In
Model 4 we examine the Herfindahl-Hirschman Index (HHI) for financial assets of commercial
banks. The coefficient for the HHI of bank assets is significantly negative, consistent with our main
finding.

The lack of statistical significance across the first three models in Table A6 may be attributable to
their far smaller Ns—ranging from 278 to 759—compared with the more than 1,700 observations in
our main model in Table 2 and Model 4 in Table A6. This conjecture is supported by Table A7, in which
we re-ran the first three models from Table A6 using linearly interpolated data, and with our lagged
dependent variable as the only other regressor. The models in Table A7 are thus analogous to the first
three models in Table A6, but they expand the number of observations by dropping the previously
insignificant control variables and using linear interpolation to fill in the missing year observations. In
these models, the industrial concentration ratio, as well as the alternative measures of bank
concentration, all have negative and marginally significant effects, even with a sample that is still far
smaller than that in our original models.130

Finally, we note that our main effect is also robust to alternative specifications of the model. This was
the case in both the simple bivariate models in Table A3, which show that the choice of model (from
OLS, random or fixed effects, or ordinal logit) does not affect our main finding, and in the models
including the full set of control variables in Table 2. It was also the case regardless of whether we lagged
our exogenous variables, or whether we lagged the variables at different numbers of years, as might be
expected from previous work.131 As Table A8 in the Appendix confirms, not lagging any of our
variables still produces a significant negative effect of economic concentration. As Models 1–10 in
Table A9 show, we observe a significant negative effect of economic concentration at every level of lags
from one through ten years. The sizes of the concentration coefficients actually increase with the time
lag, most likely due to the declining sizes of the coefficients for the lagged dependent variable.

Although they are not unequivocal across the board, the overall results of our robustness tests
generally confirm our hypothesized negative effect of the concentration of economic assets on the level
of democracy. With the exception of a few tests involving alternative measures of concentration, we
consider our main effect to be strongly robust, and even in those cases we were able to reproduce our
results using linearly interpolated data. At the same time, we note that given our use of fixed effects
along with numerous controls (including a lagged dependent variable), a sufficiently large N may be

128Bureau Van Dijk (2017).
129Beck, Demurgüç-Kunt, and Levine (2006); Demurgüç-Kunt, Laeven, and Levine (2004).
130We also checked for the linearity of the effect of concentration by including a quadratic term, but we found no second-order

effect. An additional issue regarding linearity involves the extent to which the effect of concentration is constant across all levels of
our dependent variable—that is, whether the effect of concentration is the same for low and high-democracy nations. In one sense
this question is impossible to answer, because it would require us to break up our sample based on outcomes of our dependent
variable, otherwise known as “sampling on the dependent variable.” There is, however, a way to consider this point: We created a
dummy variable based on the lagged values of our dependent variable (–10 through 0 and 1 through 10). We then checked to see if
there was an interaction effect between the lagged democracy score and concentration; in other words, did the effect of
concentration on current democracy level vary depending on a country’s previous level of democracy? It turned out that the
interaction effect was not significant, indicating that the effect of bank concentration does not vary by the previous level of
democracy.

131Balaev (2014).
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necessary to observe statistically significant effects, and it seems likely that the drivers of democracy
work differently in different times and places. It will be useful to replicate our study to examine the
boundary conditions of our main finding.

There is one additional point that we need to address, however. As we noted earlier, although we
have made a number of efforts to demonstrate that concentration has an exogenous effect on
democracy, the possibility remains that a portion of the effect of concentration that we have observed is
endogenous. We have addressed this issue with the use of a lagged dependent variable, on the
assumption that if we control for the prior year’s level of democracy, the remaining effect of
concentration in the model is independent of democracy, and thus represents an exogenous effect. We
also computed a generalized method of moments model, and (as we discuss in the following section) a
two-stage model with an instrumental variable. We have not, however, examined the extent to which
concentration itself is a function of democracy. In Table A10, we reproduce our analysis from Table A9,
but with the exogenous and endogenous variables reversed. That is, we treat concentration as the
dependent variable, democracy as our independent variable, and lagged values of concentration as
controls, with lags ranging from one to ten years. As the models in Table A10 show, democracy does
have a negative effect on concentration, suggesting the existence of reverse causality. On the other hand,
unlike in our analyses in Table A9 (with concentration as the independent variable), in which every
concentration coefficient is statistically significant, even with a ten-year lag, the democracy coefficients
in Table A10 begin to lose statistical significance by a lag of six years and are only marginally significant
in three of the lags from six through ten years. Note also the relative sizes of the coefficients in Tables A9
and A10. The coefficients for the effect of concentration on democracy in Table A9 range from a low (in
absolute terms) of –.700 to a high of –2.126, which represents a range of a .120 to a .365 standard
deviation change in democracy (where the standard deviation of democracy is 5.826). The coefficients
for the effect of democracy on concentration in Table A10 range from a low of –.001 to a high of –.004,
which represents a range of only a .005 to .020 standard deviation change in concentration (where the
standard deviation of concentration is .195). This analysis does not demonstrate that there is no reverse
causality: it seems apparent that a country’s level of democracy has a non-zero negative effect on its level
of concentration. It does suggest, however, along with our other findings, that the there is a negative
exogenous effect of concentration on democracy.

Instrumental variable estimate

Although we took pains in our above analyses to ensure that our observed effect of concentration on
democracy was exogenous, we conducted a further investigation of the causal relation through an
instrumental variable analysis. Specifically, we conducted a two-stage least squares analysis, in which we
used a continuous measure of inflation (from the World Economic Forum)132 as an instrument for
economic concentration. Inflation is not a perfect instrument, because there is evidence that democratic
countries have lower inflation rates than autocratic ones.133 In our dataset, inflation has a null
correlation with democracy, however (.011), which suggests the possibility that it could serve as a
reasonable instrument, especially when lagged by two years (where the correlation is .0006). The results
of this analysis appear in Table A11 in the Appendix. As is evident in the model, when instrumented by
inflation, economic concentration retains its significant negative effect (p < .05). Again, because our
instrument is imperfect, the results of this analysis are not definitive. When combined with our other
findings, however, they do provide further suggestive evidence that the impact of economic
concentration that we have demonstrated is in fact exogenous.

Discussion

Social scientists have devoted considerable effort to understanding the factors that lead some societies to
be democratic, or more democratic than others. They have focused primarily on economic factors, most

132World Economic Forum (2016).
133Bodea and Hicks (2015).
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notably a nation’s level of development, and a range of social and cultural factors, including a nation’s
class structure and its level of tolerance of opposing positions. Although there has been some attention
paid to the level of inequality, of both income and wealth, one factor has largely escaped attention: the
concentration of private economic power among large corporations. The lack of attention to this variable is
surprising, in that there is a literature dealing with the role of concentrated economic power in the political
efficacy of elites. We have attempted to bring together these two literatures by examining the extent to
which the concentration of a nation’s financial sector is associated with its level of democracy. We argued
that the presence of democracy can place constraints on the ability of economic elites to achieve their goals.
As a result, economic elites, if they are able to engage in unified collective action, may provide an obstacle to
the operation of democracy. We therefore hypothesized that the higher the level of concentrated financial
power in a society, the lower the level of democracy. In an analysis of 120 countries over a 23-year period,
from 1988 through 2010, we found support for this hypothesis: economic concentration has a robust
negative effect on democracy. This finding speaks to the longstanding concern regarding the role of elite
unity as a potential barrier to democracy. The debates that we discussed earlier in the paper revolved
around the extent to which economic elites were capable of acting in a unified manner to advance their
political goals. Regardless of where they stood on this question, however, proponents on all sides of the
debate have agreed with Dahl that elite unity, where it exists, creates a potential impediment to
democracy.134 Although the measure we used—the concentration of financial assets—provides an
imperfect indicator of elite unity, our results nevertheless provide support for Dahl’s claim.

Although our examination of corporate political activity helped specify some of the ways in which
economic concentration might affect democracy, our analysis remains at a high level of aggregation.
Howmight the effect of concentration operate on a more grounded level? Let us consider two examples.
Several East Asian countries experienced a severe financial crisis in the late 1990s. In South Korea, prior
to the crisis, the chaebols—Korean business groups analogous to the keiretsu in Japan—were closely
aligned with the government, which allowed their leaders to borrow large sums of capital from state-
controlled banks. A series of investigations conducted in the mid-1990s, prior to the crisis, revealed that
various chaebol leaders had been lining the pockets of politicians dating back to the 1960s.135 In 1981,
sales of the top 100 firms accounted for 46.2 percent of manufacturing, and the country was firmly
autocratic, with a Polity IV score of –5. As economic concentration dropped to 38.5 percent in 1987,
Korea’s Polity IV score became positive for the first time during the period for which we have data,
reaching a score of 1 in that year and 6 by 1990. When the financial crisis hit the heavily indebted
chaebols in 1997, economic concentration further declined.136 At that point, incoming president Kim
Dae Jung, who had long been opposed to the chaebols’ role in political funding, was able to introduce
significant political reforms. By 1998, Korea had reached a democracy level of 8.

A second, older, example comes from the United States, where the banking industry had a relatively
low level of concentration in its formative period. In 1818, for example, there were 338 banks in the
United States, with total assets of $160 million. By 1914, even at the height of the Money Trust era, there
were 27,864 banks, with total assets of $27.3 billion (Acemoglu and Robinson 2012: 34). Concentration
in the American banking sector actually declined during this period, due in part to restrictions on
branch banking. Because the major supporters of these small banks were populist politicians who relied
on electoral support from farmers, there was little reason for the bankers to undermine American
democracy.137 Instead, the level of democracy in the United States increased during this period, with
repeated (albeit incomplete) expansion of voting rights.138

World history abounds with examples of business elites opposing democracy. This opposition may take
various forms: supporting authoritarian rulers out of self-interest, opposing democratic reforms, or wielding a

134Dahl (1958).
135Pempel (1999).
136Pempel (1999).
137Calomiris and Haber (2014, 142).
138See Sokoloff and Engerman (2000) for a historical discussion of the role of inequality and elite power in the relative levels of

democracy in the United States and Canada on one hand and Latin America on the other.
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corrupting influence on politicians, thus skewing political outcomes in a pro-business direction. Not all cases
are as easily observable as those we presented here. On the contrary, as Levitsky and Ziblatt show, the changes
that occur as democratic countries slide into autocracy are often so gradual as to be virtually imperceptible.139

Democratic freedoms are often chipped away slowly, and they can be enlarged slowly as well. It is therefore
not necessary to observe drastic shifts in the level of democracy for the presence of concentrated power, as
well as other factors, to have played a role.

Although our results on the effect of economic concentration on democracy are robust under
multiple conditions, we were able to successfully replicate only two other previous findings in this
literature. A nation’s level of literacy was a consistently strong positive predictor of democracy across
our models. In a series of reduced models without lagged variables (including without the lagged
dependent variable, see Table A8 in the Appendix) we also found, consistent with several earlier studies,
a significant negative effect of income inequality (as measured by the Gini coefficient) on a nation’s level
of democracy. This association disappeared in our main results in Table 1, however. The most widely
examined variable in the literature, economic development, which we measured as GDP per capita, was
not a statistically significant predictor in most of our models, although the effect was consistently
positive and the variable had a strong bivariate correlation with democracy, as predicted by Lipset in his
classic article.140 Although the findings on this variable remain contested, this null effect in our
multivariate models is consistent with more recent analyses.141 It suggests that the effect of economic
development on democracy is likely to be contingent on factors that have not been completely
identified.

Our study also has important policy implications. Although the negative effect of economic
concentration on democracy may strike some observers as cause for alarm, our mechanism analysis
points to potential moderators of the effect. Thus, beyond the obvious, albeit politically contentious,
solution of reducing economic concentration through stricter enforcement of antitrust laws, our paper
also points to other potential policy levers. Given the amplifying effects of corporate political activity,
particularly political connections, and corruption (including bribery), reducing the prevalence of both
tactics, especially through more active enforcement efforts, may provide an alternative path to reducing
any detrimental effects on democracy stemming from economic concentration.

Our study does have limitations. Although our results appear to be generally robust, they do not hold
in every case, and it will be necessary to do considerable additional work to unpack the nature of the
effect we have identified. Despite our efforts to ensure that the effect of concentration was exogenous,
for example, we were not able to completely rule out the possibility of at least some level of reverse
causality. We have examined alternative measures of business unity, but all of them are based on the
concentration of economic assets, which requires an assumption that cohesiveness is easier to achieve
among relatively small groups than among larger ones. This is a plausible assumption that accords with
established theory142 and has received empirical support,143 but the tenability of our conclusions would
be strengthened if we were able to reproduce our findings with an alternative, network-based measure.

At a broader level, there is evidence that divisions within an elite create favorable conditions for
insurgent social movements,144 but there are also suggestions that a fragmented elite does not
necessarily provide favorable conditions for the workings of democratic systems, at least in highly
developed societies. Mizruchi, for example, argues that American democracy thrived in the three
decades after World War II, when large corporations were relatively cohesive, and that the system has
functioned less effectively in more recent years, when elite cohesion has declined.145 To what extent do
economic elites actually see democracy as a potential impediment to achieving their goals? What exactly
are the processes by which a unified elite acts to undermine democracy, if indeed it does? How do these

139Levitsky and Ziblatt (2018).
140Lipset (1959).
141Acemoglu et al. (2008); Balaev (2014).
142Olson (1965).
143Mizruchi (1992).
144Goodwin (2012).
145Mizruchi (2013); Mizruchi and Chu (2025); Chu and Davis (2016).
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processes operate at a more concrete level, within individual nations and at particular time points? We
have demonstrated that when nations experience increases in concentration of financial assets, their
democracy levels decline. Conducting further examination of this relation, and the processes by which
it occurs, is our next order of business.
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Table A1: Country-years in our dataset.146

Country 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Grand
Total

Albania x x x x x x x x x 9

Angola x x x x x x 6

Argentina x x x x x x x x x x x x x x x x x x x x 20

Armenia x x x x x x x x x x x 11

Australia x x x x x x x x x x x x x x x x x x x x 20

Austria x x x x x x x x x x x x x x x x x x x x x 21

Azerbaijan x x x x x x x x x x 10

Bangladesh x x x x x x x x x x x x x x x x 16

Belarus x x x x x x x x x x x x x x x 15

Belgium x x x x x x x x 8

Benin x x x x 4

Bolivia x x x x x x x x x x x x x x x x x 17

Botswana x x 2

Brazil x x x x x x x x x x x x x x x x x x 18

Bulgaria x x x x x x x x x x x x x x x x x x x x 20

Burkina Faso x x x x x x x x x x x x x 13

Burundi x x x x x x x x x x x x x x x 15

Cambodia x x x x x x x x x x x x x x x 15

(Continued)

Appendix

146This table is showing the country-years on which our main analysis is conducted, including non-missing observations present in Model 3 in Table 2.

32
Ivana

V
.K

atic
and

M
ark

S.M
izruchi

https://doi.org/10.1017/bap.2025.5 Published online by Cam
bridge U

niversity Press

https://doi.org/10.1017/bap.2025.5


Table A1: (Continued )

Country 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Grand
Total

Cameroon x x x x x x x x x x x x x x x x 16

Canada x x x x x x x x x x x x x x x x x x x 19

Cape Verde x x x x x x x x x x x x 12

Central African
Republic

x x x x x x x x x x x x x x 14

Chad x x x 3

Chile x x x x x x x x x x x x x x x x x x x x x x 22

China x x x x x x x x x x x x x x x x x x x x 20

Colombia x x x x x x x x x x x x x x x x x x x x x x 22

Costa Rica x x x x x x x x x x x x x x x x x x 18

Cote D’Ivoire x x x x x x x x x x x x x x x x 16

Croatia x x x x x x x x x x x x 12

Czech Republic x x x x x x x x x x x x x x x 15

Denmark x x x x x x x x x x x x x x x x x x x x 20

Djibouti x x x x x x x x x x x 11

Dominican Republic x x x x x x x x x x x x x x x x x 17

Ecuador x x x x x x x x x x x x 12

Egypt x x x x x x x x x x x x x x x x x x x x 20

El Salvador x x x x x x x x x x x x x x x 15

Estonia x x x x x 5

Finland x x x x x x x x x x x x x x x x x x x x 20

France x x x x x x x x x x x x x x x x x x x x 20

Gabon x x 2

Gambia x x x x x 5

(Continued)
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Table A1: (Continued )

Country 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Grand
Total

Georgia x x x 3

Germany x x x x x x x x x x x x x x x x 16

Ghana x x x x x x x x x x x x x x x x 16

Greece x x x x x x x x x x x x x x x x x x x x 20

Guatemala x x x x x x x x x x x x x x x 15

Guinea x x x x x x x x 8

Honduras x x x x x x x x x x x x x x x x 16

Hungary x x x x x x x x x x x x x x x x 16

India x x x x x x x x x x x x x x x x x x x x x 21

Indonesia x x x x x x x x x x x x x x x x x x x x x x 22

Ireland x x x x x x x x x x x x x x x 15

Israel x x x x x x x x x x x x x x x x x x x x 20

Italy x x x x x x x x x x x x x x x x x x x x 20

Jamaica x x x x x x x x x x x x 12

Japan x x x x x x x x x x x x x x x x x x x x 20

Jordan x x x x x x x x x x x x x x x x x x x x x 21

Kazakhstan x x x 3

Kenya x x x x x x x x x x x x x x x x x x 18

Kyrgyzstan x x x x x x x x x 9

Laos x x x x x x x x 8

Latvia x x x x x x x x x x x x 12

Lebanon x 1

Liberia x x x 3

(Continued)
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Table A1: (Continued )

Country 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Grand
Total

Lithuania x x x x 4

Luxembourg x x x x x x x x 8

Macedonia x x 2

Madagascar x x x x x x x x x x x x x x x 15

Malawi x x x x x x x x x x x x x x x x 16

Malaysia x x x x x x x x x x x x x x x 15

Mali x x x x x x x x x x x x x x x 15

Mauritania x x x x x x x x x x x x x x x 15

Mauritius x x x x x x x x x x x x x x x x x 17

Mexico x x x x x x x x x x x x x x x x x x x x x x 22

Moldova x x x x x x x x x x x x x 13

Mongolia x x x x x x x x x 9

Morocco x x x x x x x x x x x x x x x x x x x x x 21

Mozambique x x x x x x x x x x x x 12

Nepal x x x x x x x x x x x x x x x x 16

Netherlands x x x x x x x x x x x x x x x x x x x x 20

New Zealand x x x x x x x x x x x x x x x 15

Niger x x x x x x x x x x x x x x 14

Nigeria x x x x x x x x x x x x x x x x x x x x x 21

Norway x x x x x x x x x x x x x x x x x x x x x x 22

Pakistan x x x x x x x x x x x x x x x x x x x x x x x 23

Panama x x x x x x x x x x x x x x x x x 17

Paraguay x x x x x x x x x x x x x x x x x x x 19

(Continued)
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Table A1: (Continued )

Country 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Grand
Total

Peru x x x x x x x x x x x x x x x x x 17

Philippines x x x x x x x x x x x x x x x x x x x x x 21

Poland x x x x x x x x x x x x x x x x x 17

Portugal x x x x x x x x x x x x x x x x x x x x 20

Romania x x x x x x x x x x x x x 13

Russia x x x x x x x x x x x x x x x x 16

Rwanda x x x x x x x x x x x x x x x x x 17

Senegal x x x x x x x x x x x x x x x x 16

Sierra Leone x x x x x x x x x x x x x x x x 16

Slovenia x x x x x x x x x x x x 12

South Africa x x x x x x x x x x x x x x x x 16

South Korea x x x x x x x x x x x x x x x x x 17

Spain x x x x x x x x x x x x x x x x x x x x x x 22

Sri Lanka x x x x x x x x x x x x x x x x x x x x x 21

Suriname x x x x x x x 7

Sweden x x x x x x x x x x x x x x x 15

Switzerland x x x x x x x x x x x x x x x x x x x x 20

Tajikistan x x x x 4

Tanzania x x x x x x x x x x x x x 13

Thailand x x x x x x x x x x x x x x x x x x x x 20

Togo x x x x 4

Trinidad And Tobago x x x x x x x x x x x x x 13

Tunisia x x x x x x x x x x x x x x x x x x x x x 21

(Continued)
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Table A1: (Continued )

Country 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Grand
Total

Turkey x x x x x x x x x x x x x x x x 16

Turkmenistan x 1

Uganda x x x x x x x x x x x x x x x x 16

Ukraine x x x x x x x x x x x x x 13

United Kingdom x x x x x x x x x x x x x x x x x x x x x 21

United States x x x x x x x x x x x x x x x 15

Uruguay x x x x x x x x x x x x x x x x x x x x 20

Uzbekistan x x x x x x x 7

Venezuela x x x x x x x x x x x x x x x x x x x x x 21

Vietnam x x x x x x x x x x x x x x x x x 17

Grand Total 5 36 36 38 49 63 76 78 87 90 96 99 104 106 105 107 109 110 110 102 97 19 25 1747
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Table A2: Variable coverage

Variable Number of observations

1) Democracy score (Polity IV) 8,749

2) GDP per capita (USD thousands) 8,138

3) GDP per capita growth (percent) 7,690

4) Gini market 4,518

5) Natural resources 6,319

6) Literacy (percent) 8,260

7) Population density (divided by 1,000) 10,053

8) Internal conflict index (divided by 10,000) 9,840

9) Balance of trade (USD trillion) 8,746

10) International disputes (0/1 dummy) 14,350

11) Political connections (0/1 dummy) 3,220

12) Lobbying (0/1 dummy) 3,640

13) Corruption perception index 2,601

14) Three-bank concentration ratio, calculated by authors 3,934

15) Three-industrial firms concentration ratio, calculated by authors 1,438

16) Three-bank concentration ratio, calculated by Beck, Demurguc-Kunt and Levine (BDL) 528

17) Three-bank concentration ratio, calculated by Demurguc-Kunt, Laeven and Levine (DLL) 360

18) HHI commercial bank assets 3,911

19) Financial crisis (0/1 dummy) 4,687

20) IMF intervention (0/1 dummy) 4,909

21) Number of commercial banks 3,935
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Table A3: Bivariate relationship between economic concentration and democracy

Independent variables
Dependent variable: Democracy
score (Polity IV) Model A1 Model A2 Model A3 Model A4 Model A5 Model A6

Main independent
variable

Three-bank concentration ratio –7.621*** –5.094*** –5.094*** –5.172*** –1.623***

(0.517) (0.327) (1.169) (0.324) (0.147)

Between-transformation of the
three-bank concentration
ratio

–10.818***

(2.785)

Within-transformation of the
three-bank concentration
ratio

–5.093***

(0.327)

constant 10.124*** 8.140*** 8.140*** 7.763*** 12.304***

(0.420) (0.259) (0.917) (0.536) (2.289)

N 3308 3308 3308 3308 3308 3308

R2/Pseudo R2 0.062 0.072 0.072 0.062 0.064 0.007

Model specification OLS FE FE + robust SEs RE BE + FE Ologit

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001.
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Table A4: Main results (reduced models on linearly interpolated data)

Independent variables
Dependent variable: Democracy
score (Polity IV) Model 1 Model 2 Model 3

Main independent variable Three-bank concentration ratio
(lagged by one year)

–7.710*** –4.677*** –0.728**

(0.524) (1.141) (0.231)

Lagged DV Democracy score (lagged by one
year)

0.779***

(0.027)

constant 10.236*** 7.841*** 1.577***

(0.427) (0.901) (0.205)

N 3223 3223 3214

R2 0.063 0.066 0.686

Model specification Country fixed effects No Yes Yes

Country-clustered standard
errors

No Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001.

Table A5: Primary model with additional control variables

Independent variables Dependent variable: Democracy score (Polity IV) Model 1 Model 2 Model 3

Main independent
variable

Three-bank concentration ratio (lagged by one year)
(H1)

–1.301* –1.223** –1.017*

(0.506) (0.411) (0.437)

Lagged DV Democracy score (lagged by one year) 0.808*** 0.807*** 0.802***

(0.050) (0.050) (0.050)

Economic factors GDP per capita, USD thousands (lagged by one year) –0.050 –0.057 –0.057

(0.044) (0.050) (0.049)

GDP per capita growth, percent (lagged by one year) –0.009 –0.008 –0.007

(0.023) (0.023) (0.023)

Gini market (lagged by one year) –0.020 –0.021 –0.026

(0.016) (0.017) (0.018)

Natural resources (lagged by one year) –0.006 –0.007 –0.004

(0.015) (0.015) (0.015)

Banking crisis (lagged by one year) 0.083 0.088 0.056

(0.107) (0.111) (0.108)

Number of banks (lagged by one year) –0.001 –0.001 –0.001

(0.001) (0.001) (0.001)

IMF loans (lagged by one year) 0.055 0.056 0.062

(0.155) (0.153) (0.149)

(Continued)
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Table A5: (Continued )

Independent variables Dependent variable: Democracy score (Polity IV) Model 1 Model 2 Model 3

Sociocultural factors Literacy, percent (lagged by one year) 0.012 0.012 0.010

(0.009) (0.010) (0.011)

Population density, divided by 1,000 (lagged by one
year)

0.766 0.504 0.573

(1.522) (2.083) (2.055)

Internal conflict index, divided by 10,000 (lagged by one
year)

0.481 0.483 0.461

(0.294) (0.296) (0.295)

Global factors Balance of trade, USD trillion (lagged by one year) 2.790 2.725 2.831

(2.731) (2.699) (2.506)

International disputes, 0/1 dummy (lagged by one year) –0.289 –0.290 –0.300

(0.188) (0.189) (0.192)

Time trend Linear time trend 0.005 0.280

(0.024) (0.227)

Quadratic time trend –0.002

(0.002)

constant 2.063° 1.904* –5.382

(1.137) (0.859) (5.519)

N 690 690 690

R2 0.742 0.742 0.743

Country fixed effects Yes Yes Yes

Country-clustered standard errors Yes Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).
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Table A6: Primary model with alternative operationalizations (full models on non-missing observations)

Independent
variables Dependent variable: Democracy score (Polity IV) Model 1 Model 2 Model 3 Model 4

Main
independent
variable

Three-industrial firms concentration ratio, as
calculated by authors (lagged by one year)

–0.254

(0.257)

Three-bank concentration ratio, as calculated by
BDLa (lagged by one year)

–1.123

(0.912)

Three-bank concentration ratio, as calculated by
DLLb (lagged by one year)

–1.577

(1.500)

Herfindahl-Hirschman Index of commercial banks’
financial assets

–0.000*

(0.000)

Lagged DV Democracy score (Polity IV) (lagged by one year) 0.754*** 0.442*** 0.652** 0.738***

(0.058) (0.121) (0.192) (0.038)

Economic
factors

GDP per capita, USD thousands (lagged by one
year)

–0.008 –0.004 0.064 0.002

(0.010) (0.032) (0.058) (0.008)

GDP per capita growth, percent (lagged by one
year)

–0.036 –0.038 –0.037 0.005

(0.028) (0.029) (0.047) (0.014)

Gini market (lagged by one year) 0.001 –0.064 0.002 –0.013

(0.020) (0.044) (0.054) (0.016)

Natural resources (lagged by one year) 0.007 –0.017 0.076 –0.012

(0.023) (0.071) (0.151) (0.008)

Sociocultural
factors

Literacy percentage (lagged by one year) 0.033° 0.033 0.330 0.027*

(0.019) (0.101) (0.219) (0.012)

Population density, divided by 1,000 (lagged by one
year)

0.431 9.253° –3.212 –1.975

(3.078) (5.228) (8.079) (2.477)

Internal conflict index, divided by 10,000 (lagged by
one year)

0.521 0.738° 0.117 0.364

(0.428) (0.388) (1.222) (0.267)

Global factors Balance of trade, USD trillion (lagged by one year) –0.087 1.126 3.569 0.190

(0.255) (3.098) (2.998) (0.408)

International disputes, 0/1 dummy (lagged by one
year)

–0.159 –0.145 –0.614 –0.125

(0.126) (0.198) (0.417) (0.091)

constant –1.039 1.718 –25.223 0.627

(2.321) (9.694) (17.897) (0.910)

N 759 451 278 1746

R2 0.639 0.316 0.448 0.631

(Continued)
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Table A6: (Continued )

Independent
variables Dependent variable: Democracy score (Polity IV) Model 1 Model 2 Model 3 Model 4

Model
specification

Country fixed effects Yes Yes Yes Yes

Country-clustered standard errors Yes Yes Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).
aBDL = Beck, Demurguc-Kunt and Levine 2006.
bDLL= Demurguc-Kunt, Laeven and Levine 2004.

Table A7: Primary model with alternative operationalizations (reduced models on linearly interpolated data)

Independent
variables Dependent variable: Democracy score (Polity IV) Model 1 Model 2 Model 3

Main independent
variable

Three-industrial firms concentration ratio, as calculated by
authors (lagged by one year)

–0.408°

(0.229)

Three-bank concentration ratio, as calculated by BDLa

(lagged by one year)
–1.258°

(0.753)

Three-bank concentration ratio, as calculated by DLLb

(lagged by one year)
–2.586°

(1.401)

Lagged DV Democracy score (Polity IV) (lagged by one year) 0.768*** 0.501*** 0.721***

(0.046) (0.103) (0.153)

constant 1.590*** 3.770*** 3.504**

(0.289) (0.969) (1.043)

N 1260 520 350

R2 0.633 0.307 0.395

Model
specification

Country fixed effects Yes Yes Yes

Country-clustered standard errors Yes Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).
aBDL = Beck, Demurguc-Kunt and Levine 2006.
bDLL= Demurguc-Kunt, Laeven and Levine 2004.
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Table A8: Stepwise models (without any lagging)

Independent variables
Dependent variable: Democracy score
(Polity IV) Model 1 Model 2 Model 3 Model 4

Main independent
variable

Three-bank concentration ratio –7.621*** –5.094*** –2.478* –2.477*

(0.517) (1.169) (1.053) (1.077)

Economic factors GDP per capita, USD thousands 0.022 0.024

(0.022) (0.023)

GDP per capita growth, percent 0.000 –0.003

(0.021) (0.022)

Gini market –0.105* –0.110*

(0.053) (0.055)

Natural resources –0.017 –0.011

(0.025) (0.024)

Sociocultural factors Literacy, percent 0.074* 0.079°

(0.036) (0.040)

Population density, divided by 1,000 1.246 0.477

(5.332) (5.695)

Internal conflict index, divided by 10,000 –0.840

(0.653)

Global factors Balance of trade, USD trillion 0.848

(1.369)

International disputes, 0/1 dummy –0.142

(0.207)

constant 10.124*** 8.140*** 5.168 5.226

(0.420) (0.917) (3.488) (3.803)

N 3308 3308 1892 1747

R2 0.062 0.072 0.080 0.083

Model specification Country fixed effects Yes Yes Yes Yes

Country-clustered standard errors Yes Yes Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).
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Table A9: Regression of democracy on concentration, models with different lags

Independent
variables

Dependent variable: Democracy
score (Polity IV) Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10

Main
independent
variable

Three-bank concentration ratio
(lagged by one year)

–0.700**

(0.231)

Three-bank concentration ratio
(lagged by two years)

–1.293**

(0.403)

Three-bank concentration ratio
(lagged by three years)

–1.656**

(0.541)

Three-bank concentration ratio
(lagged by four years)

–1.829**

(0.653)

Three-bank concentration ratio
(lagged by five years)

–1.908*

(0.740)

Three-bank concentration ratio
(lagged by six years)

–2.047*

(0.858)

Three-bank concentration ratio
(lagged by seven years)

–2.032*

(0.923)

Three-bank concentration ratio
(lagged by eight years)

–1.962°

(0.998)

Three-bank concentration ratio
(lagged by nine years)

–2.126*

(1.015)

(Continued)
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Table A9: (Continued )

Independent
variables

Dependent variable: Democracy
score (Polity IV) Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10

Three-bank concentration ratio
(lagged by ten years)

–2.125*

(1.054)

Lagged DV Democracy score (lagged by one
year)

0.780***

(0.028)

Democracy score (lagged by two
years)

0.582***

(0.051)

Democracy score (lagged by
three years)

0.457***

(0.057)

Democracy score (lagged by
four years)

0.352***

(0.058)

Democracy score (lagged by five
years)

0.284***

(0.057)

Democracy score (lagged by six
years)

0.214***

(0.057)

Democracy score (lagged by
seven years)

0.137*

(0.061)

Democracy score (lagged by
eight years)

0.071

(0.071)

(Continued)
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Table A9: (Continued )

Independent
variables

Dependent variable: Democracy
score (Polity IV) Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10

Democracy score (lagged by
nine years)

0.009

(0.074)

Democracy score (lagged by ten
years)

–0.022

(0.074)

constant 1.565*** 2.957*** 3.849*** 4.519*** 4.948*** 5.428*** 5.816*** 6.100*** 6.544*** 6.734***

(0.207) (0.362) (0.477) (0.545) (0.611) (0.697) (0.771) (0.903) (0.951) (1.025)

N 3162 3010 2859 2712 2565 2419 2273 2131 1992 1852

R2 0.681 0.438 0.301 0.201 0.148 0.101 0.057 0.030 0.020 0.020

Model
specification

Country fixed effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Country-clustered standard
errors

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).
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Table A10: Regression of concentration on democracy, models with different lags

Independent
variables

Dependent variable: Economic
concentration Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10

Main
independent
variable

Democracy (lagged by one year) –0.001*

(0.001)

Democracy (lagged by two
years)

–0.002*

(0.001)

Democracy (lagged by three
years)

–0.003*

(0.001)

Democracy (lagged by four
years)

–0.003*

(0.002)

Democracy (lagged by five
years)

–0.004*

(0.002)

Democracy (lagged by six years) –0.004°

(0.002)

Democracy (lagged by seven
years)

–0.004°

(0.002)

Democracy (lagged by eight
years)

–0.004

(0.002)

Democracy (lagged by nine
years)

–0.004

(0.002)

(Continued)
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Table A10: (Continued )

Independent
variables

Dependent variable: Economic
concentration Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10

Democracy (lagged by ten
years)

–0.004°

(0.002)

Lagged DV Three-bank concentration ratio
(lagged by one year)

0.782***

(0.020)

Three-bank concentration ratio
(lagged by two years)

0.648***

(0.027)

Three-bank concentration ratio
(lagged by three years)

0.543***

(0.032)

Three-bank concentration ratio
(lagged by four years)

0.463***

(0.035)

Three-bank concentration ratio
(lagged by five years)

0.384***

(0.038)

Three-bank concentration ratio
(lagged by six years)

0.326***

(0.040)

Three-bank concentration ratio
(lagged by seven years)

0.264***

(0.040)

Three-bank concentration ratio
(lagged by eight years)

0.197***

(0.042)

(Continued)
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Table A10: (Continued )

Independent
variables

Dependent variable: Economic
concentration Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10

Three-bank concentration ratio
(lagged by nine years)

0.131**

(0.046)

Three-bank concentration ratio
(lagged by ten years)

0.088°

(0.047)

constant 0.171*** 0.270*** 0.347*** 0.402*** 0.460*** 0.500*** 0.543*** 0.592*** 0.640*** 0.671***

(0.017) (0.023) (0.028) (0.031) (0.035) (0.037) (0.037) (0.039) (0.042) (0.042)

N 3258 3104 2955 2811 2666 2520 2380 2239 2098 1956

R2 0.673 0.512 0.393 0.311 0.237 0.184 0.130 0.082 0.043 0.027

Model
specification

Country fixed effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Country-clustered standard
errors

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).
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Table A11: Instrumental variable analysis

Independent variables Model 1

First-stage

Dependent variable: Three-bank concentration (lagged by one year)

Lagged DV from the second-stage Democracy score (lagged by one year) –0.009***

(0.003)

Instrument for three-bank concentration Inflation (lagged by two years) –0.001***

(0.000)

Second-stage

Dependent variable: Democracy score (Polity IV)

Lagged DV Democracy score (lagged by one year) 0.749***

(0.033)

Main independent variable, instrumented Three-bank concentration ratio (lagged by one year) –2.160*

(0.912)

constant 3.224***

(0.694)

N 3017

R2 0.962

Model specification Country fixed effects Yes

Country-clustered standard errors Yes

° p < .1, * p< 0.05, ** p< 0.01, *** p< 0.001 (two-tailed tests).
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