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Our original study relied on a workflow codebase in which a bug was identified during follow-up work.
This bug interfered with the geospatial matching of the emulated and observed aerosol optical depth
measurements and led to some mistakes in the numerical results of our paper. Once we fixed the bug, the
distribution of the standardized residuals between the emulated and observed measurements computed
according to the model in Eq. (2) of the original manuscript was markedly non-Gaussian after outlier
removal. Consequently, the model was found to be misspecified to the extent that all parameter
configurations were deemed inconsistent with the observations by the test described in Section 2.4,
necessitating an update to the model. Our updated model replaces the Gaussian noise term €qher ¢ after
outlier removal with a more flexible noise model that no longer requires the outlier removal step. The
implausibility test statistic remains the same although now we leverage a model-based bootstrap method
to obtain its null distribution due to the non-Gaussian noise model.

As we write down the model equation once again,

2(x) =C(x) + €meas.x
= ;]\x(u*) + €emu.x (”*) =+ €measx T+ €other, x>
7, ()= [77, (" )[ Dirain]
we relax our previous assumption that the term €ygher., is Gaussian. (It remains the case that €y (4*) ~

N(0,02,,(4*)) and €meas.x ~ N (0,07, ) are well-founded assumptions by construction and previous

literature, respectively, as was held in the original manuscript.) Instead, now we write.
2(x) =7, (u") + o (u”,0)dy,
O(1".0) = [ T2 (17) 0P+ O,
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where 6> 0 is an unknown parameter and d, e p(0,1) for some unknown distribution p with mean 0 and
variance 1.

Based on our updated data analysis, it appears that p is symmetric, motivating us to intermediately
prescribe a Gaussian ansatz p =N (0, 1) toward calibrating a more flexible, yet still tractable implausibility
test. With this ansatz, we jointly estimate

(u,0)y g = argmax L{u,d;z(x1),2(x2),...,2(xa) }- (1)
ueU,5>0
Denote the u- and d-components of (u,é)MLE by Uy and EMLE, respectively. Here L denotes the ansatz-
implied form of the likelihood, which is known in closed form and is efficiently optimized with the
L-BFGS-B algorithm. Note that L is exactly the assumed likelihood from the original manuscript. With
the maximum likelihood estimates as plug-ins, we use model-based bootstrap sampling to obtain the
approximate empirical noise distribution

z2(x) =7, (mre) .
Ox ((ﬁ)MLE)

Using an intermediate fit to obtain an empirical estimate of the noise distribution is a standard strategy
in bootstrapping regression models; see, for example, Davison and Hinkley (1997, Chapter 6). The
empirical distribution p enables us to account for heavy tails present in the observations; if we simply used
the ansatz p, we would get unrealistically tight constraints due to model misspecification.

To test Hy : u=uy versus the alternative that H : u # ug, we use the same implausibility metric as before
as our test statistic,

p = Unif XEM . )

20) — ) | 5

I(uosz(x1),2(x2), . o2(0m)) = remM\ 0oy (uo,SMLE)

Note that this test statistic is approximately pivotal for u, under the assumed model. Hence it suffices to
calibrate the implausibility test for a single choice of ug, in particular iy g for this work. The critical value
for the implausibility test is computed by Algorithm 1 leveraging the empirical noise distribution p of
Eq. (2). The code to reproduce the results from this corrigendum can be found on GitHub: https://github.
com/JamesCarzon/smokeppe-constraints (last version: 21 October 2024).

Figure 1 (which replaces Figure 3 in the original manuscript) shows the resulting significant univariate
parametric constraints by our corrected method. The number of test parameters has been increased from
5,000 to 50,000 to ensure a high-fidelity representation of these constraints. We find that the corrected
pipeline provides meaningful univariate constraints on four variables: sea spray emission flux, accumu-
lation mode aerosol dry deposition velocity, BVOC SOA, and the median diameter of primary ultrafine
anthropogenic sulfate particles. Our data thus constrain the UKESM1 parameters more strongly than we
previously reported. We note that our constraints on high values of sea spray emission flux and low values
of primary sulfate diameter are consistent with the corresponding constraints displayed in Regayre et al.
(2023); see their Figures S12—13. Our constraint on low values of BVOC SOA appears to be new. Our
constraint on high values of dry deposition velocity is in contrast with their relative constraint on lower
values. However, they do not entirely rule out any values, and thus there is no strict contradiction with our
result. On balance, our four conclusive univariate constraints appear to be in greater agreement overall
with Regayre et al. (2023) than those reported in our original manuscript.

Combinations of high accumulation mode dry deposition velocity and low BVOC SOA are jointly
constrained (Figure 1e). This is in contrast with the original manuscript’s constraint on low accumulation
mode dry deposition velocity and high BVOC SOA. This updated result can be understood as physically
meaning the following: If there is only a little aerosol mass formed by vegetation emissions while the
deposition rate is high for relatively large particles, then one will underestimate AOD so much that even
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Figure 1. Parameter constraints at 95% confidence level. (a-d) One-dimensional projections of the
FREQUENTISTCONESET using the above revised IMPLAUSIBILITY TEST. The 95th percentile of the
approximate null distribution under Hy is indicated by the horizontal ved lines. Each of the four displayed
parameters are constrained on their own using only two weeks of data. (e) A two-dimensional projection
of the FREQUENTISTCONESET on the BVOC SOA and accumulation mode dry deposition velocity
parameters, displayed as described in the manuscript. The dark purple pixels are ruled out as implausible.

when controlling for the uncertainty of the MODIS retrieval estimates due to instrumental error, the
imperfection of our surrogate model, and any other sources of model discrepancy that we estimate for our
climate model, this scenario can be ruled out as implausible at the 95% confidence level.

Algorithm 1 Estimated critical values for implausibility test
Compute the critical value for the implausibility test at u=u at significance level a € (0,1).

Input: Parameter value uo; significance level a € (0,1); residual distribution p*, e.g., p in Eq. (2);
parameter estimate J, e.g., Eq. (1); implausibility metric /, e.g., Eq. (3)
Output: Estimated critical value of implausibility test at level a

1:Set 7«0

2:for bin {1,2,...,B} do

Set Zp, H

for x in M do
Draw d* ~ p* N
Simulate z*(x) — 7, (uo) + o+ (uo, J) - d*
Set Zj, < ADDITEM(Z},,2*(x))

end for

9:  Compute I, — I(up; Zp)

10: Set I — I\ J{I,»}

11: end for

12: Compute quantile ¢ «— Q,_, ()

13: return ¢
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