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Abstract
This paper is based on the Lanchester Lecture of the Royal Aeronautical Society held in London, UK, in October
2023. The lecture discussed the advances in computational modeling of separated flows in aerospace applications
since Elsenaar’s Lanchester Lecture in 2000. Elsenaar’s efforts focused on assumptions primarily associated with
separation for steady inflow and a static (non-moving) vehicle or component. Since that time, significant advance-
ments in computational hardware, coupled with substantial investments in the development of algorithms and
solvers, have led to important breakthroughs in the field. In particular, computational aerodynamics techniques
are currently applied to complex aerospace problems that include unsteady or dynamic considerations, such as
dynamic stall and gusts, which are discussed. A perspective of the technology developed over the past quarter-
century, highlighting their importance to computational aerodynamics is discussed. Finally, the potential of future
areas of development, such as machine learning, that may be exploited for the next generation of computational
aerodynamics applications is explored.

Nomenclature
b wing or aerofoil semi-chord, b = c

2c wing or aerofoil chord
CD drag coefficient
Cp pressure coefficient
k turbulent kinetic energy

kf reduced frequency, k = ωf b

V
M∞ freestream Mach number
Ny number of points in span direction
Re Reynolds number
t time
T period of oscillation
x,y,z or X,Y,Z chord, span and normal axes, respectively
xtr chord location of transition

Greek symbol
α angle-of-attack
� nondimensional period of oscillation,

t

T
ψ angle defining rotor revolution oriented from aft rotor disk point parallel to wind, assumed to be

counterclockwise
θ angle of orientation measured from forward stagnation point
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ω rate of dissipation of the turbulence kinetic energy into internal thermal energy
ωf frequency of oscillation

1.0 Introduction
The Lanchester Memorial lecture honors Frederick William Lanchester (1868–1946), one of Great
Britain’s pioneers in aviation. Dr. Lanchester’s seminal contributions encompassed the fields of mechan-
ical engineering, aeronautical engineering and operations research, as well as music, poetry and
mathematics [1–4].

1.1 Lanchester’s contributions
While Dr. Lanchester contributed to many disciplines within aeronautical engineering, arguably his most
important advancements lie within aerodynamics. He published two seminal aerodynamic concepts in
his 1907 text Aerodynamics [5], the first of a two-part series entitled Aerial Flight. These concepts were
a fundamental step in understanding the physics of translating and rotating air vehicle lifting surfaces.

There are three primary concepts from Lanchester’s body of research that directly relate to the topic
of this publication. First published in Aerodynamics, but introduced earlier in 1894, Lanchester proposed
his ‘vortex theory of lift’ wherein lift is sustained through circulation on finite wings. He established
many concepts ubiquitous in lifting-line and wake models applied today, including circulation, bound
and trailing vorticity, induced drag and aspect ratio. One of his many sketches on the topic, published
in a later paper in 1915 [6] and included as Figure 1, illustrates his theoretical development on finite
wing circulation. His work influenced Prandtl’s development of lifting line theory [7], and it is recog-
nised by many as the Lanchester-Prandtl lifting line theory [8]. Lanchester discerned that his theory was
applicable also to rotating wings (propellers, rotors), and he posited the helical character of and vortex
interactions in rotor wakes in Aerodynamics and his later works [9].

The second concept introduced by Lanchester is the influence of viscous drag on separation. Samuel
Langley’s proposition in 1891 that skin friction played a negligible role in drag [8, 10] was accepted for
about 15 years. Lanchester’s experiments from 1905 to 1907 proved the converse of Langley’s assump-
tion, that skin friction was a prime constituent in what is now defined as viscous drag in aerofoils
and wings [5, 11]. Further, he demonstrated an understanding of smooth separation, identifying the
concepts of separation bubbles, trailing edge separation and stall. With regard to flow separation on
smooth surfaces, skin friction influences boundary layer behaviour which in turn leads to flow separa-
tion. He delved into the concept of stall, recognising that the aerodynamic characteristics of the wing
changed with higher angles of attack when the flow no longer remained attached, per his sketches such
as Figure 2 [5].

Finally, as exemplified in prior Lanchester lectures by Collar [12], Jones [13] and Rogers [14],
Lanchester is regarded as a pioneer in the development of the field of unsteady aerodynamics. Lanchester
was consulted on early issues with aircraft flutter which was a problem in the 1910s and 1920s. He recog-
nised that the variation of aerodynamics played a key role in aeroelasticity and encouraged the United
Kingdom (UK) National Physical Laboratory to experimentally study the concept, leading to the field
of unsteady aerodynamics.

Lanchester’s early role in identifying these fundamentals of flow characteristics is foundational when
developing computational methodologies to predict the flow separation for air vehicles, in particular
when they undergo dynamic motion including control and lifting surface oscillations and rotations or
vehicle maneuvers.

1.2 Characteristics of flow separation
In the 2000 Lanchester Memorial lecture, Elsenaar examined the topic of aerodynamic flow separation,
with and without the presence of vortices [15]. Elsenaar emphasised the then current knowledge of the
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Figure 1. Lanchester’s vortex theory of lift included the concept of bound and trailing vortices (Figure 6
from Ref. [6]).

Figure 2. Lanchester’s illustrations of smoothly separated flow for a separation bubble near the leading
edge (left) and a fully separated aerofoil (right). Figure from Ref. [5].

physics of flow separation and predictive capabilities for fixed-wing applications, including analytical
models, to develop a topological map of the types of flow separation. Many of the separation criteria
from Elsenaar’s earlier work are still applicable or extensible to unsteady flow separation.

Whether the vehicle is static or dynamically moving within a freestream velocity field, three-
dimensional boundary layer flow separation can be categorised as local or global. Local separation
occurs when, as Elsenaar described, ‘bubble-like’ behaviour is observed where in the flow cannot over-
come an adverse pressure gradient. Examples can include laminar separation bubbles and separation
that occurs near the trailing edge of aerofoils and wings. These can also occur when the flow or the
geometry introduces a discontinuity, such as shock-induced separation bubbles or the separation behind
bluff bodies.

The second form of separation occurs from the interaction with vortical flows, either in the form of a
single vortex or a vortex sheet. Examples include vortices formed due to notched leading-edges of wings,
finite tips or pointed forebodies. Discontinuities in the external structure, such as vehicle component
junctions and gaps between lifting and control surfaces can also produce vortices that depart the surface
and result in separation. Sharp leading edges at angles of attack develop vortex sheets that can produce
massive separation over wings. The separation associated with vortices has a more global effect on the
vehicle aerodynamic performance.

The introduction of vehicle dynamic motion or variations in Mach or Reynolds number can act to
mitigate or exacerbate the separation behaviour over a surface. Small local smooth separations can grow
and create vortex sheets leading to large separations. This can be the case with increases of the wing
angle-of-attack beyond static stall with or without rotation. These unsteady vortex-surface aerodynamic
interactions – including scenarios where shed vorticity impinges downstream surfaces (tails), as well
as blade-vortex interactions in rotating systems – lead to aeroelastic phenomena, just as Lanchester
hypothesised over a century ago.
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1.3 Computational aerodynamics
The field of aerodynamics is erroneously characterised by some as a ‘mature’ field, not worthy of further
research development in the 21st century. This is completely untrue as some of the most difficult aspects
of vehicle flight are rooted in the realm of unsteady aerodynamics, and this is especially crucial to
progress in the fields of aeroelasticity, flight controls and flow control.

Computational aerodynamics of separated flows is a broad field of discussion, so the focus in this
work will be concentrated primarily on some specific developments and applications that have advanced
in the last quarter century since the Elsenaar’s 2000 Lanchester lecture [15]. It is impossible to cite every
contribution made by the worldwide community, so examples to illustrate various aspects of the issues
are included but should not be considered as indicative of the only important contributions to the field.

2.0 Computational frameworks for complex dynamic motion
Aerodynamics and its broader counterpart fluid mechanics are by definition unsteady. Researchers
have spent many years developing simplifications to provide steady solutions to static (inertial frame)
engineering problems, but these have been limited for the most part by the computational capabili-
ties available at the time of development. Many of the tools necessary to resolve the unsteadiness of
aerodynamic applications arguably did not become a reality until the last decade of the 20th century.

While interest in the computational assessment of separation began with the advent of the computer
itself, progress has been dictated by the limits of computer hardware. Since the concept was introduced
in 1965, Moore’s law has been the popular measure of the rate of progress in computational capabilities
[16]. It is based on the assumption that the number of transistors on a microchip doubles every two years,
while the cost of computers is halved. While the current efficacy of Moore’s law is under discussion
as the scaling moves away from hardware dimensionality [17], it provides accurate estimates of the
historical development of computing capabilities. Computer hardware limitations have impacted both
the spatial and temporal facets of unsteady computations: the lack of memory for the refined meshes
necessary to capture flow separation, and the computer (and wall) clock time required to resolve the
refined time-accurate integration of the fluid interaction.

An increase in computational memory hardware paralleled the development of faster processors. A
shift in computer memory hardware occurred in the 1970s when semiconductor memory replaced core
memory with the invention of dynamic random access memory (DRAM), which is still applied today
in conventional central processing units (CPUs).1 Current CPU memory systems are composed of a
collection of dual inline memory modules (DIMMs) that contain multiple DRAM chips [18]. When the
DRAM chip was patented in 1968 [19], it had a capacity of one kilobit (1 kb). Modern DRAM chips can
store up to eight Gigabits (8 Gb) [18], so that modern HPC clusters may contain over a 1,000 computing
nodes with 200 – 500 gigabytes (GB) memory per node [20]. These large parallel processing memory
systems are required so that mesh sizes to capture moving and stationary frames over the time of interest
are sufficiently refined to capture the boundary layer separation and near-wake physics.

Before the start of the new millennium, the solution of the Navier-Stokes equations for separated
flow aerodynamics and aeroelastic simulations with dynamic motion was in its infancy, as illustrated
in Figure 3. The introduction of high-performance parallel computing clusters in the late 1990s [21]
(when the term ‘high performance computing’ also replaced ‘supercomputing’ in the technical verbiage)
corresponded with the availability of sufficient computational memory so that significant inroads could
be achieved into the development of algorithms and their application to unsteady aerodynamics problems
of interest. Figure 3 highlights important breakthroughs in software development and applications in the
fixed- and rotary-wing sectors (red and blue, respectively, with platform independent contributions in
purple).

1While graphical processing units (GPUs) are rapidly becoming pivotal to accelerate numerical solutions, this discussion will
focus on CPU memory systems that still remain the standard for most unsteady Reynolds averaged Navier-Stokes (uRANS)
applications today.
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Figure 3. Development of computational capabilities for dynamic, separated flows as compared with
Moore’s Law. Blue = rotary-wing, red = fixed wing, Purple = both.

Figure 4. Successful collaborations that have focused on resolution of topics important to computa-
tional unsteady, separated flows. Blue = rotary-wing, red = fixed wing, Purple = both.

Significant achievements in this complex field were accelerated when successful collaborations were
formed to address a specific topic of interest. This is contrary to Lanchester, who preferred to work
independently. Using the same colour scheme as Figure 3, the collaborations depicted in Figure 4 have
been responsible for some of the major breakthroughs thus far in the 21st century. Thus, collabora-
tions should be encouraged to bring individuals with different expertise and solvers to understand and
computationally resolve the intricacies of these complex physics.

Concurrent with computational hardware, the introduction of new computational methods – includ-
ing aeroelastic computational methods, acoustics predictions, unstructured code usage, advanced
turbulence modeling and the US DOD CREATE TM-AV computational frameworks, such as Kestrel
[22] and Helios [23, 24] – have all played a significant role during the past two decades of progress, as
illustrated in Figure 3. In the US, the Defense Advanced Research Projects Agency (DARPA) Helicopter
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Quieting Program [25, 26] sparked new interest in the development of advanced turbulence closures,
such as large eddy simulation (LES)-based hybrid uRANS-LES wake models.

None of these advances would be possible without the computational frameworks to solve them.
CREATE TM-AV has arguably the most advanced computational framework available, but other open
source tools such as SU2 from Stanford [27], commercial solvers and individual academic solvers have
many capabilities as well. Complex geometries are modeled with structured or unstructured meshes, as
best suits the component. Different solvers work together to reduce solution costs to provide efficient
results. Coupling with structural dynamics tools, acoustics solvers and flight dynamics codes are also
now relatively common.

No matter how sophisticated the computational tools, best practices are required to generate accurate
solutions. Rogers, in the 21st Lanchester Memorial lecture in 1981, noted ‘The availability of com-
puters does not absolve us from thinking deeply about the fluid-dynamic nature of the problem’ [14].
Indeed, the community needs to be even more cognisant and careful of the causal physics and flowfield
phenomena that influence computational simulations. Physics influence the computational process from
idea inception through mesh generation and simulation to post-processing and analysis.

2.1 Meshes
The engineer needs to ensure that the computational mesh is sufficient to capture the phenomena that
drive and arise from the anticipated separation physics, as well as a timestep sufficient to capture the
dynamic motion. The first and most important aspect of meshing is understanding that separation is a
three-dimensional process. Two-dimensional Navier-Stokes simulations were performed by necessity in
the 1980s due to computational limitations. It was apparent that, while a single plane would provide a
general qualitative assessment, it could not accurately capture all of the salient details of separated flow,
even without dynamic motion. Unfortunately, even today some users persist in attempting to predict static
and dynamic separation with a single plane. They perhaps erroneously assume that physical aerofoil
experiments describe an aerofoil undergoing separation in two dimensions, despite the fact that the
experimental data were informed by a three-dimensional flow.

Computational fluid dynamic solvers, no matter their formulation, rely on refined meshes in the
regions where the flow is rapidly changing, including areas where laminar-to-turbulent transition may
occur. Mesh independence studies are routine practices in computational aerodynamics to ensure the
mesh is sufficiently accurate to capture the physical phenomena of interest. Since these studies are com-
putationally expensive, most focus on the streamwise – normal planes (e.g., planes at constant wing
span or blade radius locations). Exemplar studies for aerofoil separated flows include Szydlowski and
Costes [28] and Smith et al. [29]. Best practices, in addition to the well-known wall spacing (y+ ≤ 1),
recommend that the mesh must include sufficient points orthogonal to the surface (20 – 60) to capture
the onset of separation within the smooth surface boundary layer, and the normal cell size growth rate
should be limited to 10% [28, 30, 31]. The span or radial surface mesh requirements are typically over-
looked, but meshes that expand too quickly from the refined edge regions or large aspect ratios can cause
problems in capturing separation. Kolpitcke and Smith [32] provide further best practices guidance for
both translating and rotating lifting surface meshes. In their study, they quantified the role that radial
mesh refinement, including chord-to-span mesh aspect ratio, has on the accurate prediction of these
separated flows.

Meshes can be constructed of structured hexahedron elements assembled from two-dimensional
quadrilateral sides. Unstructured meshes can be composed of multiple element shapes, and a tetrahedon
is the most common element applied as it can easily conform to corners and other discontinuities in the
geometry. Prisms, which replicate a length-diagonal cut of the hexahedron, provide a more accurate rep-
resentation of smooth surface boundary layers. Mixed-element or hybrid meshes currently provide the
most optimal meshing solution for very complex moving geometries. Some computational frameworks,
such as CREATE TM-AV Helios, enable the use of different computational solvers (structured, unstruc-
tured, Cartesian) through its multi-mesh, multi-solver paradigm to provide an optimal mesh solution.
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Figure 5. Illustration of a modern complex unstructured, overset mixed-element Helios mesh about a
UH-60A rotorcraft. Modified from Figure 7 in Roget et al. [34].

Unstructured meshes can simplify the meshing process of complex geometries, while overset meshes
can solve the requirement of motion in different frames of reference, as illustrated by the helicopter in
Figure 5. The rotating rotor and hub frame is overset with the translating fuselage and off-body frame.
The rotor blade mesh in the upper right illustrates an unstructured mixed-element mesh where smooth
body separation may occur, applying prisms near the surface and tetrahedrons beyond that region. The
complex fuselage geometry is meshed with tetrahedrons that provide a more cost-efficient mesh where
bluff-body separation will be present. The farfield or off-body volume domain is composed of a series of
overset Cartesian meshes to capture the wake features without the additional computational overhead of
body-fitted mesh mathematics. The Cartesian meshes are layered with increasing mesh volume size to
ensure that flow features in the near wake are not overly dissipated by the numerical scheme. Example
sizes of volume meshes are included. Adaptive mesh refinement (AMR) can be applied to refine the
off-body to more accurately capture these wake features. However, AMR can add significant costs to the
solution [33], while fixed refinement regions may be more cost-effective to resolve important flowfield
features in some simulations.

While unstructured meshes have the ability to rapidly mesh complex bodies, they also come with
increased computational memory and time requirements compared to structured meshes of the same
size. Structured meshes, which may require many hours to develop complex meshes and usually involve
oversetting or piecing together contiguous meshes, are most computationally cost-efficient. In addition,
structured mesh solvers can resolve higher-order spatial schemes (fourth, fifth and sixth order are com-
mon), while current unstructured mesh solvers are limited to nominally second-order spatial schemes.
Therefore, structured solvers that apply higher-order spatial schemes can achieve the same accuracy as
second-order schemes with fewer mesh cells, or these higher-order structured solvers can provide more
accurate solutions with the same mesh size.

During validation with experimental model papers, the influence of the wind tunnel walls and model
support structures must be assessed. The additional meshing requirements of these features can easily
require a 150%–200% increase in the volume mesh cell count, depending on the complexity of the
structures. In addition, as many of these validation cases involve subscale models, it may be important
to consider the presence of laminar to turbulent transition. The mesh may need to be further refined in
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Figure 6. Types of turbulence closures with their ability to capture (blue) or model (red) physical scales
of turbulence.

the region of transition (Section 2.3), and the timestep adjusted to accommodate these requirements that
may not be present in full-scale applications.

While mesh/solver type is highly dependent on the use case, outcome required, and what solvers
are available, best practices should be applied – no matter the application. In particular, novice users
should perform literature surveys, to include some of the references listed herein, to determine the best
practices for their use case and solver. Mesh and timestep independence studies for new applications are
also normal practices by diligent engineers.

2.2 Turbulence closures
Accurate turbulence closures hold the key to successful solutions of separated flows, and they are the
primary recipient of the blame when computational solutions do not meet expectations of accuracy, in
particular when compared to experimental data. Since the 1970s, researchers have sought more accu-
rate turbulence closures, primarily through the development of models that reproduce the macroscopic
effects of turbulence without the need to resolve all spatio-temporal scales. A synopsis of the different
types of turbulence closures for the resolution of the Navier-Stokes equations, and their ability to capture
or model turbulence scales is illustrated in Figure 6.

Reynolds-averaged Navier-Stokes (RANS) or uRANS solvers model all scales of turbulence. Early
algebraic models have given way to one-equation partial differential (PDE) models, which in turn have
been replaced by two-equation PDE models for modeling flows with separation. These models have
a number of tuning variables, which are typically constants, based on validation problems similar to
the character of the problem they are trying to resolve. Various corrections for rotation and limiters on
dissipation are common.

A recent study by Sridhar et al. evaluated the influence of two popular versions (Menter and Kok) of
the two-equation k −ω turbulence model [35]. They found that while the two models predicted compa-
rable results for attached flows for configurations that were both moving and static, once separation was
introduced, the methods provided similar but different results with all other numerical considerations
kept identical. Differences were due to the numerical growth of the turbulent eddy viscosity in the Kok
version which also led to numerical instability in some cases. Limiters in the shear stress transport (SST)
algorithm added to the Kok model capped the growth, bringing results in line with other models and
experiment.

At the other extreme, direct numerical simulations (DNS) attempt to resolve all scales of turbulence
within the flowfield. DNS remains a research tool applied to further extend the understanding of the
physics within the complex turbulence process. For example, Yeung and Ravikumar [36] further anal-
ysed the role of intermittency within turbulence (at low Reynolds numbers) using DNS, which required
a mesh of over six trillion mesh points.
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Figure 7. Types of turbulence closures for practical application to separated flows at higher Reynolds
numbers.

Large-eddy simulation (LES) provide a compromise between RANS and DNS. LES captures a range
of the larger scales of turbulence, based on the mesh size, and model the smaller, less energetic scales.
LES simulations with less refined meshes that resolve a smaller subset of the larger turbulence scales is
also known as very large LES (VLES). The use of LES can be prohibitively expensive to resolve the very
small Kolmogorov scales of turbulence within the boundary layer at larger Reynolds numbers. These
very small scales drive the required mesh refinement and timestep size reduction that limit the use of
LES for most practical aerospace engineering applications.

To resolve flows where the primary goal is to capture complex features such as separation, researchers
have developed innovative solutions – wall-modeled LES (WMLES) – to address the costs of wall-
resolved LES, while still retaining much of the accuracy that LES provides. Figure 7 is descriptive of a
general definition of these turbulence closures. The characterisation in this figure focuses on the scales
of the physical phenomena rather than the turbulence scales which are inherent within the boundary
layer.

WMLES has taken on many forms in the past two decades of its primary development. As the bound-
ary layers contain the smallest scales of turbulence, alternatives to LES modeling are applied. Two
primary focii have emerged in this endeavour: hybridisation of LES with uRANS and development of
wall stress models for LES, similar to those applied for uRANS. For both approaches, the smaller ener-
getic scales of the inner layer (nearest the wall) boundary layer are modeled, using the outer layer LES
solution as a boundary condition. Larsson et al. provide a detailed overview of WMLES [37].

In the first approach, the boundary layer – where the smallest, most prohibitive scales of turbulence
reside – is modeled with uRANS, while the separated regions are predicted with LES. These hybrid
uRANS-LES methods resolve either formal sub-grid scale differential equations for length and tur-
bulent kinetic energy, or the family of detached eddy simulation (DES) approximations [38]. These
hybrid schemes may apply either simplified algebraic relations of the length scale or the length scale
and eddy viscosity as the trigger between the two methods. Typically, these hybrid approaches evalu-
ate and weight the uRANS or LES/DES option. This has given rise to a number of different switching
options between the inner and outer boundary layer zones. Examples of these options include delayed
detached eddy simulation (DDES) [39], zonal DES [40] and hybrid RANS-LES (HRLES) [41, 42]. The
hybrid uRANS-LES approach has been more widely adopted for use in analyses that involve separation
with moving configurations. In particular, the rotorcraft community has adopted this approach as it per-
mits the extension of extant uRANS solutions that include critical capabilities such as multiple reference
frames of motion, rotor trim and aeroelastic rotor blades and the CREATE TM-AV Helios framework.

The wall-stress modeling approach is similar to the uRANS-LES approach, varying in the solution of
the inner layer. The uRANS models typically solve the one- or two-equation differential equations (e.g.,
Spalart-Allmaras or k −ω models), while the wall-stress approach assumes equilibrium at the edge of
the boundary layer and solves an algebraic form of the eddy-viscosity model.

A question or criticism that occasionally arises with the use of these WMLES methods regards the
re-use of RANS meshing and/or timestep in the WMLES simulations. The difference between LES
that resolves the boundary layer and these wall-modeling LES approaches is that the smallest scales of
turbulence that constrain mesh cell size and timestep are avoided with WMLES. Instead, the mesh in the
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Table 1. Predicted characteristics for various turbulence methods and grids for a semi-infinite
circular cylinder at Re = 3,900. Separation location is given in degrees of azimuth from the leading
edge stagnation point. Modified from Lynch and Smith [26].

Ny Y Turbulence Mean Strouhal Separation
model CD no. location

– – Experiment 0.99 ± 0.05 0.215 ± 0.005 [44] 86 ± 2◦ [45]
101 4D k-ω SST 1.456 0.213 98.4◦

51 4D HR-LES 0.971 0.216 85.8◦

101 4D HR-LES 0.919 0.217 84.3◦

101 8D HR-LES 0.939 0.217 84.7◦

48 πD LES [43] 1.04 0.210 88.0◦

Figure 8. Isocontours of Q-Criterion for a semi-infinite cylinder at Re=3,900 at the same mesh (101
span stations) and timestep, from Lynch and Smith [26].

wake, and by extension the timestep, should be appropriate to the larger scales that define the separated
flow – usually the size of wake vorticity. Thus the traditional highly refined mesh and timestep sizes of
boundary layer LES can be avoided, and best practices associated with the meshes and time-steps for
these scales (and uRANS) can be applied. The validity of these assumptions has been demonstrated in
a large number of applications, as well as for some canonical LES and uRANS cases.

Lynch and Smith confirmed these assumptions for a semi-infinite cylinder for a wake transitional
Reynolds number [26], which is a standard LES test case. Although the cylinder is stationary, its complex
wake provides some insight into the development of these methods. The two-equation uRANS model
captures the primary shed wake or ‘rollers’ but without any wake artifacts due to the instabilities of
the spanwise flow, a phenomenon captured by the WMLES, as illustrated in Figure 8. In addition to
the lack of wake refinement, the two-equation uRANS model overpredicts the drag by 50% and the
separation location by more than 10 degrees, elucidated in Table 1. Their hybrid uRANS-LES approach
was then evaluated for different span extents to examine the spanwise mesh requirements, where the
results are within experimental error bounds and comparable to the wall-resolved LES computations
of Kravchenko and Moin [43]. The LES wake region acts as a boundary condition for the near-wall
uRANS region, which encompassed the cylinder outside the wake and included the attached boundary
layer. The LES wake influences and improves the uRANS model, similar to early computational hybrid
approaches, such as those that coupled the boundary layer equations with the full potential equations.
The centreline pressure distribution around the cylinder confirms this hypothesis in Figure 9. Beyond 60
degrees from the front centreline of the cylinder, the uRANS model underpredicted pressure coefficient
(creating a nonphysical region of suction) so that the aft pressure distribution is significantly different
from the experiment and the higher-fidelity methods, with a non-physical suction pressure region on the
aft portion of the cylinder (Figure 10).
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Figure 9. Mean pressure coefficient for the semi-infinite circular cylinder at Re = 3,900. Figure 3 from
Lynch and Smith [26], including additional data from Krachenko [43].

Figure 10. Mean pressure coefficient for a semi-infinite NACA0015 wing at 90 ◦ angle-of-attack and
Re = 1,000,000. From Smith et al. [29].

Smith et al. [29] also confirmed this behaviour for aerofoils at high angles of attack and supercrit-
ical Reynolds numbers of one million. The leeward side of the aerofoil, modeled as a semi-infinite
wing, exhibits similar underpressure variation with uRANS as the cylinder, while the hybrid RANS-
LES approach is able to correctly predict the pressure variation in the separated region, which is key
before adding the complexity of unsteady motion.

Hodara et al. extended this evaluation to moving bodies in 2016 [46], applying a different computa-
tional solver to a wing in reverse flow. For rotating systems, the addition of forward flight for rotorcraft
or yaw for sustainable energy turbines will yield a situation where the local freestream flow starts at the
trailing edge and moves towards the leading edge. The artifacts in the shed flowfield can be captured
accurately as they emanate from the sharp trailing edge, making this an excellent case study for com-
putations of static and dynamic bodies with separation. Once again, uRANS was insufficient to capture
the separation and the shed wake. DDES, which tend to be more sensitive to the mesh and timestep,
accurately captured the integrated loads. The details of the wake phenomena were best captured when
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Figure 11. Comparison of the experimental and WMLES-predicted flowfield of a wing undergoing
oscillations with separation in a reverse flow [46].

a full subgrid-scale differential equation (here, the turbulent kinetic energy or k equation) was resolved.
When modeling these unsteady oscillations, some computational vortices experienced a phase-locked
lag in release compared to experiment. These lags occurred only during portions of the oscillation cycle
when the flow was separated, illustrated in Figure 11. However, all flowfield features were captured
and present when the WMLES turbulence closures were applied. The delay in release of the vortices
appeared to be related to the underlying uRANS model and were exacerbated with larger timesteps.

There has also been additional development with traditional LES to make it more tractable for
research applications. Implicit scheme LES (ILES) applies larger timesteps than the tradition explicit
schemes used by LES. The application of these ILES approaches still have limitations when transition
or separation is present, as they may limit the size of the timesteps to maintain stability. The addition
of dynamic motion of the vehicle or flowfield can further limit the timestep size. While this approach
requires much smaller timesteps than WMLES closures, the introduction of larger CPU or GPU clusters
can partially mitigate this time penalty. Using ILES, Visbal [47] was able to evaluate a semi-infinite
wing undergoing plunge oscillations at a series of Reynolds numbers where the transition occurred near
the leading edge (10,000; 40,000; 60,000). The analysis, which was correlated with experimental data,
indicated the presence of complex flowfield primary and secondary structures (Figure 12(a)) similar to
those obtained with WMLES (e.g., Figure 8).

A major advantage of the traditional LES (WRLES) approach, in this case ILES, is that these methods
are able to accurately capture the dynamic onset of the transition between laminar and turbulent flows, as
well as small areas of separation and reattachment, as exemplified in Figure 12(b). However, engineering
computations with relevant full-scale Reynolds numbers are still out of reach for most applications.

2.3 Transition models
While traditional LES is able to naturally predict the onset of transition with sufficient mesh resolu-
tion in the boundary layer, a reliable transition model for uRANS and WMLES is necessary at higher
Reynolds numbers (100,000 and higher) to avoid the high costs associated with smaller turbulence scales
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(a)

(b)

Figure 12. ILES evaluation of a plunging SD7003 aerofoil at a chord-based reduced frequency of
kf = 3.93 at a Re = 40,000. � denotes the location of maximum displacement. Figures modified from
Visbal [47].

as Reynolds numbers increase. The ability to predict transition is arguably more important for computa-
tional validations with subscale experiments than for many full-scale aerospace applications. Transition
modeling, like turbulence models, are often held accountable for otherwise unidentifiable discrepan-
cies between experimental and computational predictions. There are a number of transition models or
techniques that can be coupled with uRANS turbulence models and applied in engineering simulations.
Two techniques have been applied to uRANS and uRANS-LES approaches with mixed success: the
turbulence intensity/momentum thickness (γReθ ) Langtry-Menter model (LM) and the amplification
factor (AFT).

As part of the AIAA Transition Workshop, the LM transition model was applied to several common
static test cases [48]. The conclusions noted that while overall the model predicted transition reasonably
well, it suffered from freestream turbulence decay, which in turn delayed the onset of transition. In
addition, mixed results were obtained with varying grid refinement levels, which appeared to be in part
related to the type of transition. Flat plate and strongly attached flows had less success than flows with
incipient separation. This latter observation suggests that the LM model could be accurate in flows with
more separation and when transition is less influenced by the freestream turbulence.

The AFT model, first developed in 2014, also has many features that are well suited for high per-
formance computing. It is rooted in the local turbulence intensity and the local boundary layer shape
factor. Coder earlier assessed the AFT approach using the Spalart-Allmaras (SA) model with the same
solver, although most test cases were not the same as the LM assessment [49]. The SA-AFT simulations
did not appear to be influenced by freestream turbulence decay, as the onset of transition for these cases
was noted to be slightly early compared to experimental data, while the LM model was late. Predictions
as angles of attack increased followed this trend. The model at the time of the analysis did not include
crossflow corrections, so that transition in flowfields that have strong crossflow components, such as
rotating blades and separated wing flows, could less reliably be assessed.

In addition to the ability to correctly predict crossflow in separation, the ability to maintain the
Galilean invariance (GI), or proper kinematics across multiple frames of motion, is critical. To date,
one of the best efforts to demonstrate the importance of cross-flow and GI is a study of rigid rotors by
Jain [33]. He computationally evaluated two rotors with both the LM and AFT models and correlated
the results with experimental transition locations identified using differential infrared thermography
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Figure 13. Comparison of the transition predictions with experiment at a radial location of r/R = 0.85
for the PSP rotor at μ= 0.3 and αs = −3 ◦, from Jain [33].

(DIT). For both rotors, good agreement is found between the computed and measured transition loca-
tions if the transition model includes the GI terms. The influence of cross-flow is more nuanced. The
two-dimensional inboard flows at higher blade pitch angles are dominated by the presence of the lam-
inar separation bubbles (LSB), and their prediction is not influenced by the inclusion of the crossflow
terms. However, outboard on the rotor, where the finite tip region is dominated by radial flow rather
than LSBs, the crossflow terms are necessary to accurately capture the transition locations during a
rotor revolution (0◦ ≤ψ ≤ 360◦). An example of the study results is illustrated in Figure 13 for the
pressure-sensitive-paint (PSP) rotor at the r/R = 0.85 radius location. The results from the AFT tran-
sition model coupled with the Spalart-Allmaras uRANS model (SA-AFT) are typically not as close
with experimental results as the results from the Galilean invariant LM model coupled with the k −ω

SST uRANS model (SSTM-LM-G) when compared to experiment (DIT). The SA-AFT also exhibits a
sharp peak that needs further exploration to understand its underlying cause. The SST-LM-G predicts a
transition location that is farther aft and delayed (later ψ location) than its counterpart with crossflow
(SST-LM-G-CF). The additional of crossflow also resulted in larger regions of turbulent flow in the aft
rotor disk (180◦ ≤ψ ≤ 360◦) where the rotor blades can experience separated flows due to interactional
aerodynamics.

Overall, these transition models, when applied with best practices, yield predictions that are close
to those observed in physical experiments. Two important numerical considerations must be addressed
when transition is present. First, the mesh needs to be sufficiently fine on the surface to capture the
transition and LSB, if it is present. This usually requires a finer surface mesh than fully turbulent flow
assumptions. In addition, the sensitivity of the solution to the numerical scheme types and limiters is
also much greater than other computations.

3.0 Applications
The prior sections focused on software and hardware developments during the past two decades that
have been critical to understanding key components of predicting separated flows for dynamically mov-
ing configurations. This section explores how these developments have advanced or are advancing the
understanding of critical applications that involve dynamic, separated flows.

3.1 Dynamic stall
No discussion on the topic of unsteady separated flows would be complete without discussion of dynamic
stall. Classic dynamic stall is characterised by an increasing angle-of-attack over time until stall occurs,
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Figure 14. Pictorial definition and flowfields illustrations of classic dynamic stall. Courtesy N. Liggett.

Figure 15. Timeline of dynamic stall computational development, highlighting advances achieved
during the past 25 years.

as illustrated in Figure 14. The stall persists as angle-of-attack increases and only recovers when the
angle-of-attack is low enough so that the flow can reattach, as is illustrated by the different steps. This
definition of dynamic stall is typically attributed to the Carr, McAlister and McCroskey [50]. The angle-
of-attack forcing function is oscillatory and can be characterised by a nondimensionalised reduced
frequency, kf = ωf b

V
. Care must be taken with the kf parameter, as some aerospace sectors define it with

the wing or aerofoil chord, c, rather than the traditional semi-chord (b = c
2
).

As the efforts to accurately predict dynamic stall computationally span the past 60–70 years (Figure
15), this phenomenon warrants a discussion here. Dynamic stall occurs in fixed-wing flight conditions,
for example, fighter aircraft abrupt stall and aeroelastic phenomena such as control surface buzz. It is
also prevalent in rotating systems, such as rotorcraft vehicles and wind energy turbines.

Prior to the year 2000, efforts were primarily restricted to two-dimensional applications due to limits
in computational hardware. As denoted in Figure 15, major advances parallel the increase in hardware
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Figure 16. Correlation of computational dynamic stall (right) with experimental smoke visualisation
(left) for an aspect ratio 3 NACA0015 wing at a Re = 13,000, M = 0.1 and a nondimensional pitch rate
(α+ = α̇c

U∞ ) of 0.16. Planform view across the top; leading edge looking aft across the bottom. From
Spentzos et al. [54] with experimental data originally from Moir and Coton [55].

and software capabilities. Progress generally, but not always, followed the characterisation of dynamic
stall in two dimensions from aerofoils to semi-infinite wings, to finite wings, and then to full vehicles.
Dynamic stall is a critical phenomenon in rotorcraft, impacting both vibratory loading and performance,
so significant resources have been expended in rotorcraft research to understand, predict, and mitigate
dynamic stall.

Computational characterisation of dynamic stall moved from simple aerofoils to semi-infinite wings
as computational resources improved. Early efforts focused on improving the accuracy of computation-
ally generated C-81 lookup tables. These tables are applied in blade-element methods that comprise
the bulk of the rotorcraft engineering analyses [51]. The modeling of three-dimensional semi-infinite
computational domains was an important advancement since turbulence and separation are three-
dimensional phenomena. Computational validations had previously been performed with experimental
campaigns that evaluated simple geometries (wall-to-wall rectangular wings of a single aerofoil). Those
correlations indicated that the aerodynamic coefficients of the experiments exhibited significant three-
dimensional relief effects that were not present in the uRANS-predicted aerodynamic coefficients. When
semi-infinite computations were performed, the aerodynamic coefficients more accurately represented
the mean cyclic behaviour of the experiments. Both two- and three-dimensional studies identified best
practices for the timestep and mesh requirements for dynamic stall [29, 52].

Concurrent with and following these studies, finite wings undergoing dynamic stall were also being
computationally evaluated. Spentzos et al. [53, 54] demonstrated the ability of uRANS (two-equation
k −ω) computations to capture the arch or omega vortex detected in dynamic stall experiments from
numerous sources, including Moir and Coton a decade earlier [55], as illustrated in Figure 16. They
also characterised the presence of large radial flows when separation appeared. The latter observation
was important as rotorcraft researchers could first study the ability of computational methods to capture
radial flows during fixed-wing dynamic stall without adding more complex and costly rotation.

These early efforts were followed by further evaluations on oscillating finite wings using uRANS [56–
58], WMLES [57, 59] and LES [60]. A series of evaluations by the rotorcraft community were correlated
with experimental data for the OA205 finite wing with an aspect ratio of 3 and a Reynolds number of 1
million for static and dynamic stall [61]. Kaufmann et al. confirmed the ability for uRANS to capture the
omega vortex [56]. Richez et al. [57] found that uRANS was not able to capture many of the important
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Figure 17. Illustration of the omega vortex interactions during dynamic stall on a pitching NACA0012
aspect ratio 4 wing evaluated with ILES for M∞ = 0.1 and Rec = 200,000. Modified from Visbal et al.
[60].

underlying physics, but their WMLES was able to capture them. Jain and his collaborators evaluated
the OA205 finite wing with different solvers and uRANS and WMLES (DDES) for both static and
dynamic stall [59]. They confirmed the earlier observations of radial flows in dynamic separation, and,
at the Reynolds number evaluated (Re = 1 × 106), that transition models improved the airload accuracy
prediction when correlated to experiment. They evaluated both light (small zones of separated flow) and
deep (large areas of separated flow) dynamic stall, indicating that when the best practices adopted from
the semi-infinite two-dimensional computational studies were applied, the computational approaches
predicted both types of dynamic stall well.

Air Force Research Lab (US) researchers studied finite wing dynamic stall at lower Reynolds numbers
(Re = 200, 000) with their ILES solvers [60]. In this work, they were able to computationally charac-
terise the influence of aspect ratio and wall mounting. The character of the arch or omega vortex was
investigated for various scenarios, confirming the earlier findings with uRANS and WMLES. Although
computed at lower Reynolds numbers and currently too costly for engineering analyses, the LES analyses
are exceptionally valuable in further elucidating the details and importance of the physical phenomena
during the dynamic stall. Some phenomena drive accurate airloads, while others may be less important.
An example is the development of the omega or arch vortex, depicted in Figure 17. While all approaches
have captured the macroscale vortex, the developmental details and strength of the vortex that require
much smaller scales can be studied with these LES simulations. The importance of the developmental
features then drive the mesh, timestep, transition and turbulence details of the approaches with additional
modeling assumptions.

Another application that has relevance to dynamic stall and aeroelasticity is the motion of control
surfaces with respect to a wing that is either static or moving itself. In this exemplar study, the use of a
WMLES turbulence closure (k −ω uRANS with k-equation LES subgrid-scale model), combined with
overset meshes in relative motion, illustrates the importance of modeling details such as the gaps between
the flaps [30, 31]. Computational evaluations were performed with both a separate flap that included the
gap and an integrated flap that did not include the gap. In this study, a NACA0012 wing at M∞ = 0.4,
Re = 1.6M and α= 4 ◦ included a flap oscillating at a reduced frequency, kf = 0.042 while the aerofoil
oscillated at kf = 0.021. The flowfield variation during one cycle of the flap oscillation (Figure 18(a))
illustrates some of the complex interactions that occur within the gap. The influence of modeling these
gap interactions is clearly observed in integrated aerodynamic variables. Lift coefficient is the exemplar
variation in Figure 18(b), though similar trends are observed with drag and pitching moment. While the
overall trends are captured with an integrated flap, the predicted magnitudes of the coefficients can be
larger than the modeled gap results and experiment [62]. The gap provides a relief effect that, with the
WMLES turbulence closure accurately follows the experimental results.

Advances in the accuracy of high-quality computational data over the past two decades in particular
have spurred improved and concurrent collaboration with experimentalists. For example, the traditional
experimental practice provided a single point per timestep for an analysis, typically time-averaged, or
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(b)(a)

Figure 18. Computational simulations of an oscillating NACA0012 aerofoil-flap semi-infinite wing at
M∞ = 0.4 and Re∞ = 1.63 million. The main aerofoil oscillates about αmean = 4 ◦ ± 6◦ at kf = 0.021. The
flap oscillates about αmean = 0 ◦ ± 6◦ at kf = 0.042. From Liggett et al. [30].

if periodic, phase averaged is no longer sufficient. In some instances, error bars associated with the
instrumentation uncertainty have been provided. More recent experimental campaigns [63–65] provide
either mean data with standard deviation bounds or unsteady min/max extents of the measured variable
over many oscillations to provide an estimate of ‘what is good enough’ to for computational validation.

Recognition of the unsteadiness during experimental campaigns associated with these unsteady flow-
fields is not a new observation. Carr, McAlister and McCroskey observed the presence of flow variations
in their now classic 1977 NASA Technical Note [50]. Experimentalists deduced these effects from
‘random turbulent fluctuations’ or other sources by phase averaging over many cycles.

In some instances, this phase averaging can lead to erroneous or biased data. One example of this
is associated with dynamic stall. Computational results of integrated aerodynamic coefficients consis-
tently indicated a stronger nonlinear lift peak generated by the leading edge vortex just prior to stall over
their experimental counterpart. These differences could not be explained through mesh and time-step
refinements, three-dimensional effects, or advanced turbulence models. Ramasamy et al. [66] under-
took a more detailed analysis of recent experiment data and established that phase averaging of the data
smoothed a slight aperiodicity in lift peak, introducing a bias in the data and reducing the magnitude of
the nonlinear lift peak. Recent efforts by Ramasamy et al. [67] identified using cycle-to-cycle experimen-
tal data that dynamic stall can include one or more furcations associated with different physics present
in a cycle. These different modalities may be caused by a number of physical phenomena, including but
not limited to variations in the separation location, leading edge or trailing edge stall onset, presence of
dynamic stall vortices, and time of reattachment angle. Test conditions (wall conditions, flow aperiod-
icity, random turbulence fluctuations) may also induce cycle-to-cycle variations, where phase averaging
can introduce bias or erroneous conclusions.

Tran et al. [68] further explored this behaviour using both experimental and computational results.
Figure 19(a) elucidates the bimodal behaviour with the previous experimental data from Ramasamy et al.
[67]. Cluster 1 in blue indicates cycles with a dynamic stall, while cluster 2 cycles in red do not have
a stall event. As cluster 2 dominates the experiment for 87% of the time, phase averaging of all of the
data cycles (black line) indicates that dynamic stall is not present, leading to an erroneous conclusion.
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(a) (b)

Figure 19. Variational cycle-to-cycle cluster comparison in dynamic stall for a modified VR-12 aerofoil
at α= 18◦ ± 5◦, M∞ = 0.3, kf = 0.10, from Tran et al. [68] and experimental data from Ramasamy
et al. [67].

The authors also performed a computational analysis with Helios, over many cycles with refined tem-
poral analysis and WMLES-based turbulence models (DDES). These computations reproduced these
bifurcations with excellent accuracy, though the overall combined analysis resulted in some differences
as the computations reported different weighting of each cluster compared to its experimental counter-
part. This collaboration was key as the computational results provided additional flowfield insights to
aid in the explanation of the phenomena driving these variations (Figure 19(b)). Detailed collaborative
analyses such as these are providing new insights into these complex separated flows.

The costs of the simulations discussed thus far are very prohibitive, so active research is ongo-
ing to develop methods that provide the same accuracy for aeromechanics at significantly reduced
computational time. Hybrid solvers, applied via bespoke coupling algorithms or within frameworks
such as Helios, apply the very costly refined viscous simulations near the body to capture the separa-
tion, shear layers and vorticity on the body. The mid- and far-field are resolved using potential-based
solvers. These second-generation methodologies correct earlier limitations with boundary conditions,
simple geometries (i.e., a single rotor blade), and turbulence modeling. The most successful of these
hybrid solvers include free-wake methods [69–72] and velocity-vorticity wake formulations [73–75].
Researchers developing the free-wake coupling report comparable uRANS accuracy (within 2% – 5%)
for aerodynamic (and structural dynamics) loads for rotors, with 50% and 90% reduction in compu-
tational costs for flight conditions with dynamic stall and attached flows, respectively. The reduction
in costs is two-fold with a reduction in mesh requirements and a more rapid convergence of the wake.
A recent addition to the Helios suite, the reduced order aerodynamics model (ROAM) is another option
to address the high cost associated with high-fidelity CFD simulation, in partular for rotorcraft design.
ROAM applies an actuator line model for the rotor(s), while non-lifting bodies (fuselage, nacelles, etc.)
are resolved via an immersed boundary method [76]. A wall model, detailed in Jude et al., [77] was
recently added that improved flowfield predictions and better correlation with high-fidelity results for
separated flows.

These are but a few highlights of the advances over the past quarter century in dynamic stall.
Overviews of progress in the computation and understanding of dynamic, separated rotorcraft flows
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Figure 20. Computational examples of the variation of the winds in the wakes of obstacles.

Figure 21. A representative schematic of the atmospheric boundary layer where AAM and UAV flight
paths will be, from Salins et al. [90].

can be found in Yeo and Ormiston [78, 79], van der Wall et al. [80], Smith et al. [81], Smith et al. [82,
83], Gardner et al. [65] and Smith [84], in addition to individual publications. By applying the software
and hardware advances highlighted in Section 2 and the extant literature, the understanding of and abil-
ity to computationally predict a complex dynamic phenomenon, dynamic stall, has been significantly
advanced over the past quarter century.

3.2 Aerodynamics of transient environments
Another area of emerging critical importance in this area is vehicle interaction with intense and some-
times large transients that are encountered in airwakes near obstacles, such as in urban environments
and ship airwakes illustrated in Figure 20. Flight in these unsteady airwakes has implications for mil-
itary and civilian use cases from very small uncrewed air vehicles (UAV) to advanced air mobility
(AAM) to traditional full-size rotorcraft. Flight through these environments affects flight safety [85],
pilot workload, passenger ride quality and operational life cycle and maintenance of vehicles [86].
Operations near heliports/vertiports in an obstacle-rich area can pose significant safety hazards to nearby
nonparticipants [87].

Traditionally, engineers have applied indicial theory or considered gusts that remain relatively small
compared to the forward flight speed of the air vehicles. However, this is not the case when vehicles
operate in the roughness sublayer (RL) of the atmospheric boundary layer (ABL), per Figure 21. In
the RL, flight vehicles will rapidly encounter a changing environment composed of shear layers, shed
vortices, and recirculation zones that will create equivalent transverse and streamwise gusts [89].

Of similar interest are shipboard rotorcraft flight operations, where the atmospheric boundary layer
drives the turbulent environment around the ship so that flight deck operations occur in a highly transient
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Figure 22. Wing-gust lift response with increasing gust ratio [91]. Experimental data [92] for GR = 1
is presented as a dashed line.

environment (Figure 20(b)). The pilot workload and operational safety can be adversely impacted both
in forward flight and hover.

During the past decade, experimental and computational groups have been collaboratively inves-
tigating these gusts and environments to gain an understanding of the physics and develop the best
computational practices for flight through them [89]. For example, for transverse gusts interacting with
lifting surfaces above gust ratios of 0.5–0.75, there is a distinct change in the physics and, correspond-
ingly, the aerodynamic behaviour compared with lower gust ratios (Figure 22), the response can be
accurately predicted with Küssner indicial theory as the interaction is linear. As the gust ratio increases,
there is an interaction of the leading and trailing edge vortices, along with significant flow separation,
so that the overall aerodynamic interaction is nonlinear and linear indicial theory is no longer accurate.

Current research efforts are ongoing to explore different kinds of unsteady turbulent interactions, how
shapes and extents of transients influence the vehicle behaviour, how to predict and model the transients
and how to prevent adverse impacts of flight through these transients. Much of the early research focused
on the resolution of the physics for fixed lifting surfaces – that is, the gust interacts with the lifting surface,
but the surface does not move in response to the gust interaction. For heavy vehicles with significant
inertia these assumptions may be good approximations, but as vehicle weight decreases, these are not
valid assumptions. A 10 kg UAV and Blackhawk helicopter will respond quite differently to the same gust
ratio. The full gust velocity may be absorbed by the larger Blackhawk vehicle, with little uncommanded
vehicle displacement. However, the light UAV will respond to the gust velocity primarily through vehicle
displacement, so that the effective gust ratio is reduced [93, 94]. Therefore, the inclusion of flight controls
and/or rigid body modes need to be considering during computational evaluations of these interactions.

The computational modeling of these interactional flows pose some different issues than those previ-
ously discussed for dynamic stall. These interactions are not periodic, but pose a single, unique transient.
Thus, while for periodic flows the simulation can include many different cycles of the behaviour to ensure
accuracy and study the unsteady details, that is not possible here. A practical approach to these compu-
tational assessments is the use of overset grids to ‘fly’ the vehicle or lift component through the unsteady
environment. For uRANS, WMLES and LES applications, ensuring that Galilean invariance (GI) of the
models is maintained is crucial. To illustrate this, a spanwise station of a lifting surface interacting with
a transverse gust at a transitional Re is examined in Figure 23. When the simulation involves a traditional
single frame of reference with the aerofoil velocity modeled as an inflow variable as in Figure 23(b), if
grid motion (or an overset mesh) does not include GI in the LM transition model, an incorrect flowfield
results (Figure 23(a)). The correct flowfield is recovered when the GI terms in the LM model are added
(Figure 23(c)). This simple example shows the importance of understanding the numerical implication
of moving frames of motion.

With bodies experiencing these transient conditions, where the unsteadiness is not caused by body
motion, maintaining convergence and solution accuracy is dependent on the situation and the solution
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(a) (b) (c)

Figure 23. R̃eθ t field for stationary and translating NACA0012 aerofoil, from Crawford [95].

may become unstable using nomimally best convergence practices from periodic simulations [95]. For
these gusts, for example, the simulation accuracy is dependent on achieving temporal convergence prior
to the gust interaction. For changing inflows, such as flight through an urban canyon, the numerical
convergence should be monitored during the unsteady simulation, and, if required, numerical options
modified to ensure an accurate, stable solution. It was also observed that gust solutions are less accurate
when dissipative first-order schemes are applied to improve solution stability [95]. Traditional measures
of convergence in separated flows, typically two orders of magnitude reduction, may not be sufficient in
these scenarios. This is an area of ongoing research and development.

The simulation of an unsteady environment through the solution of the Navier-Stokes (N-S) equations
is problematic due to the dissipative nature of the computational representation of the N-S equations.
If a boundary condition is used to impress an unsteady, changing environment, the velocity and vortic-
ity inputs may fully or significantly disappear when they reach the configuration under analysis. There
have been various approaches to mitigate this problem using multiple solvers [70] and jets to model
gusts [91], for example. Wales et al. [96] introduced a more generic approach to model these unsteady
conditions without encountering dissipation. Similar to the additional terms that are added for moving
grids, additional source terms that propagate the unsteady conditions can be added to the numerical
solver. When properly modified, the solver is able to provide a two-way coupling or interaction where
the unsteady environment is felt on the vehicle and the vehicle effects modify the environment. In
larger transients and gusts, this nonlinear interaction is important in accurately capturing the physics
[89, 94, 97].

4.0 Current and future prospects
While there have been major advances over the past quarter century since Elsenaar’s 2000 Lanchester
lecture [15], there are current and emerging research areas that promise further significant achievements
to progress this field over the next 25 years.

Lattice-Boltzmann Methods: Development of alternative methods that can provide the accuracy of
the solution of the uRANS equations but at significantly reduced costs is a significant area of interest.
The hybrid solvers discussed earlier have had good success but cost reductions of several orders of
magnitudes are sought to make these more tractable for engineering analysis, modeling and simulation
(M&S), and design. One such alternative is the lattice Boltzmann method (LBM) as an approach to
replace uRANS for some use cases. Progress has been made in the use of LBM analyses for real-time
dynamic ship airwake assessments [98], as well as positive correlation with experiment and/or uRANS
for air wake analyses on ships [88, 99] and urban environments [100]. These applications succeed as
the flowfields are dominated by fixed-point separations at well-defined sharp corners. LBM methods
at mid-fidelity resolution levels cannot accurately capture the near-wall viscous phenomena that arise
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on the vehicle or obstacle without substantial mesh and timestep refinement required to capture these
smaller-scale phenomena. Additional research in wall modeling techniques to alleviate these restrictive
requirements is a topic that can have a significant impact on the usefulness of LBM in aerodynamics.

Machine Learning Techniques: The uRANS or LBM computational simulations for separated flows
produce terabytes of data as researchers explore and categorise the important physics. This large amount
of data can become a bottleneck in understanding what variables influence the complex flow and aerody-
namic loads. Prior research has demonstrated that automatic mesh refinement (AMR) can aid in defining
the solution sensitivies and refining important flowfield characteristics [59, 101]. AMR can be very
expensive and some approaches require a priori knowledge of the important variables and necessary
levels of refinement. ML, along with artificial intelligence (AI), is a viable alternative to developing
cost effective meshing and identifying the variables driving the solution accuracy.

Machine learning techniques offer an alternative to identify key variables and guide a design of exper-
iments, understand important phenomena or develop reduced-order models. ML also has the potential
to inform decision-making algorithms fueled through AI techniques. While there is no indication that
ML/AI can reproduce the complex physics in these simulations, ML has recently had substantial success
in developing methods to replace aerodynamic coefficient table development for blade element analysis
[102] and reproducing the complex flowfield in the wakes of obstacles such as ships [103–105] and
urban canyons [100, 106].

In addition, significant improvements to turbulence and transition algorithms can be realised by using
ML to replace equation constants as variables that should adapt to the local environment. Some success
has been established in the LES community using locally dynamic kinetic model (LDKM) where the
subgrid scale changes as needed [107]. Combined with highly localised mesh refinement along with
overset meshing, ML can help obviate large mesh requirements. Algorithms that also adapt to locally
changing timesteps, working in conjunction with the remainder of the simulation to maintain time accu-
racy are also a potential area of research. To become a breakthrough, these methods need to be efficient
on multiple processors, dynamically interacting with additional or fewer processors as needed.

Uncertainty Quantification and Certification by Analysis: This discourse has specifically avoided
opining thus far on the topics of uncertainty quantification (UQ) and ‘certification by analysis’ (CbA).
These topics are exceptionally complex and deserve multiple lectures solely on themselves. Certainly
UQ is necessary to achieve CbA. UQ be used to identify when a simulation has reached its ultimate
use; and to provide the engineering applications that industry demands. This is difficult for dynamic
simulations, as researchers have not yet in many instances, defined accuracy with enough sufficiency
over the time period of interest, much less quantify the uncertainties and errors. In addition, care needs
to be taken with these uncertainty metrics – aleatory and epistemic uncertainties can result in very
different outcomes, and if applied incorrectly can provide completely erroneous conclusions.

5.0 Concluding remarks
Dr. Lanchester, in the preface to the 4th edition of his chief oeuvre, Aerodynamics: ‘. . .the study of Aerial
Flight will take its place as one of the foremost of the applied sciences, one of which the underlying
principles furnish some of the most beautiful and fascinating problems in the whole domain of practical
dynamics’ [5].

Even after more than 100 years, this quote reflects that the study of aerodynamics is still of keen inter-
est and importance in aeronautics. The study of aerodynamics has matured to include high-performance
computations which now permit significant advances in the resolution of highly unsteady, complex
phenomena that were unrealisable even a decade ago. Unlike Dr. Lanchester’s approach, collaboration
between multiple computational researchers and computational-experimental efforts are now routine
and have resulted in major developments that have benefited the aviation community.

Advances during the past quarter century have revolutionised the field of computational unsteady
aerodynamics when separation is present. Major hardware advances with significant investment in
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advanced algorithm development and improved experimental validation data have paid significant
dividends. Computational methods, when applied with the appropriate meshes and appropriately defined
numerical options, can provide accurate predictions of many of the problems the aerospace community
faces in the subsonic and transonic flight regimes. One of the largest problems that the community
needs to address is that best practices are disseminated, along with the limitations of their applications,
to users, and that engineers actually apply them correctly. It is worth noting again this quote from Rogers
Lanchester Lecture [14]: ‘The availability of computers does not absolve us from thinking deeply about
the fluid-dynamic nature of the problem’. This statement is perhaps even more important today when
computational methods proliferate, and many engineers must rely sole on computational results to make
engineering decisions.

While some characteristics of aerodynamics are mature, aerodynamics play a key role in many inter-
disciplinary applications, such as aeroelasticity of lifting and control surfaces; flight safety of pilots,
passengers and onlookers; and new use cases such as AAM and UAS or certification by analysis.
There still remain significant areas of development where improvements are needed and where research
investment is warranted.

A final cautionary observation is warranted for the new generation of researchers. In the 1990s, a
major thrust was initiated to replace physical wind tunnels with ‘virtual wind tunnels’ composed of
computational fluid dynamics solutions. The concept was highly oversold and resulted in the closure of
some test facilities that had been critical to advance aerospace engineering, while the promised com-
putational accuracy and cost effectiveness was never realised. The aerospace engineering community
is still recovering from these actions almost 30 years later. While ML and AI will be key in optimising
engineering processes both during simulation and analysis, caution should be exercised in asserting that
they will replace computational analyses (and physical testing) of these unsteady complex aerodynamics
in the next quarter century.
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