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Abstract
c-cyclical monotonicity is the most important optimality condition for an optimal transport plan. While the proof
of necessity is relatively easy, the proof of sufficiency is often more difficult or even elusive. We present here a new
approach, and we show how known results are derived in this new framework and how this approach allows to prove
sufficiency in situations previously not treatable.

1. Introduction
1.1 Optimal transport problems

Consider N ≥ 2 Polish probability spaces (X1, μ1), . . . , (XN , μN) and X =∏N
i=1 Xi. Let c : X → [0, ∞]

and consider the Multi-marginal optimal transport problems

min
γ∈�(μ1,...,μN )

C[γ ] := min
γ∈�(μ1,...,μN )

∫
X

cdγ , (P)

and

min
γ∈�(μ1,...,μN )

C∞[γ ] := min
γ∈�(μ1,...,μN )

γ − ess sup
(x1,...,xN )∈X

c, (P∞)

in the set

�(μ1, . . . , μN) := {γ ∈P(X) | π i(γ ) = μi for all i = 1, . . . , N},
that is, in the set of couplings or transport plans between the N marginals μ1, . . . , μN . We refer to the
second problem as the sup case. The first of these problems is widely encountered in the literature of
the last thirty years. The second, although also old, gained popularity only more recently thanks to the
applications of optimal transportation in machine learning (see, for example [17]).

Some general results on the multi-marginal optimal transport problem are available in refs. [10, 28,
30–32], and results for special costs are available, for example in ref. [23] for the quadratic cost with
some generalisations in ref. [27] and in ref. [12] for the determinant cost. More applications appeared
in ref. [24]. Applications to economics of the multi-marginal optimal transportation problems include,
for example, the problem of team-matching which is a generalisation of the classical marriage problem
[11, 13]. Applications to physics are related to quantum chemistry and the strong interacting regime for
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particles which are described in refs. [33–35]. By now, there are several papers on the transport theory
for the Coulomb cost and some more general repulsive costs, a selection is given by [8, 14–16, 20, 21].

This paper is concerned with an optimality condition for the problems above, introduced in the next
subsection. In particular, we will study the sufficiency of such optimality condition. We will give a new,
easier, and in our opinion easier-to-understand proof of some known results, and we will show that this
new approach allows to extend sufficiency results to a wider setting.

1.2 c-cyclical monotonicity, ∞-c-cyclical monotonicity and the main theorem

In this context, the c-cyclical monotonicity takes the following form.

Definition 1.1. We say that a set � ⊂∏N
i=1 Xi is c-cyclically monotone (CM), if for every k-tuple of

points (x1,j, . . . , xN,j)k
j=1 and every (N − 1)-tuple of permutations (σ 2, . . . , σ N) of the set {1, . . . , k} we

have
k∑

j=1

c(x1,j, x2,j, . . . , xN,j) ≤
k∑

j=1

c(x1,j, x2,σ 2(j), . . . , xN,σN (j)) .

We also say that γ ∈ �(μ1, . . . , μN) is c-cyclically monotone if it is concentrated on a c-cyclically
monotone set.

Definition 1.2. We say that a set � ⊂∏N
i=1 Xi is infinitely c-cyclically monotone (ICM), if for every

k-tuple of points (x1,j, . . . , xN,j)k
j=1 and every (N − 1)-tuple of permutations (σ 2, . . . , σ N) of the set

{1, . . . , k} we have

max{c(x1,j, x2,j, . . . , xN,j) | j ∈ {1, . . . , k}} ≤ max{c(x1,j, x2,σ 2(j), . . . , xN,σN (j)) | j ∈ {1, . . . , k}} .

We also say that a coupling γ ∈ �(μ1, . . . , μN) is infinitely cyclically monotone if it is concentrated on
an ICM set.

We will use the expression c-cyclically monotone for both conditions above. The main theorem of
this paper is the following

Theorem 1.3. Let μi ∈P(Xi) with compact support for i = 1, . . . , N, let c : X →R∪ {+∞} be contin-
uous. If γ ∈ �(μ1, . . . , μN) is an ICM plan for c, then γ is optimal.

Along the way, we will give a new proof of the following known result due, in a more general setting,
to Griessler [25].

Theorem 1.4. Let μi ∈P(Xi) with compact support for i = 1, . . . , N, let c : X →R be continuous. If
γ ∈ �(μ1, . . . , μN) is a CM plan for c, then γ is optimal.

We now discuss an important characterisation of c-cyclically monotone transport plans. With this
aim we define, still according to Griessler [25],

Definition 1.5. Let γ be a positive and finite Borel measure on X. We say that γ is finitely optimal if
all its finitely supported submeasures are optimal with respect to their marginals. Here by submeasure
we mean any probability measure α satisfying supp (α) ⊂ supp (γ ).

Proposition 1.6. If γ ∈ �(μ1, . . . , μN) is CM or ICM, then it is finitely optimal for the problem (P) or
(P∞), respectively.

Lemma 1.7. Let α =∑l
i=1 miδ(x1,i ,...,xN,i) and α =∑l

i=1 miδ(x1,i ,...,xN,i) be two discrete measures with positive,
integer coefficients and the same marginals. Let us denote by l̃ = m1 + . . . + ml the number of rows of
the following table
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x1,1 . . . xN,1

...
...

x1,1 . . . xN,1

⎫⎪⎪⎬
⎪⎪⎭ m1- times

. . . . . . . . .

x1,l . . . xN,l

...
...

x1,l . . . xN,l

⎫⎪⎪⎬
⎪⎪⎭

ml- times

where the first m1 rows are equal among themselves, the following m2 rows are equal among themselves
and so on. Let A be the analogous table associated with α. Then, A has l̃ rows, and there exist (N − 1)
permutations of the set {1, . . . , l̃} such that A is equal to

x1,1 . . . xN,σN (1)

...
...

x1,1 . . . xN,σN (m1)

x1,2 . . . xN,σN (m1+1)

...
...

x1,l . . . xN,σN (m1+...+ml−1+1)

...
...

x1,l . . . xN,σN (l̃)

Proof. For each k ∈ {1, . . . , N}, the k-th marginal of α is given by the sum of the Dirac masses centred on
the points of the k-th column of the table A with multiplicity. Analogously, the k-th marginal of α is given
by the sum of the Dirac masses centred on the points of the i-th column of the table A with multiplicity.
Since the marginals of α and α are the same, each point xk,i appearing in the k-th marginal must appear in
both matrices the same number of times, proving the existence of the bijections σ 2, . . . , σ N as required.
This also implies that A has l̃ rows.

Proof. (of Proposition 1.6) We fix a finitely supported submeasure α =∑l
i=1 aiδXi of γ . We need to

show that α is an optimal coupling of its marginals. To do this, we fix another coupling, α =∑l
i=1 aiδX

i ,
with the same marginals as α. We have to show that

C̃[α] ≤ C̃[α], (1)
where C̃ is any of the two costs under consideration. Let us first assume that the discrete measures α

and α have rational coefficients. We consider the measures Mα and Mα, where M is the product of
the denominators of the coefficients of α and α. They are discrete measures having positive, integer
coefficients and the same marginals, so we can apply Lemma 1.7 to find permutations σ 2, . . . , σ N such
that Mα and Mα have representations A and A, respectively. If C̃ = C we have using the c-cyclical
monotonicity of α

MC[α] =
l̃∑

i=1

c(x1,i, . . . , xN,i) ≤
l̃∑

i=1

c(x1,i, x2,σ 2(i), . . . , xN,σN (i))) = MC[α],

proving the optimality of α. If C̃ = C∞, the conclusion is immediate:
C∞[α] = max

1≤i≤k̃
c(x1,i, . . . , xN,i) ≤ max

1≤i≤k̃
c(x1,i, x2,σ 2(i), . . . , xN,σN (i)) = C∞[α].
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Now, assume that α and α have real (not necessarily rational) coefficients,

α :=
l∑

i=1

aiδXi , α =
l∑

i=1

aiδX
i .

We show that for all ε > 0 there exist two discrete measures

β :=
l∑

i=1

qiδXi and β =
l∑

i=1

qiδX
i ,

with the same marginals, qi, qi ∈Q and

|ai − qi| < ε, |ai − qi| < ε.

Being concentrated on X1, . . . , Xl and X
1
, . . . X

l is equivalent to the fact that the vector a :=
(a1, . . . , al, a1, . . . , al) is a solution of

Aa = 0,

where A is a matrix with coefficients 1, 0, −1. Indeed, if we write, for example, the equality between
the first two marginals we obtain

l∑
i=1

aiδx1,i =
l∑

i=1

aiδx1,i .

so some of the points x1,i must coincide with, for example, x1,1 and this gives, for two sets of indices∑
i∈I

ai =
∑
j∈J

aj.

Since the matrix A has integer coefficients

KerQA= KerRA,

and this allows to choose β and β. Since C[α] ≈ C[β], C[α] ≈ C[β], C∞[α] = C∞[β] and C∞[α] = C[β],
we conclude.

2. Essential background and preliminary results

The c-cyclical monotonicity is the most important optimality condition for a transport plan. Giving a
satisfactory historical background requires a paper on his own and we refer the reader to the survey [19].
Originally born in convex analysis as characterisation of sub-differential of convex functions, for N = 2 it
first appeared as optimality condition in ref. [29] in an equivalent formulation of the Kantorovich’s prob-
lem. In that context, which was partly motivated by some models appearing in financial mathematics,
the authors started by characterising optimal random variables using c-cyclical monotonicity.

For the quadratic cost c(x, y) = |x − y|2 in Rd, the necessity of the condition is a basic result. See,
for example, Prop. 2.24 of [36]. The classical structure of cyclical monotonicity of optimal plans was
mentioned as a possible alternative tool in ref. [7] and explicitly exploited in ref. [9]. After that, in ref.
[22], the authors extended the result to lower semi-continuous cost functions bounded from below. They
showed that every finite optimal plan with respect to such a cost lies on a c-cyclically monotone set.

For more general settings there are, essentially, two arguments to prove that the support of the optimal
plan must be c-cyclically monotone. The first one uses duality and appears in ref. [29], while the second
one relies on modifying a transport plan that is not c-cyclically monotone and showing that its cost can
be improved. The latter technique was introduced in ref. [1] and used, for example, in Proposition 2.24
of [36]. Both approaches can be extended to the multi-marginal case with few technical modifications.

To the best of our knowledge, for N = 2 the most general result was proved in ref. [4] who removed
regularity assumptions on the cost proving that: if X, Y are Polish spaces equipped with Borel probability
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measures μ, ν and c : X × Y → [0, ∞] is a Borel measurable cost function, then every optimal transport
plan with finite total cost is c-cyclically monotone.

Concerning the sufficiency of the condition, we reported above Th. 1.4 which seems to be the most
general available in the case N > 2. Much more is known for N = 2, and we will comment on this at the
end of the paper.

2.1 Lower semi-continuity, compactness and existence of minimisers

Existence f the optimal transport problems above is usually obtained by the direct method of Calculus
of Variations. Here, we shortly report the tools which we do not find elsewhere or that will be used
substantially in our proofs. A useful convergence on the set of transport plans is the tight convergence.

Definition 2.1. Let X be a metric space and let γn ∈P(X) we say that γn converges tightly to γ if for all
φ ∈ Cb(X) ∫

φdγn →
∫

φdγ .

The tight convergence will be denoted by
∗

⇀.

Definition 2.2. Let � be a set of Borel probability measures on a metric space X. We say that � is tight
(or uniformly tight) if for all ε > 0 there exists Kε ⊂ X compact such that

γ (Kε) > 1 − ε or, equivalently, γ (X \ Kε) ≤ ε

for all γ ∈ �.

Theorem 2.3 (Prokhorov). Let X be a complete and separable metric space (Polish space). Then, � ⊂
P(X) is tight if and only if it is pre-compact with respect to the tight convergence.

Remark 2.4.

1. The tight convergence is lower semi-continuous on open sets and upper semi-continuous on closed
sets;

2. If X is complete and separable, then if � is a singleton it is always tight.

The following compactness theorem will be used in this paper.

Theorem 2.5. For i = 1, . . . , N, let Xi be a Polish space. Let X = X1 × . . . × XN . Let Mi ⊂P(Xi) be
tight for all i. Then, the set

� = {γ ∈P(X) | π i
�
γ ∈Mi}

is tight.

Proof. Let ε > 0. By the tightness of Mi, we can fix a compact set Ki ⊂ Xi such that for all μi ∈Mi

μi(Xi \ Ki) <
ε

N
.

Let K = K1 × . . . × KN and let γ ∈ �. Since all the marginals π i
�
γ ∈Mi, and since

X \ K ⊂
(

(X1 \ K1) ×
N∏

k=2

Xk

)
∪
(

X1 × (X2 \ K2) ×
N∏

k=3

Xk

)
∪ · · · ∪

(N−1∏
k=1

Xk × (XN \ KN)

)
,

one gets

γ (X \ K) ≤ ε.
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Corollary 2.6. By Prokhorov’s theorem, a set � ⊂P(X) as in the theorem above is pre-compact for the
tight convergence. This is, in particular, true if Mi = {μi}.

If c is lower semi-continuous, then also the functionals C and C∞ (see problems (P) and (P∞) on the
first page for the definition) are lower semi-continuous with respect to the tight convergence of measures.
The lower semi-continuity of C is a standard result of optimal transport theory (see, e.g. [37] or [28] for
the multi-marginal case). The next lemma proves the lower semi-continuity of C∞.

Lemma 2.7. If the function c : X →R∪ {+∞} is lower semi-continuous, then also the functional C∞
is lower semi-continuous.

Proof. First, we note that, thanks to the lower semi-continuity of c, its γ -essential supremum can be
written as

γ − ess sup c = sup{c(x1, . . . , xN) | (x1, . . . , xN) ∈ supp γ }.
Fix γ ∈ �(μ1, . . . , μN) and let (γ n)n be a sequence converging to γ . Now there exist a vector v ∈ supp γ

and a sequence vn = (x1,n, . . . , xN,n) ∈∏N
i=1 Xi such that vn ∈ supp γ n for all n and vn → v. Moreover,

lim inf
n→∞

C∞[γ n] ≥ lim inf
n→∞

c(vn) ≥ c(v) .

Since the above inequality holds for all v ∈ supp γ and for all sequences converging to v, it also holds
for the γ -essential supremum, and the claim follows.

The use of compactness and semi-continuity theorems above gives the existence of optimal transport
plans for both problems considered here.

2.2 �-convergence

A crucial tool that we will use in this paper is �-convergence. All the details can be found, for instance,
in Braides’s book [6] or in the classical book by Dal Maso [18]. In what follows, (X, d) is a metric space
or a topological space equipped with a convergence.

Definition 2.8. Let (Fn)n be a sequence of functions X �→ R̄. We say that (Fn)n �-converges to F if for
any x ∈ X we have

• for any sequence (xn)n of X converging to x

lim inf
n

Fn(x
n) ≥ F(x) (�-liminf inequality);

• there exists a sequence (xn)n converging to x and such that

lim sup
n

Fn(xn) ≤ F(x) (�-limsup inequality).

This definition is actually equivalent to the following equalities for any x ∈ X:

F(x) = inf
{

lim inf
n

Fn(xn) : xn → x
}

= inf

{
lim sup

n
Fn(xn) : xn → x

}

The function x �→ inf
{

lim inf
n

Fn(xn) : xn → x
}

is called �-liminf of the sequence (Fn)n and the other
one its �-limsup. A useful result is the following (which for instance implies that a constant sequence
of functions does not �-converge to itself in general).

Proposition 2.9. The �-liminf and the �-limsup of a sequence of functions (Fn)n are both lower semi-
continuous on X.

The main interest of �-convergence resides in its consequences in terms of convergence of minima.
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Theorem 2.10. Let (Fn)n be a sequence of functions X → R̄ and assume that Fn �-converges to F.
Assume moreover that there exists a compact and non-empty subset K of X such that

∀n ∈N, inf
X

Fn = inf
K

Fn

(we say that (Fn)n is equi-mildly coercive on X). Then, F admits a minimum on X and the sequence
( infX Fn)n converges to min F. Moreover, if (xn)n is a sequence of X such that

lim
n

Fn(xn) = lim
n

( inf
X

Fn)

and if (xφ(n))n is a subsequence of (xn)n having a limit x, then F(x) = infX F.

3. Discretisation of transport plans (Dyadic-type decomposition in Polish spaces)

Let γ be a Borel probability measure on X = (X1, d1) × · · · × (XN , dN) with marginals μ1, . . . , μN . The
space X will be equipped with the sup metric

d(w, z) = max
1≤i≤N

di(w
i, zi).

Let εn = 1
n
. Since {μi}N

i=1 are Borel probability measures, they are inner regular. Hence for all n, there
exist compact sets K1,n ⊂ supp μ1, K2,n ⊂ supp μ2, . . . , KN,n ⊂ supp μN such that

μk(Xk \ Kk,n) <
εn

N
, (2)

for all k = 1, . . . , N. We may assume that, for all k and n, Kk,n ⊂ Kk,n+1.
We denote Kn := ∏N

k=1 Kk,n. Since

X \ Kn ⊂
(

(X1 \ K1,n) ×
N∏

k=2

Xk

)
∪
(

X1 × (X2 \ K2,n) ×
N∏

k=3

Xk

)
∪ · · · ∪

(N−1∏
k=1

Xk × (XN \ KN,n)

)
,

one gets

γ (X \ Kn) ≤ εn.

The cost c is uniformly continuous on each Kn, and for all n, we can fix δn ∈ (0, εn) such that the sequence
(δn) is decreasing in n and

|c(u) − c(z)| < εn for all u, z ∈ Kn for which d(u, z) < δn.

Next we fix, for all n, finite Borel partitions for the sets K1,n, . . . , KN,n. We denote these by {B̃k,n
i }m̃k,n

i=1 ,
k = 1, . . . , N, and we choose them in such a way that for all n ∈N and k ∈ {1, . . . , N}

diam(B̃k,n
i ) <

1

2
δn,

for all i ∈ {1, . . . , m̃k,n}.
We form a new, possibly finer, partition {Bk,n

i }mk,n

i=1 for each Kk,n by intersecting (if the intersection
if non-empty) each element B̃k,n

i successively first with the set Kk,1, then with Kk,2, and so on up until
intersecting with the set Kk,n−1. So that for j ∈ {1, . . . n} either Bk,n

i ∩ Kk,j is empty or it is the entire Bk,n
i .

The products

Qn = {B1,n
i1

× B2,n
i2

× · · · × BN,n
iN

, ik ∈ {1, . . . , mk,n} for all k = 1, . . . , N}
form a partition of the set Kn with

diam(Bk,n
i ) <

1

2
δn,

for all i ∈ {1, . . . , mk,n}.
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We denote

In = {(i1, . . . , iN) | γ (B1,n
i1

× B2,n
i2

× · · · × BN,n
iN

) > 0},

and for all i := (i1, . . . , iN) ∈ In, we use the notation Qn
i := B1,n

i1 × · · · × BN,n
iN . We fix points zn

i = zn
i1,...,iN

∈∏N
k=1 Bk,N

ik ∩ supp γ (i.e. zn
i ∈ Qn

i ∩ supp γ ). We define

α̃n =
∑

(i1,...,iN )∈In

γ (B1,n
i1

× · · · × BN,n
iN

)δzn
i1,...,iN

and αn = 1

γ (Kn)
α̃n; (3)

since α̃n(X) = γ (Kn), the measures αn are probability measures.
To each multi-index i = (i1, . . . , iN) and thus to each point zn

i correspond N points

x1,n
i ∈ B1,n

i1
, . . . , xN,n

i ∈ BN,n
iN

,

which are ‘coordinates’ in the spaces Xi of zn
i . The marginals of αn are supported by the Dirac mea-

sures given by these points. We denote these marginals by μ1,n, . . . , μN,n. More precisely, they can be
described as

μk,n = 1

γ (Kn)

mk,n∑
i=1

∑
i∈In
i=ik

γ (Qi)δxk,n
i

. (4)

Proposition 3.1. αn ⇀ γ .

Proof. Let ε > 0 and ϕ ∈ Cb(X). We have to find n0 ∈N such that∣∣∣∣
∫

X

ϕdγ −
∫

X

ϕdαn

∣∣∣∣< ε, for all n ≥ n0. (5)

Let M > 0 be such that

|ϕ(z)| ≤ M for all z ∈ X.

We fix n̄ ∈N such that

γ (X \ Kn) < min

{
1

2
,

ε

5M

}
, for all n ≥ n̄

Since ϕ ∈ Cb(X), it is uniformly continuous on the set Kn̄, there exists δ > 0 such that

|ϕ(z) − ϕ(v)| < ε

5
for all z, v ∈ Kn̄ such that d(z, v) < δ.

Moreover, the decomposition Qn has been constructed so that there exists n0 ≥ n̄ such that for all k ∈
{1, . . . , N} and n ≥ n0

diam(Bk,n
i ) < δ for all i ∈ {1, . . . , mk,n}.

We start from∣∣∣∣
∫

X

ϕ dγ −
∫

X

ϕ dαn

∣∣∣∣≤
∣∣∣∣
∫

Kn̄

ϕ dγ −
∫

Kn̄

ϕ dαn

∣∣∣∣+
∣∣∣∣
∫

X\Kn̄

ϕ dγ −
∫

X\Kn̄

ϕ dαn

∣∣∣∣ (6)
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and we evaluate separately the two terms on the RHS. For all n ≥ n0, the first term can be estimated as
follows: (we recall that, by construction, Kn̄ ⊂ Kn)∣∣∣∣

∫
Kn̄

ϕ dγ −
∫

Kn̄

ϕ dαn

∣∣∣∣=
∣∣∣∣
∫

Kn̄

ϕ dγ − 1

γ (Kn)

∫
Kn̄

ϕ dα̃n

∣∣∣∣
a)≤
∣∣∣∣
∫

Kn̄

ϕ dγ −
∫

Kn̄

ϕ dα̃n

∣∣∣∣+ γ (X \ Kn)

1 − γ (X \ Kn)

∫
Kn̄

|ϕ| dα̃n

<

∣∣∣∣
∫

Kn̄

ϕ dγ −
∫

Kn̄

ϕ dα̃n

∣∣∣∣+ M · 2 · ε

5M

<

∣∣∣∣
∫

Kn̄

ϕ dγ −
∫

Kn̄

ϕ dα̃n

∣∣∣∣+ 2ε

5
. (7)

Above in a), we have written
1

γ (Kn)
= 1

1 − γ (X \ Kn)
= 1 + γ (X \ Kn)

1 − γ (X \ Kn)

and then estimated the numerator from above by ε

5M
and the term γ (X \ Kn) of the denominator from

below by 1
2
. By construction, since n ≥ n̄, there exist a subset Īn ⊂ In such that

Kn̄ =
⋃

(i1,...,iN )∈Īn

B1,n
i1

× · · · × BN,n
iN

.

So we write ∫
Kn̄

ϕ dγ −
∫

Kn̄

ϕ dα̃n =
∑
i∈Īn

(∫
(B1,n

i1
×···×BN,n

iN
)

ϕ dγ −
∫

(B1,n
i1

×···×BN,n
iN

)

ϕ dα̃n

)
.

We simplify the notations for the next few lines and, for all i ∈ Īn, we denote by Q := B1,n
i1 × · · · × BN,n

iN

and by u0 = zi1,...,iN ∈ Q the point in which α̃n is concentrated. Then for each ‘cube’ Q∣∣∣∣
∫

Q

ϕ(u) dγ −
∫

Q

ϕ(u) dα̃n

∣∣∣∣=
∣∣∣∣
∫

Q

ϕ(u) dγ − ϕ(u0)γ (Q)

∣∣∣∣
≤
∫

Q

|ϕ(u) − ϕ(u0)| dγ ≤ γ (Q) · ε

5
,

and in the last passage, we have used the uniform continuity of ϕ on Kn̄. Summing the estimate above
over all cubes Q = B1,n

i1 × · · · × BN,n
iN , i ∈ Īn, gives∣∣∣∣
∫

Kn̄

ϕ dγ −
∫

Kn̄

ϕ dα̃n

∣∣∣∣< γ (Kn̄) · ε

5
≤ ε

5
.

Combining this estimate with (7) gives us the estimate∣∣∣∣
∫

Kn̄

ϕ dγ −
∫

Kn̄

ϕ dαn

∣∣∣∣< 1

5
ε + 2ε

5
= 3

5
ε. (8)

Finally, the ‘tail’ term in (6). Using the set Īn defined above one gets

αn(X \ Kn̄) = 1 − 1

γ (Kn)

∑
(i1,...,iN )∈Īn

γ (B1,n
i1

× · · · × BN,n
iN

)

= 1 − γ (Kn̄)

γ (Kn)
≤ 1 − γ (Kn̄) <

ε

5M
.
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Using this we get ∣∣∣∣
∫

X\Kn̄

ϕ dγ −
∫

X\Kn̄

ϕ dαn

∣∣∣∣≤
∫

X\Kn̄

|ϕ| dγ +
∫

X\Kn̄

|ϕ| dαn

< M
ε

5M
+ M

ε

5M
= 2

5
ε. (9)

Together estimates (8) and (9) prove the claim (5).

Remark 3.2. If supp μk is compact for k = 1, . . . , N, then the dependence on n of Kn is not needed
anymore since one can take Kn ≡ K := supp μ1 × . . . × supp μN . This also simplifies the analytic
expressions of αn and their marginal measures.

In line with the previous Remark, we prove the following:

Proposition 3.3. If supp μk is compact for k = 1, . . . , N then for all k, n and all i

μk,n(Bk,n
i ) = μk(Bk,n

i ),

where, we recall, μk,n is defined in (4) above and is the k-th marginal of the discretisation αn of γ defined
in (3).

Proof. Again we prove the formula for the first marginal.

αn

(
B1,n

i ×
N∏

k=2

Xk

)
=
∑
i∈In

i=i1

γ (Qn
i )δzn

i

(
B1,n

i ×
N∏

k=2

Xk

)

=
∑
i∈In

i=i1

γ (Qn
i ) = γ

(
B1,n

i ×
N∏

k=2

Xk

)
.

4. Variational approximations and conclusions

In this section, we prove the discrete approximations of the functionals that will be used in the optimality
proofs. Given a transport plan γ , we have introduced, in the previous section, the dyadic approximation
{αn}n∈N of γ .

4.1 The sup case

We define the functionals Fn, F : P(X) →R∪ {+∞} by

Fn(β) =
⎧⎨
⎩

C∞[β] if β ∈ �(μ1,n, . . . , μN,n),

+∞ otherwise;

and

F(β) =
⎧⎨
⎩

C∞[β] if β ∈ �(μ1, . . . , μN),

+∞ otherwise.

For the rest of this subsection, we assume that c is continuous and that μi has compact support for
i = 1, . . . , N. We prove the following
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Proposition 4.1. The functionals Fn are equi-coercive and

Fn
�→F . (10)

Proof. Let β ∈P(X). We recall that we need to prove the following:

∀(βn)n

∗
⇀ β in P(X), lim inf

n→∞
Fn(β

n) ≥F(β). (I)

∃(βn)n

∗
⇀ β in P(X) s.t. lim sup

n→∞
Fn(β

n) ≤F(β). (II)

If F[β] < +∞, the �-lim inf inequality (Condition (I)) follows from the lower semi-continuity of the
functional C∞. If F[β] = +∞, then either β /∈ �(μ1, . . . , μN) or C∞(β) = +∞. In the first case, since
βn ∗

⇀ β and μi,n ∗
⇀ μi for i = 1, . . . , N, there exists n0 ∈N such that βn /∈ �(μ1,n, . . . , μN,n) for all n ≥ n0.

Hence, Fn[βn] = +∞ for all n ≥ n0. If C∞(β) = +∞, then let M > 0 and let x ∈ spt β and r > 0 be such
that B(x, r) ⊂ {c > M − ε}. Since the evaluation on open sets is lower semi-continuous with respect to
the tight convergence, we have that, for n big enough, βn(B(x, r)) > 0 so that C∞(βn) > M − ε and since
M is arbitrary we conclude.

For the �-lim sup inequality (Condition (II)), if F[β] = +∞, then any sequence with the right
marginals and tightly converging to β will do. Therefore, we may assume that the measure β satisfies
β ∈ �(μ1, . . . , μN) and C∞[β] < +∞. To build the approximants, we use the Borel partitions {Bk,n

i }mk.n

i=1

and discrete measures introduced in Section 3. For all n, given a multi-index i = (i1, . . . , iN) we use,
again, the ‘cube’

Qn
i := B1,n

i1
× · · · × BN,n

iN

and set
Jn := {i | β(Qn

i ) > 0}.
We then define the measures

βn =
∑
i∈Jn

β(Qn
i )

μ1,n

|B1,n
i1

μ1(B1,n
i1 )

⊗ . . . ⊗
μN,n

|BN,n
iN

μN(BN,n
iN )

.

We show that βn has marginals μ1,n, . . . , μN,n. For all Borel sets A ⊂ X1, we have

βn

(
A ×

N∏
k=2

Xk

)
=
∑
j∈Jn

β(Qn
j )

μ
1,n

|B1,n
j1

(A)

μ1,n(B1,n
j1 )

=
∑

j1∈π1(Jn)

μ
1,n

|B1,n
j1

(A)

μ1(B1,n
j1 )

∑
{(j2,...,jN ) | j∈Jn}

β(Qn
j )

=
∑

j1∈π1(Jn)

μ
1,n

|B1,n
j1

(A)

μ1(B1,n
j1 )

μ1(B1,n
j1

)

=
∑

j1∈π1(Jn)

μ
1,n

|B1,n
j1

(A) = μ1,n(A). (11)

where the third inequality is due to Proposition 3.3. The computation is analogous for the other
marginals.

The sequence (βn) converges tightly to β which can be seen in a manner analogous to the convergence
of the sequence (αn) to γ . It remains to prove that the sequence satisfies the �-lim sup inequality. We
fix ε > 0. It suffices to show that

lim sup
n→∞

C∞[βn] ≤ C∞[β] + ε.
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Since for all n the support of βn is a finite set, we can fix un ∈ supp βn such that C∞[βn] = c(un). Moreover,
for all n there exists zn ∈ supp β such that d(un, zn) ≤ 1

2
δn. Now for all n large enough to satisfy εn < ε,

we have

C∞[βn] = c(un) ≤ c(zn) + εn ≤ C∞[β] + εn < C∞[β] + ε

and we are done.
By Corollary 2.6, �(μ1, . . . , μN) ∪n �(μ1,n, . . . , μN,n) is compact and therefore the equi-coercivity

follows.

4.2 The integral case

We define the functionals Gn, G : P(X) →R∪ {+∞} by

Gn(β) =
⎧⎨
⎩

C[β] if β ∈ �(μ1,n, . . . , μN,n),

+∞ otherwise;

and

G(β) =
⎧⎨
⎩

C[β] if β ∈ �(μ1, . . . , μN),

+∞ otherwise.

Also for the integral case, we assume that the measures μ1, . . . , μN have compact supports and that the
cost function c : X →R is continuous. We prove the following:

Proposition 4.2. The functionals Gn are equi-coercive and

Gn
�→ G. (12)

Proof. The proof is analogous to that of Proposition 4.1. The only substantial difference is in the proof of
the �-lim sup inequality in the case that the measure β belongs to the set �(μ1, . . . , μN). We have to find
a sequence (βn), weakly∗ converging to β and satisfying Condition (II). Let (βn) be the discretisation
defined in the proof of Proposition 4.1. Since the supports of the measures μ1, . . . , μN are compact,
also the set K := spt μ1 × · · · × spt μN is compact. Note that for all n ∈N, we have spt βn ⊂ K. We set
T = maxz∈K c(z). Now the function cT := min{c, T} is continuous and bounded on X and by the weak∗-
convergence

G(βn) =
∫

X

cdβn =
∫

X

cTdβn →
∫

X

cTdβ =
∫

X

cdβ = G[β],

from which the �-lim sup inequality follows.

4.3 Proof of the main theorems and a counterexample

Proof. (of Theorem 1.3) By Proposition 3.1 and Remark 3.2, we can find a sequence (αn)n with finite
supports such that spt αn ⊂ spt γ and αn ∗

⇀ γ . We define the functionals F and Fn of Subsection 4.1
using the marginals of γ and αn. The plan γ is ICM; therefore by Proposition 1.6, it is finitely opti-
mal. This means that each plan αn is optimal between its marginals and thus a minimiser of the
functional Fn.

The �-convergence and equi-coercivity established in Proposition 4.1 imply, by Theorem 2.10, that
the minimisers of the functionalsFn converge, up to subsequences, to a minimiser ofF . Therefore, since
αn ∗

⇀ γ , the plan γ is optimal for the problem (P∞).
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Proof. (of Theorem 1.4) The proof is the same as that of Theorem 1.3. The �-convergence is now given
by Proposition 4.2.

In ref. [2], Ambrosio and Pratelli give, for the problem (P), an example of lower semi-continuous
cost function c : X × X → [0, ∞] (c assumes also the value +∞), for which there exists a c−cyclically
monotone transport plan which is not optimal. After that it has been shown in refs. [4] and [5] that, for
N = 2, it is enough that c is Borel measurable and that the set {c = +∞} as a special structure. Actually,
the measure theoretical tools introduced in ref. [5] could be applied in an even more general settings.
We refer the reader to those papers for further details.

The next example, that is a slightly modified version of the example of [2], shows that also in the case
of the problem (P∞) the continuity of the cost may be required, even when the cost assumes only finite
values.

Example 4.3. Let us consider the two-marginal L∞-optimal transportation problem with marginals
μ = ν =L|[0,1] and the cost function

c(x, y) =
⎧⎨
⎩

1 if x = y

2 otherwise
.

We fix an irrational number α. We set T1 = Id[0,1] and T2 : [0, 1] → [0, 1], T2(x) = x + α (mod 1).
Now T1 is an optimal transportation map for the problem (P∞) with C∞[T1] = 1. Since C∞[T2] = 2, T2

cannot be optimal. However, it is ICM.
In fact if we assume that T2 is not ICM, we should find a minimal K ∈N and a K-tuple of couples

{xi, yi}K
i=1, all belonging to the support of the plan given by T2, such that

max
1≤i≤K

c(xi, yi) > max
1≤i≤K

c(xi+1, yi),

with the convention xK+1 = x1. By the definition of the map T2, we have yi = xi + α (mod 1) for all i.
Given the form of c, the only form in which this inequality can hold is 2 > 1. The right-hand side now
tells us that yi = xi + α (mod 1) for all i, that is, xi+1 = xi + α (mod 1) for all i. Summing up now gives
us (keeping in mind that xK+1 = x1) that x1 = x1 + Kα (mod 1), contradicting the irrationality of α.
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