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ABSTRACT. The eXIstIng m ethods of predicting a valanche da nger often do not m eet users' demands 
because of the empiric character of the insufficient volume of information used. In such forecasts the con­
tribution of ea ch individual parameter into the prognostic information is unknown, and this is very important 
when studying such an event a s avalanche formation, which is conditioned by a complex interaction of 
numerous factors, including snow a ccumulation, snow thickness, and the conditions of its d evelopment. 
It is obvious tha t such problem s can be successfully solved by statistical methods, and tha t explains the 
growing inter est in numerical m ethods of avalanche forecasting. Problems of multi-dimensiona l observations 
arises in many scientific fields. The method suited for this problem is discriminant analysis, the purpose of 
which is to divide a multi-dimensional observation vector into predetermined classes. 

This study considers the prognostic (diagnostic) problems of fresh-snow avalanches released during 
snowfall or in the two days a fter it has ceased. The theoretical basis is a complex of statistical methods : 
correlation and dispersion analysis, "sifting" for the choice of predictors' informative groups, construction 
of linear parametric discriminant functions, predictions based on training sample, and verification of dis­
criminant functions based on independent materia l. 

The archive used in the study consisted of 500 a valanching cases and [ 300 non-avalanching ones. All 
situations were grouped according to geomorphological characteristics. Each situation is descr ibed by eight 
meteorologica l characteristi cs. The results of classification of snowfa ll situations into ava la nching and 
non-avalanching ones are as follows: reliability of p is from 75% to 9 [ % , H from o. [5 to 0 .5[; based on 
independent material the relia bility of p is from 63% to 85 % , H from o. [0 to 0.56. 

R EsuME. U tilisation de I' analyse discriminante linea ire pour classer les episodes de chutes de neige en situations 
dangereuses DU non dangereuses du point de vue avalanches. Les methodes exista ntes pour la prevision du danger 
d 'avala nche ne sat isfont pas toujours a la dema nde d es usagers en ra ison d u caractere empirique du volume 
insuffisant d'informations utilisees. Dans les previsions de l'espece, la contribution de chaque parametre 
particulier au pronostic est inconnue alors qu'elle est tres importante d a ns l'etude d 'evenem ents comme la 
formation d'avalanches regie pa r d es interactions complexes entre de nombreux facteurs, chutes de neige, 
epaisseur du m a nteau, conditions d e son developpem ent. Il est clair que de tels problem es peuvent etre 
resolus a vec succes par des m ethodes statistiques, ce qui explique un inten~t croissant pour les methodes 
numeriques d e prevision d 'avala nches. Des problem es d 'observations multid imensionnelles se posent dans 
beau coup d e disciplines scientifiques. La method e convenable pour d e tels problemes est l' a nalyse discri­
minante dont l'objectif est d e diviser le vecteur observations multidimensionnelles en classes preetablies. 

Cette etude considere les problem es de pronostic (diagnostic) des avalanches de neige fra ich e se produisant 
penda nt une chute de neige ou dans les deux jours qui suivent. La base theorique est une reunion d e methodes 
statistiques : ana lyses de correla tion et de dispersio n, " test " pour le cho ix des groupes d ' informations pre­
dicteurs, construction de fonctions discriminantes d e p a ra metres lineaires, previsions basees sur d es essais sur 
echantillons, et verification des fonctions discrimina ntes sur la base d e m a teriels independants. 

La popula tion utilisee da ns cette etude comprena it 500 cas d 'avala n ches et [ 300 cas de non-avalanches. 
Toutes les situa tions ont ete groupees selon leurs caracteristiques geom orphologiques. Chaque situation est 
decrite par huit caracteristiques m eteorologiques. Les resultats de la classification des situations de chute de 
neige en a vala ncheuses et non-a vala ncheuses sont les suivants : la fiabilite d e p va de 75 % a 9 [%, celle de H 
de 0, [5 a 0,5 [ ; a partir de donnees independantes, la fiabilite de p est d e 63 % a 85 % , celle de H de 0,10 a 
0,56. 

ZUSAMMENFASSUNG. Klassijiz ierung von Hiingen hinsichtlich ihrer Lawinengifahr wiihrend eines Schneifalls mit 
Hilfe der linearen Unterscheidungsanalyse. Infolge ihres empirischen Charakters od er wegen zu geringen Informa­
tionsvolumens werden die verfugbaren Methoden zur Vorhersage von Lawinengefahr oft d en Anforderungen 
del' Interessenten nicht gerecht . Bei Vorhersagen diesel' Art ist der Anteil j ed es einzelnen Parameters an del' 
prognostischen Information unbekannt; dies ist von grosser Bedeutung fur das Studium von Ereignissen wie 
der Lawinenbildung, die vom komplexen Zusammenwirken vieler Faktoren wie Akkumulation, Zusammen­
setzung und M eta morphose d es Schnees abhangt . Offensichtlich konnen solche Problem e erfolgreich mit 
statistischen M ethoden gelost werden, woraus sich das wachsende Interesse der letzten Zeit an Rechen­
methoden in d el' Lawinenvorhersage erklart . Im vorliegenden Fall handelt es sich urn die Unterscheidungs­
analyse zur Aufspaltung eines vieldimensionalen Beobachtungsvektors in vorbestimmte Klassen. Diese 
Untersuchung gilt dem Problem der Vorhersage von N euschneelawinen, die wahrend odeI' bis zu zwei 

• This paper was accepted for the Symposium on Applied Glaciology, Cambridge, September [976, but not 
presented because of the absence of the author. 
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Tagen nach Ende eines Schneefa lI cs abgehe n . Die theorctisch e G.-undlagc iSl c in K o mpl cx \'on sta tislisch en 
M ethoden: Korrela tio ns- und Dispersionsana lyse; Filterung zur Auswahl del' zur V orhcrsagc geeigneten 
Informationsgruppen; Aufbau lincarer Parameter del' U ntersch eidungsfunktionen; Vorhersage auf der 
Basis von Lehrstichproben und Erprobung d e l' U nterscheidungsfunkti onen mit unabha ngigcm M a te ri a l. 

Das benutzte Archiv e nthalt 500 Fa lIe mit und I 300 Fa ll e ohne Lawi nen. All c Hange sind na ch geo­
morphologischen K ennzeichen eingruppiert und nach 8 meteorologischcn Verha ltnissen besrhri eben. Die 
Ergebnisse der Hangklass ifizierung hins ichtli ch ihrcr Lawint:ngcfa hr sind die folgenden. 

Die Zuverlass igkeit p liegt zwischcn 75 und 91" ;, ; H ist 0,15- 0,5 ' ; mit una bha ngigcm Materi a l liegt p 
zwisch en 63 und 85 % ; H iSl 0, 10- 0,56. 

THE aim of discriminant anal ys is is to divide X vector-predictors into classes by an optimal 
method according to the prescribed predicta nt classes ; the discriminant function makes it 
possible to determine the class of any X that is not included into the arc hive. 

The simplest solution of the problem concerning the division of the object into classes is 
obtained with normally-distributed continuous predictors, identical covariant matrices 
within both classes of the object, and with inequality of mathematical expectations within the 
classes. In this case the problem is solved by means of a linear parameter discriminant 
function U( X ) that may be considered as some one-dimensional variable with normal distribu­
tion. The equality of the covariant matrices of different classes is a ra th er strong limitation, 
but it essentially simplifies the computational technique . 

Non-significance of the differences b e tween them is d efined empirically, and then one 
matrix is constructed by averaging (taking the weights into consideration) the same elements. 
Another limitation is connected with the deviation from normal distribution that is conven­
tional for some parameters. 

Discriminant analysis methods are widely used in hydrometeorology (Gruza, 1967; 
Suzuki, 1969; Bois and Obled, 1973) ' I ts application is simplest for forecasting of phenomena 
which assume alternative formulation. In this case the linear discriminant function at the 
limit of classes is: 

( ) 'A I ( M ) I 11 2C2 

U X = X -; M I + 2 A - In I1
I
C

I 
' 

where MI and NI2 are vectors of mathematical expectations within classes <Il, and <fJ 2 res­
pectively; 111 and 11, are a priori probabilities of classes <fJ 1 and <P,; Cl and C2 are values of 
erroneous classification of the first and the second kind , their relation is assigned according to 
a priori probabilities of classes and valuability of correct prediction of each class; Cl is the 
value of the erroneous classifica tion of the first kind which means that the X vector belonging 
to the first class is referred to the second one; C2 is the value of the erroneous classification of the 
second kind which means that the X vector belonging to the second class is referred to the 
first one. These errors arise due to the fact that the probability density of different classes is in 
some way re-covered by each other. By means of the C, /C I correlation it is possible to improve 
results of correct identification of one class by deterioration of results of identification of the 
other class. The prime is the transposition sign and A is a vector of linear coefficients 

A = S- I(MI-M,), 

where S denotes the mean covariant matrix. 
Whether the concrete realization of the X vector belongs to classes <fJ 1 and <P2 is deter­

mined by the following decisive rule: if V (X ) ;;:: R, then class <PI is forecast (i.e. avalanching 
is expected) ; if V (X) < R, then class <Tl, is forecast (i.e. avalanching is not expected) . 

R denotes the threshold value of the discriminant function 

I I I1,C, 
R = ; (M I +M2 ) A- In I1

I
C

I 
. 

The purpose of the study was to classify the situations into avalanching and non-avalanching 
ones during snowfall (zero earliness forecast or diagnosis of the fresh-snow avalanches which 
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slipped during snowfall or within the next two days when there was no rise in temperature). 
The concept "zero earliness forecast" can be explained as follows. Let us analyse the object 
which is described by observing parameters y = (Y"Yz, , . . ,Ym); these observations can be 
referred to the different moments of time IYj' j = I , ... , m. Suppose that we have clarified 
the physical na ture of this object and can describe it by another one X = (x" xz, .. " xn), 
i. e. the characteristics of the X objects are a lso referred to different moments of time lx" 

i = I , . ." n. If max lx, < min IYj then the analysis can be regarded by its character as 
prognostic. I ) 

Otherwise extrapolation in time and, consequently, the prediction is not possible. Let us 
assume that when max l x, < min IYj the time interval T = min IYj-max tx , indicates the 

t 1 J I 

forecast earliness, the moment of time max lx, represents the moment of forecasting and 
I 

the time interval Ty = max tYj -min IYj indicates the forecasting period or period of fore-
casting efficiency. ) ) 

The case when the requirement max lx , < min ty , is not realized, i.e . T < 0, is also 
I ) 

interesting, and generally it is in accordance with the problem of statistical a nalysis or 
diagnosis. Sometimes it is called "zero earliness forecast" . 

Investigations were carried out on the basis of observed da ta obtained from snow-avalanche 
stations in Central Asia. For the analysis samples consisting of 500 cases of avalanching 
(class <D I ) and I 3 00 cases of non-avalanching (class (I>z) were used. All data were differen­
tiated into two altitude zones (higher and lower than 3 000 m ) and into three sectors in each 
alti tude zone. ,The first sector united cases of situations observed on slopes of southern aspect 
(S. , S.E ., and S.W. expositions), the second one covered cases with western and eastern 
aspects, and the third sector united cases observed with northern aspects , (N., N.E., and N.W. 
expositions). The values of the vector-predictor in each zone differs in the varia ble quantity 
Xs (the sum of the total daily radiation during the period of snowfall , which depends on the 
slope aspect). The whole totality of avalanches was considered as one case, if some avalanches 
were observed in similar height conditions and orographic aspec t. 

A vector whose components are analogue data on meteorological conditions in which the 
formation of a fresh snow layer occurs and which have decisive influence on avalanche forma­
tion in fresh snow, is taken as a predic ting vector (predictor) X = (X I ' xz, . .. , Xk), 
k = I, ... ,8. The variables X I' X 2, X3 are introduced into the prediction scheme to charac­
terize indirectly the state of the old-snow surface at the beginning of snowfall. T able I gives 
the content of the predictor. 

TABLE I. THE MEANING OF THE PREDICTORS USED 

Predictor M eallillg ill classes <1>, and <1>2 

9 

x, The average air tempera ture three hours before the beginning of snowfall , in degrees 

x, Air temperature at the m oment of the beginning of snowfall, in d egrees 

XJ Absolu te air humidity a t the moment of snowfall beginning, in mbar 

x. The dura tion of the period from the beginning to the end of the snowfa ll for class <1>2 and from the 
snowfa ll beginning up to the avalanching for class <1>" in hours 

Xs T he sum of solid precipi tation for the snowfa ll period for class <1>, and for the period from the beginning 
of snowfall up to avalanching for class <1>" in mm 

X6 T he su m of average dai ly a ir temperature for the snowfall period for class <1>2 and during the period 
from snowfall beginning up to avalanching for class <1>" in d egrees 

X 7 The sum of average dai ly absolu te air humidity during the period from the beginning to the end of 
snowfall for class <1>2 and for the period from snowfall beginning u p to avalanching for class <1>" 
in mbar 

Xs T he sum of daily total radiation during snowfa ll period for class <1'>2 a nd for the period of snowfall 
beginn ing up to ava lanching for class (Il" in cal/cm2 (or J /cm') d a ily 
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Discriminant analysis provides for two stages according to the scheme used: training and 
control testing. Training implies the first stage of the experiment when the training is carried 
out on the basis of predictor sampling with a known division into classes, i.e. the correlation~l 
analysis is realized, the covariance matrix is constructed, the predictors are sifting, the co­
efficient of the discriminant function and the indicator of divisibility (N R) are assessed. 
The stage of control testing includes the assessment of the reliability sample forecasts on 
dependent and independent material. The material is referred to as "dependent" if the 
training is carried out including it; "independent" material is material not included in the 
training stage, but used for testing of the discriminant functions constructed on the basis of 
dependent material. 

Different statistical characteristics are considered within each stage. "Double 'Student's' 
i-criterion" determines divergence variability of %<1>1 and %<1>2' the arithmetic mean values of 
samples obtained from the results of independent measurements . This is one means of 
predictor informativity and serves as an assessment of the possibility of their application for 
classification of situa tions into classes <1>1 and <D2 classes during snowfalls . 

The calculations showed that considering error probability from 0.10 to 0.05 for predictors 
X 4-Xg, the difference in the means of samples of classes <DI and <1>2 is mainly significant; 
insignificant differences prevail for predictors X I -X3, this indicates their low informativity 
according to this criterion. 

Informativity of different predictor groups was defined by a "sifting method" that includes 
the definition of a division index (NR) : 

(N R) = UI(X)-02(X) 
vD ' 

where OI (X) and 02(X) are mean values of discriminant function within classes <DI and <D2; 
OI (X) - U2(X) = L12 (Mahalanobis distance), and D is the dispersion of the linear discrimi­
nant function within both classes. The "sifting" method consists of the following procedures. 
First all the components of the X vector are inspected and a component is chosen that provides 
the best classification into classes <DI and <D2 ((NR) value being taken as a criterion). Then 
U(X) is calculated for the chosen component together with each other one. The pair which 
gives maximum (N R) value is taken as the optimal one. The optimal pair is used to choose 
an optimal triple, etc. 

In Table II the results of "sifting" are presented for six samples, where the predictors are 
set in the order of their choice at "sifting". PT in this table denotes the theoretical probability 
of correct classification (Gnedenko, 1965). 

The data presented in Table II which show the degree of informativity increasing 
(through (NR)) as each predictor is added, allow us to conclude that the optimal informativity 
group (in the given complex) is obtained by means of variables characterizing the total value 
of precipitation, solar radiation, absolute air humidity, precipitation duration, and, in three 
of the six cases chosen, the sum of daily mean air temperatures. The order of these variables 
determined by their informativity rank was different in the two altitudinal zones. 

In the altitude zone higher than 3 000 m, the classification of snowfall situations depends 
greatly upon precipitation value, while in the zone lower than 3 000 m it depends upon solar 
radiation. In the first zone during the third step of "sifting" the X 7 variable, the sum of daily 
mean absolute air humidity, was chosen; in the second zone this variable entered the optimal 
complex only in the fourth step. 

At the boundary of this group the growth of theoretical forecas t reliability essentially stops. 
This is rather important when defining the optimal group of predictors which is included into 
forecast, because introduction into the prediction scheme offeatures insignificantly affecting the 
classification quality, leads to the deterioration of the reliability of the forecast on independent 
material, although the forecast based on dependent material can be improved to some extent. 
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TABLE n. COMPARATIVE INFORMATIVITY OF DIFFERENT- PREDICTORS 

Sample Predictor (NR) PT Sample Predictor (NR) PT 

Xs 0.49 1 Xs J 1.00 
Xs 0.877 0.666 Xs 1.58 0.785 
X 7 0.983 0.688 X4 1.63 0·7g 1 

Sector X6 1.12g 0.7 16 Sector x, 1.70 0.802 
I x 4 1.221 0·729 I X7 1.78 0.81 3 

X3 1.226 7 0·729 X6 1.80 0.816 
X z 1.230 2 0.732 Xz 1.82 0.818 
x, 1.256 7 0·735 X3 1.83 0.818 

Xs 0.558 X s 0.7 19 
Xs 0.750 0.644 Xs 1.07 0.705 
X7 1.049 0.6g8 x 4 1.209 0.726 

Altitude Sector X4 1.078 0.705 Altitude Sector x 7 1.532 0.776 
zone I 11 X3 LOg I 0·709 zone n 11 X6 1,846 0.821 

X z I. 1244 0.7 16 Xz I.go 0.836 
X, 1.131 6 0.7 16 X3 I.g8 0.838 
X6 1.1 32 7 0.7 16 x, I.gg 0.838 

Xs 0·744 Xs 0.4 13 
Xs 1.004 0.6g1 Xs 0·579 0.61 4 
X7 1.065 0.705 X4 0·729 0.640 

Sector X4 1.144 0.7 15 Sector X7 0·95 1 0.681 
III X6 1.2335 0.732 III Xz 1.043 0.6g8 

X3 1.235 2 0.732 X3 1.044 2 0.6g8 
X, 1.237 4 0.732 X6 1.0443 0.6g8 
X z 1.238 I 0.732 x, 1.0445 0.6g8 

The predictors which were not included into the optimal complex include the variables 
XI> X 2 , and X 3 indirectly characterizing the state of the old-snow surface before the snowfall 
began. 

The next stage of the experiment consisted of making a forecast on the basis of the training 
sample, and for this purpose the discriminant function value was found, and the classification 
of situations into avalanching and non-avalanching ones with different values of Cl and Cz 
was made using the rule mentioned above. The best results for satisfactory classification of 
situations into the two classes were obtained with the values of the erroneous classification 
inversely proportional to the class of the appearance probability (except sector 11 in the 
altitude zone 11, where the best result was obtained with a lower ratio Ct/Cz). 

Table III shows the forecast estimation based on the' training sample at various Cl /Cz 
ratios and with either eight- and five-dimensional vector predictors for the sectors of the first 
altitude zone in order to es timate the effect of the dimension N x of the vector-predictor on the 
forecast result (when N x = 5, the predictors which were not introduced in Table 11, were 
excluded). 

The following symbols are used in Table Ill: 

n 
(Ill' <1>1) 
(Il" <1>2) 
(Il2' <1>1) 
(Il2' <1>z) 

P 
H 

the number of cases of coincident events, 
avalanches predicted and observed, 
avalanches predicted but not observed, 
avalanches observed but not predicted, 
avalanches not predicted and not observed, 
percentage of reliable forecasts, 
criterion of reliability used for estimation of prediction of rare events; this 
criterion varies from 0 for a random forecast to 1 for an ideal one (Bagrov, 1965) . 

This last criterion is more effective for assessing avalanche prediction, as is obvious, for 
instance, from the forecast result for sector 11 of altitude zone 11, where at p = 90,9%, H 
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equals only 0.15% . The high percentage of forecast reliability with a low value of the H 
criterion in this case was due to successful prediction of class <1>2 with a comparatively small 
number of cases in class <1> I. 

As a rule forecasts made by discriminant functions constructed on independent material 
proved to have less reliability, but quite comparable with the reliability of an avalanche 
forecast by any other empirical method, and testifies to the usefulness of the proposed method. 
The forecast results on independent samples are given in Table IV. 

TABLE Ill. ESTIMATION OF SUCCESS OF CLASSIFICATION OF SITUATIONS DURING SNOWFALLS 

INTO AVALANCHING AND NON-AVALANCHING ONES 

Ratio oJ succes~rul and 
unsuccessful Jorecasts 
in classes cI>1 and cI>, Estimation oJ the 

Jorecast reliability 
Sector Dimensions Value n(II" cI>1 ) n(II" cI>1) 

Xx CdC, n (II" cI>,) n(II" <1>,) P H 
% 

Altitude zone I 

{ 
8 3/ 1 86 ~ 80.2 0.50 

Sector 
36 304 

I 5 3/1 90 26 81.5 0.5 1 
64 306 

{ 
8 3/ 1 35 ~ 80·7 0·34 

Sector 
45 325 

11 5 3/1 32 -±±. 81.2 0.32 

40 330 

{ 
8 5/1 65 ..1±- 82.8 0·47 

Sector 
69 432 

III 5 5/1 66 .l1. 83-3 0·47 
67 434 

Altitude zone 11 

Sector 8 10/1 21 II 87.6 0·43 
I 37 3 16 

Sector 8 8/1 1 .R 90.9 0.15 
11 5 494 

Sector 8 4/1 58 23 75·3 0.42 
III 58 18g 

TABLE IV. ESTIMATION OF SUCCESS OF CLASSIFICATION OF SITUATIONS DURING SNOWFALLS INTO AVALANCHING AND 

NON-AVALANCHING ONES BASED ON INDEPENDENT MATERIAL 

Altitude zone I Altitude zone 11 

Estimation of Estimation of 
Jorecast reliability forecast reliability 

Dimension Value Dimension Value 
Sector Xx CdC, P H Xx CdC, p H 

% % 

Se~tor { 
8 3/ 1 78.8 0.50 8 5/1 84·7 0.10 

5 3/ 1 80.0 0.56 5 5/1 76.4 0.22 
8 5/ 1 70.0 0.20 8 5/ 1 79.6 0·54 

Sector { 
11 5 5/ 1 72.0 0·33 5 5/1 79.8 0.56 

8 4/ 1 79. 1 0.51 8 3/1 63.2 0.30 
Sector { 

III 5 4/ 1 80.6 0·53 5 3/1 62.1 0.28 
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The work is far from being completed; improvement of the given scheme implies drawing 
in a greater volume of material, using additional predictors, and transition . to a forecast 
with an "earliness" which differs from zero. 

MS. received 16 August 1976 and in revised form 4 July 1977 
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