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1. Theorem I. If 2o/(n) = F(n), where a and n are positive
integers, and if J\n) is a finite single-valued function of n for
values of w*a, then 2oA/(n) = A F(ra) +const.

By supposition f(a) +/[a +l) + ... +J\n) = F(ro), hence F(n),
being the sum of a finite number of finite single-valued functions,
must be a finite single-valued function of n.

Hence also A/(m) and AF(n) must be finite single-valued
functions of n.

Now f{n) = F(»i) - F(M - 1)

A/(n) = AF(n) - AF(ra - 1)

- l ) = A F ( n - l ) - AF(n-2)

F r o r a

A/(a + 1) = AF(a + 1) - AF(o)

A/(a) = AF(a) - AF(a - 1)

.-. ^A/'(n) = AF(ra) - AF(« - 1).

^ = AF(n) + const.
-I

1

(« +2)we derive - ,

Putting n = 1, const. = 1 .-. 2,

+ c o n s t

2(n+l)(n + 2)

1
. . . .

n(n + l)(n + 2) 2)
+ i.4
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2. Theorem II. If ~S,af(n) = F(ra), where a and n are positive
integers, and if /{«), F(a;) and their first derivatives f'(x), V(x) are
finite single-valued continuous functions of x for finite values of

then 2" /'(«) = F'(n) + const.
we have f(x) = F(x) - F(a; - 1)

.-. /'(*) = F ( * ) - F ( * - l )

.-. f(n) = F'(n) - F(w - 1)
/ ' (n - 1) = F'(n - 1) - F(n - 2)

••• 2>(n)-F(n)-F(a-l)

.-. s"/ '(n) = F(«) + const.
„ . 1 . 2 , 3 , n , 1 2 3
Ex. l o g T + log T + l o g T + . l l

.-. 2"[log» - log(n + 1)] = - log(n + 1).
Here J\x) = loga; - log(a: +1), F(x) = - log(* + 1)

J v ' x x+r v ' x+i
•'• Jlx)> F(x), f'(x), F(x) are all finite single-valued continuous
functions of x for finite values of x^l.

.: 2"| -\ = + const.
L« n + l j n+1

n(n + l) n + 1
Putting n = 1, const. = 1

v« J 1

+ const.

n

3. Theorem III. If So_/̂ w) = F(n), where a and n are positive
integers, and if f(x), F(a;) and their integrals with respect to
x, y~'(a;), F~'(a;) are finite single-valued continuous functions of x
for finite values of i g a , then 2"/-1(n) = F-1(n) + Cn + C, where
C and C' are constants.
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We have f(x) = F(x) - F(x - 1).
Hence on integrating with respect to x, we have for finite values

of x^a,
f-\x) = F-\x) - F~\x - 1) + C

where C is a constant.
f~\n) = F-'(n) - F~\n - 1) + C

f~\n - 1) = F-Vn - 1) - F-Hn - 2) + C

f-\a + 1) = F-l(a + 1) - F-'(a) + C
/-1(a) = F- ' (a)-F- ' (a- l) + C

^/-Vn) = F-1^) - F-'(a - 1) + C(n - a +

where C and C' are constants.
n

Ex. 2 l ( n ) =

Here yi^) = x, F(a

/" ' (*) = "5" + const-> F~1(a;) = Y + "T + const.

.-. fix), F(x), /"'(a;), F~'(a;) are all finite single-valued continuous
functions of x for finite values of a;*l.

Putting n = 0, C' = 0, and n = l , C = TV,
_" m n3 n2 m

••• W>-s- + T+T.
From which we derive in a similar manner

and putting n = 0, C' = 0, and n = l , C = 0

and so on.
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