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Bounds on some geometric functionals of
high dimensional Brownian convex hulls
and their inverse processes

Hugo Panzo® and Evan Socher

Abstract. We prove two-sided bounds on the expected values of several geometric functionals of the
convex hull of Brownian motion in R” and their inverse processes. This extends some recent results of
McRedmond and Xu (2017), Jovaleki¢ (2021), and Cygan, Sebek, and the first author (2023) from the
plane to higher dimensions. Our main result shows that the average time required for the convex hull
in R” to attain unit volume is at most n/n!. The proof relies on a novel procedure that embeds an
n-simplex of prescribed volume within the convex hull of the Brownian path run up to a certain
stopping time. All of our bounds capture the correct order of asymptotic growth or decay in the
dimension #.

1 Introduction

Let W = {W, : t > 0} denote Brownian motion in R” starting at the origin 0. That is,
wo= (W, W) ez,

where each coordinate {Wt(j it 0},j=1,...,n,is standard Brownian motion in R,
independent of the other coordinates. For a set A c R”", let conv A denote the convex
hull of A. In other words, conv A is the smallest convex subset of R” that contains A.
Define J{; to be the convex hull of the path of W run up to time ¢, namely,

H; = conv{W,:0<s<t}

This article is concerned with estimating the expected values of several geo-
metric functionals of H; and their inverse processes. The particular functionals
of I, that we study are volume, surface area, diameter, and circumradius. For a
convex body K c R" (nonempty, convex, and compact subset), let V(X) denote its
n-dimensional Lebesgue measure, S(X) the (n — 1)-dimensional Lebesgue measure
of its topological boundary, D(X) its diameter, and R(X) its circumradius. Since the
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2 H. Panzo and E. Socher

path {W, : 0 <s < ¢t} c R" isalmost surely compact, it follows that H, is almost surely
a convex body. Hence, we can define the processes Vi, S, Dy, and R, by

1) X, = X(%,), t>0,

where X € {V,S, D, R}.

As these four processes are almost surely nondecreasing functions of time, we can
also study their right-continuous inverse processes. The inverse process tells us how
long we must wait for the functional to exceed a given value. More precisely, we have
the definition

(1.2) ®f =inf{t>0:X; >y}, y>0,

where X € {V,S, D, R}. As remarked upon in [1], the functionals that we consider
can be used to quantify the size of I{,, while their inverse processes provide some
information on its speed of growth. The scaling properties of Brownian motion,
Lebesgue measure, and Euclidean distance imply that we can limit our study to the
expected values of these functionals and their inverse processes at a fixed positive time
without any loss of generality (see Proposition 3.1).

The study of the convex hull of Brownian motion has a long history going back to
Lévy in the 1940s (see [14]). Let us summarize some more recent results that involve
the functionals we are interested in. Most impressive are the explicit formulas for
the expected values of V; and S, that hold in all dimensions. These expressions were
derived by Eldan in [3] and are given by

n/2 (n-1)/2
(13) EWI-(3) s EIS _2emr
2 C(1+n/2)? [(n)

The formula for E[ V;] with n = 2 had appeared previously in [2], while for E[S;],
the formula had been derived for n = 2 in [13] and for n = 3 in [11]. The formulas
(1.3) for all dimensions were subsequently recovered in [10] by another method
which realizes the n-dimensional Brownian convex hull as a random projection of an
infinite-dimensional limiting object (see also [8, 9]). Analogous exact formulas, albeit
less explicit than (1.3), have been derived for the convex hulls of multidimensional
random walks [20] and Lévy processes [16].

In contrast to the work of Eldan, the articles [15], [7], and [1] deal exclusively
with the planar case n =2 and are limited to estimates instead of exact formulas
like (1.3). However, these articles treat different geometric functionals of H{; which are
seemingly not amenable to the methods of [3] and [10]. More specifically, [15] and [7]
derive bounds for the expected diameter of J{; when n = 2, while [1] does the same for
the expected circumradius and inradius. Moreover, [1] initiates the study of the inverse
processes (1.2) of all five geometric functionals (volume, surface area, diameter,
circumradius, and inradius) by computing two-sided bounds on their expected values
when n = 2. The article [1] also complements its bounds with estimates from extensive
Monte Carlo simulations.

The main contributions of the present article are to extend most of the bounds
derived in [15], [7], and [1] from the plane to higher dimensions. All of our bounds
capture the correct order of asymptotic growth or decay in the dimension # in
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High dimensional Brownian convex hulls and their inverse processes 3

the sense that the upper and lower bounds are asymptotically equivalent up to a
constant factor as n — co. We were unable to obtain bounds with matching orders
of asymptotic growth or decay for the expected values of the inradius and its inverse
process so we leave those cases for future investigation.

2 Main results

Our first two theorems concern the expected values of the inverse processes of
the volume and surface area functionals that were defined in (1.1) and (1.2). These
extend the corresponding bounds of [1] from the plane to higher dimensions and also
complement Eldan’s exact formulas (1.3) for the expected values of the functionals
themselves. These theorems are proved in Section 4.1. We remark that the proof of
the upper bound in Theorem 2.1 required significantly more work than any of the
other theorems in this article.

Theorem 2.1  For any dimension n > 1, the inverse volume process satisfies

2
Zr+n/2)¥" < E[@)] <nV/nl.
s

Remark 2.2 When n =2, the upper bound from [I] is better than that of
Theorem 2.1, since the former uses the minimum of two independent inverse range
processes in the first stage instead of the exit time of a two-dimensional ball. The
latter method is more favorable in higher dimensions, however, not only for its
computational simplicity, but because for fixed range and radius, the expected value
of the minimum of n independent inverse range processes decays like 1/log n, while
that of the exit time of an n-dimensional ball decays like 1/n (see also Remarks 2.7
and 2.10).

Theorem 2.3  For any dimension n > 2, the inverse surface area process satisfies

1 /(1 2/(n-1) S Jn 2/(n-1) n
s roo) " esten< (i)

The asymptotic behavior of these bounds is straightforward to deduce from
Stirling’s approximation and can be summarized in the following corollary. This result
verifies our claim that the upper and lower bounds for the expected values of both
inverse processes have the same asymptotic order as n — oo, namely, n”.

Corollary 2.4  For either X = V or X = S, we have

E X X
liminf [G)l] > ! > and limsupE[®21]
n—»o00 n mie n—oo n

<

Q|

Our next two theorems involve the diameter functional and its inverse process.
For these results, it is plain to see that the upper and lower bounds have matching
asymptotic orders as #n — co. The proofs are given in Section 4.2.
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4 H. Panzo and E. Socher
Theorem 2.5  For any dimension n > 1, the diameter process satisfies
Vn <E[Di] <2y/log2/n.

Theorem 2.6  For any dimension n > 1, the inverse diameter process satisfies

L1
4log2 n

1
<E[6r]<—.

Remark 2.7 When n =2, the lower bounds from [7, 15] and the upper bound
from [1] are better than those of Theorems 2.5 and 2.6, respectively, for the same
reason described in Remark 2.2. However, just like in that case, the methods of the
present article become more effective in high dimensions.

Our last two theorems deal with the circumradius functional and its inverse
process. For these results, it is also clear that the upper and lower bounds have the
same asymptotic order as n — oo. The proofs are given in Section 4.3.

Theorem 2.8  For any dimension n > 1, the circumradius process satisfies
1
JVn< E[R,] < v/log2\/n.

Theorem 2.9  For any dimension n > 1, the inverse circumradius process satisfies

L1 gler]<al.

log2 n n

Remark 2.10  When n = 2, the lower bound of Theorem 2.8 and the upper bound
of Theorem 2.9 are worse than those of [1]. This is also due to the reason described
in Remark 2.2. Similarly to that case, the methods of the present article become more
effective in high dimensions.

Remark 2.11 When n =1, V;, Dy, and 2R, are nothing but the range of W. Hence,
their inverse processes can be expressed in terms of the inverse range. The distributions
of the range and its inverse are known explicitly (see [4, 6]). In particular, the mean
of the range and inverse range at time 1 is M ~1.5958 and 1/2, respectively.
For comparison, setting n =1 in Theorems 2.1, 2.5, and 2.6 produces the bounds
1<E[D;] £1.6652 for the mean diameter and 0.3926 <E [@Y] <1 and 0.3606 <
E [@P ] < 1for the mean of the inverse volume and inverse diameter, respectively.

Remark 2.12  Unlike [1], we don’t have Monte Carlo estimates for the expected
values that might indicate which, if any, of the above bounds are asymptotically sharp.
Simulation becomes impractical in high dimensions because the runtimes of the
standard convex hull algorithms increase exponentially in the dimension.

3 Preliminaries

Following [19], we denote the volume and surface area of the unit ball in R” by &,
and w,, respectively. These quantities are given by the well-known formulas
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Another well-known formula that is essential to our results is that of the mean exit
time of n-dimensional Brownian motion from a ball of radius r > 0 in R” when it
starts from the center of the ball. Let 7, denote this exit time. Then we have

1,2

(3.2) Eln]=—

This formula can be deduced from a routine martingale or PDE argument (see
Problem 4.2.25 of [12]).

As mentioned in the introduction, the familiar scaling properties of Brownian
motion, Lebesgue measure, and Euclidean distance lead to convenient distributional
identities that allow us to focus our study on the expected values of the geometric
functionals of I, and their inverse processes at time t =1 without any loss of
generality. These distributional identities are the n-dimensional version of [1, Proposi-
tion 4.1] and are listed in the following proposition. We stress that these distributional
identities hold for fixed times and not as processes.

Proposition3.1  Letn > 2 and consider the V, S, D, and R functionals of the convex hull
of n-dimensional Brownian motion along with their inverse processes that were defined
in (1.2). Then, for all t > 0 and y > 0, we have the following equalities in distribution:

M Vi, ey tylrey, ef v

(i) S, d t(n—1)/251, @i g)fz/("_l)®1s, @13 d 81—2/(1’1—1);
(i) D, £ViD, ©F%,%@P, eP ¢ D%

(iv) R VIR, ©F%y2@F, @R LR

Proof of Proposition 3.1 ~ We follow the proof of Proposition 4.1 in [1]. The scaling
property of Brownian motion implies that for any ¢ > 0 and A > 0, we have

Hye=conv{W,:0<s< At} =conv{W,,:0<s< t}
d Aconv{W;:0<s <t}
(33) = V¥,

The distributional identities of Proposition 3.1 all follow from (3.3). As the proofs are
similar, we give the details only for part (i) and leave the rest to the reader.

The first distributional identity of part (i) is trivial when ¢ = 0, so there is no loss
of generality in assuming that ¢ > 0. For u > 0, we can use (3.3) to write

(34) Vtu = V(Htu) g V(\/Zj‘fu) = t”/ZVu.

Taking u = 1 proves the identity.
Similarly to the first identity, we can also assume that y > 0 when proving the
second identity of part (i). Now, for any ¢ > 0, we can use (3.4) to write
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6 H. Panzo and E. Socher

t

1
P(@;’>t):IP’(V,<y):IP’(th<1):IP’(V/yi <1)

IP’(G)IV > t/y%)
:P(y%GY > t).

This shows that @},’ and y*"@®, have the same distribution.
The proof of the last identity of part (i) can be deduced similarly via

P(O) > ) =P(Vi <1) =P("?Vi <1) = P(t < v "), -

4 Proofs of the main results

4.1 Inverse processes of volume and surface area

The proof of the upper bound in Theorem 2.1 employs an n-stage construction which
stops and restarts W as it exits a sequence of hypercylinders of decreasing spherical
dimension, that is, a sequence of Cartesian products where the first factorisan (n — j)-
dimensional Euclidean ball and the second factor is R/, for j=0,...,n—1 This
procedure allows us to embed an n-simplex 8§ with prescribed volume within the
convex hull of W at a certain stopping time T,,. This is essentially an n-dimensional
version of the idea used to prove Proposition 1.6 of [1]. The construction is parame-
terized by a sequence of n positive numbers 1y, 5, ..., r,. These parameters are the
radii of the spherical parts of the aforementioned hypercylinders. Upon completion
of the procedure at time T),, we necessarily have V(Hr,) > V(8), whence we deduce
the upper bound

(4.1) E [0y )] <E[T.].

After computing V(8) and E[T, ] explicitly in terms of the parameters, we use the
forthcoming Lemma 4.2 to optimize the right-hand side of (4.1) under the constraint
V(8) >1in order to obtain the best possible bound using this method.

As alluded to above, the upper bound of Theorem 2.1 requires solving a con-
vex optimization problem whose solution we split into the following two lemmas.
Lemma 4.1 verifies that certain functions are indeed convex and Lemma 4.2 solves
the optimization problem. In fact, the proof of Lemma 4.1 can be easily modified to
show that the functions are actually strictly convex, although this is not needed to
prove Theorem 2.1. We refer to [18] for the requisite convex analysis theory.

Lemma 4.1 Let n € N, and define the functions f, and g, by

2

n X
J n
Xiyeoor X ::E , (x1,...,x,) e R,
fn( 1 n) j:1”_j+1 ( 1 n) >0
1 n
gn(x1, .. ixy) = ——, (x1,...,x,) € RY,.
xl...xn

Then f, and g, are both convex functions on the positive orthant RZ.
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Proof of Lemma 4.1 = We establish convexity by showing that the Hessian matrices
of f, and g, are both positive semi-definite on the positive orthant RZ (see [18,
Theorem 4.5]). This is a trivial matter for f,, since its Hessian matrix is a constant
diagonal matrix with positive diagonal entries. The case of g, requires a bit more work
but is also straightforward. Indeed, routine calculations show that the entries of the
Hessian matrix H of g, are given by

12 s
> ifj=k,
X1 Xy X2
hiy = j
] 1 1 .
—, ifj#k.
XyXy XXk
Now, if z = (2, ...,2,) is any vector in R” and (x;, ..., x,) € RY;, we can write
n n
(z,Hz) =Y z; Y hjkz
=l k=1
1 &2z ziz
_ DI A k
2 .
Xeexn S\ X XXk

I
R
—
x
<.
L=
= ‘ N
<=
S—
+
<.
L=
&l
SN —
[ S}

Lemma 4.2  For any n € N, we have
2
n

(4.2) inf {Z N

an—j+l

(x1,...,x,) € RY) and xy--x, > n!} = n/nl.

Proof of Lemma 4.2  Following the notation and results of Lemma 4.1, in order to
prove Lemma 4.2, we need to minimize the convex objective function f, over the
convex domain R, subject to the convex constraint n! g, —1 < 0. In the nomencla-
ture of [18], this is an ordinary convex program and we appeal to Theorem 28.3 of that
reference for a solution. Toward this end, we claim that the infimum on the left-hand
side of (4.2) is attained at

and that the Kuhn-Tucker coefficient corresponding to the constraint is A = 23/nl.
We verify this by checking the three conditions of [18, Theorem 28.3].

Condition (a): Inequality constraints
It is clear that A > 0. Moreover, n!g,(x)-1<0 and A(n!g,(x)-1) =0 both
follow from

n!

n'gn(f)—lz W

-1=0.

https://doi.org/10.4153/50008439525101112 Published online by Cambridge University Press


https://doi.org/10.4153/S0008439525101112

8 H. Panzo and E. Socher

Condition (b): Equality constraints
This condition is vacuously satisfied since there are no equality constraints.

Condition (c): Lagrangian

Since f, and g, are both differentiable on RZ, Condition (c) becomes a statement
about the gradient of the Lagrangian instead of its subdifferential. In particular,
routine calculations show that

2%, 2 2x,
e (222
(2%/n! 2%/n! 2
(4.3) _( ﬁmzﬁ)
and
1
Av(n!gn(x)—l)|x:;=—2\/_ - (xl ,x—) =
1 1
=-2Yn
. —
(2% 2%/ "
(4.4) _—(ﬁ,m,...,z \/ﬁ)

Adding (4.3) and (4.4) demonstrates that

V(f,,(x) +A(n! gn(x) - 1))‘x:; =0.

This checks Condition (¢) and verifies our claim.
Finally, we prove Lemma 4.2 by evaluating the objective function at x, namely,

fu(®) = z(” ED) IR

-j+1 u

With Lemma 4.2, in hand, we can begin to prove Theorem 2.1. The proof of
Theorem 2.3 is much simpler and appears at the end of this section.

Proof of Theorem 2.1  The lower bound is a straightforward consequence of part
(i) of Proposition 3.1 together with Jensen’s inequality and Eldan’s formula (1.3) for
the expected value of the volume. In particular, these results allow us to write

n/2 1 -2/n
efo)-s[ ] ((2)" ol
et 1=e[v™1=((3) Faramy
= 2r(14 nf2)tn,
T
Proving the upper bound requires the n-stage procedure that was described at the

beginning of Section 4.1. Starting with Ty = 0, x¢ = 0, and X, = R", we recursively
define Tj, xj,and X for j=1,...,n by
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Tj=inf {t > Tjy : | proj(W, X;-0) | > 7},

xj=Wr,

X; = span{xo,...,x;}*.
In words, Tj is the first time after Tj_; that the orthogonal projection of W onto
the linear subspace X;_; exits the centered open ball of radius r;, the point x; is the
position of W at time T, and X is the orthogonal complement in R" of the linear
span of the vectors xo, ..., x;.

With this construction, it is clear that {x¢, x1,...,x,} c Hr,. Moreover,
| proj (%, span{xo, ..., x;1}*) | = | proj (Wr,, Xj1) |
=7r;j>0,1<j<n

implies that {x,...,x,} is a linearly independent set of vectors. In particular, it
follows that xg,x;,...,x, are affinely independent, and therefore constitute the
vertices of some n-simplex 8§ ¢ Hr, . Since the n-parallelotope spanned by the vectors
X1,..., X%, can be partitioned into n! copies of 8, we deduce that

1
(4.5) V(8) = —'\/det(G),

n!
where G is the Gram matrix of the vectors x3,...,x,. Letting M denote the n x n
matrix with columns x, ..., x,,, we can write
(4.6) det(G) = det(M™ M) = det(M)>.

The rotational invariance of W allows us to reorient the coordinate axes in a
convenient way without affecting the distribution of the stopping times Ti, ..., Tj.
This will considerably simplify the computation of det(G). Equivalently, we can apply
an orthogonal transformation to each x; that changes the jth coordinate to r; and the
last n — j coordinates to 0, while fixing the first j — 1 coordinates. Hence, without loss
of generality, we can take x; = (Xyj,...,X,;) with x; = rjif k = jand x4; = 0if k > j.
See Figure 1 for an illustration of each stage of the construction of § and reorientation
when # = 3. In particular, this makes M an upper triangular matrix with diagonal

entries r1,...,r,. Therefore, det(M) = r;---r,, and we can conclude from (4.5) and
(4.6) that
(4.7) V(3r,) 2 V(8) =

n!

To compute the right-hand side of (4.1), we note that by construction,
proj(WTj,pxj_l) =0,1<j<n.

Moreover, since proj( W, X;_;) is Brownian motion in n — j + 1 dimensions, it follows
for all 1 < j < n that T; - Tj_; is the first exit time from an (#n - j + 1)-dimensional
open ball of radius r; by (n — j +1)-dimensional Brownian motion starting at the
center of the ball. We can now use (3.2) to write

(4.8) E[T,] :Eli(Tj_Tj_l)] _y b

=t man-j+l
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X1

Xy =

X12
r

rs3

r3

X11
x’l = |X21
X31
r X12
x1=[0]| x)=|xn
0 X32
X2
xOQAxl
\\\//k\\ikii
- \/
~ ’
. X
r X12
x1=(0| xy=|r2| xj
0 0

X13
X23
X33

X12 X13
r X3 = |X23
0 r3

rs3

r3

Figure I: Constructing the 3-simplex 8 in R?, with the Brownian path omitted for clarity. The

three rows of figures correspond to the three stages. The left and right columns correspond,
respectively, to before and after reorientation.
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It follows from part (i) of Proposition 3.1 that E[@},’] is an increasing function of
the volume y. Hence, (4.1) and (4.7) together imply that we have

E[0)] <E[0ys] <E[T,]

whenever the radii satisfy r,...r, > nl. Now we can conclude from (4.8) and
Lemma 4.2 that

)
E[®1V]£inf{2n_;’+1 (r,....rn) €eRlyandr...7, 2 n!
=

=nVnl. u

Proof of Theorem 2.3  The lower bound is a straightforward consequence of
part (ii) of Proposition 3.1 together with Jensen’s inequality and Eldan’s formula
(1.3) for the expected value of the surface area. In particular, these results allow us to
write

L2y 2D
51 72/(;171) 2(27.[)(” l)/2
E[of] =E[s; ]2(1“(71)

1 /1 2/(n-1)
=—|=T .

27 (2 (n))

To prove the upper bound, first note that by the isoperimetric inequality, the
surface area of the convex hull at time ®} must be at least that of a ball in R” with

volume 1. From the scaling property of Lebesgue measure, we can deduce that a ball
(1=n)/n

in R" with volume 1 has surface area w,x, . Thus, part (ii) of Proposition 3.1
implies

_ny/n\ "2 (1)
(4.9) E[0)]> (w0usi ™) E[©f].

Now combining (4.9) with (3.1) and the upper bound from Theorem 2.1 leads to

_ /(n-1)
n/2 n/2 (1-n)/n ’
E[0]] g( o ( d ) ni/n!

I(n/2) \T(1+n/2)

2/(n-1)
= __Vmn n¥/nl. -
(\"/F(l+ n/Z))

4.2 Diameter and its inverse process

Proof of Theorem 2.5  We start by proving the lower bound. Note that

Dy= sup [W,—W|>sup [W,]

0<s<t<1 0<t<1

d 1

v

(4.10)

https://doi.org/10.4153/50008439525101112 Published online by Cambridge University Press


https://doi.org/10.4153/S0008439525101112

12 H. Panzo and E. Socher

where we used 1) to denote the exit time of the unit ball in R” by n-dimensional
Brownian motion starting from the center. The equality in distribution in (4.10) is
similar to those from Proposition 3.1 and follows from Brownian scaling (see also [17,
Equation (11)]). Taking the expected value of (4.10) while applying Jensen’s inequality
on the right-hand side and using (3.2) leads to

1
E[n]

E[D,] > =/n.

To prove the upper bound, we consider the hyperrectangle R circumscribed
around X that has each edge parallel to a coordinate axis and use the diagonal of
R to bound D; from above. This idea was first used by McRedmond and Xu in the
planar case (see [15, Proposition 5]). More precisely, we have

D < \j Z ( sup Wt(l) _ 02}21 Wt(l)) .

i=1 \0<t<1

The quantity sup,_,, W,(i) —infocra W,(i) is nothing but the range of the ith coordi-
nate of W. In particular, its second moment was computed by Feller in [4] and was
shown to be 4log 2. Hence, it follows from Jensen’s inequality that

2
E[D;] < nEl( sup Wt(l) — inf Wt(l)) ]

0<t<l 0<t<1

(4.11) =+/4nlog2.

]
Proof of Theorem 2.6  For the lower bound, we can use part (iii) of Proposition 3.1
along with Jensen’s inequality and the upper bound from Theorem 2.5 to write

1 1
> )
E[D;]? ~ 4nlog2

E[®]]>

For the upper bound, note that as soon as W exits a ball of radius 1, its convex hull
contains a line segment of length at least 1. Hence, the diameter of the convex hull at
this time is at least 1. Thus, ®P < 71, and from (3.2) we get

1
E[07] <E[n] = - n
4.3 Circumradius and its inverse process

Before proving Theorem 2.8, we need a lemma that equates the diameter and twice
the circumradius of a centrally symmetric compact set in R”. A set C c R”, not
necessarily convex, is centrally symmetric with respect to the point p € R” if

(4.12) {2p-x:xeC}=C.
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The fact that the following lemma isn’t true for general compact C is part of the
substance of Jung’s theorem (see [5, Theorem 3.3]).

Lemma 4.3 Let C c R” be a centrally symmetric compact set. Then
(4.13) D(€) = 2R(€).
In particular, (4.13) holds for any hyperrectangle.

Proof of Lemma 4.3  Without loss of generality, we can assume that C is centrally
symmetric with respect to the origin. By compactness, there exists points x,y € C
with ||x — y| = D(C). Hence, D(C) < 2R(C), for otherwise, x and y could not both
fit inside the circumball. To prove that the other inequality holds, define p := sup{| x| :
x € C}. Certainly R(C) < p, since C is contained in the closed ball of radius p centered
at the origin. By compactness, we know there exists some x € C with |x| = p. By
central symmetry, —x € C, so we have D(C) > 2p. Putting these two inequalities
together gives D(C) > 2R(C), which proves the first claim.

We prove the last claim by establishing the central symmetry of any hyperrectangle
R c R". Without loss of generality, we can assume that each edge of R is parallel to a
coordinate axis and that R is centered at the origin. More precisely,

(4.14) R={(x1,. .o xn) € Rt x1| Swiseos ] Wi}

where wy, ..., w, > 0 are the coordinate half-widths of R. It is clear from (4.14) that
x € Rifand only if —x € R. Hence, R satisfies (4.12) with p = 0. [

Proof of Theorem 2.8  In light of Theorem 2.5, the lower bound follows immedi-
ately from the inequality D(C) < 2R(C) that holds for any compact set C c R"; refer
to the proof of Lemma 4.3 for an explanation of this inequality.

For the upper bound, we consider the hyperrectangle R circumscribing 3(; that
has each edge parallel to a coordinate axis. Similarly to the proof of Theorem 2.5, we
can write

Ri <R(R) = 5D(R)

P
1| : :
(4.15) = \' Z(sup W — inf W,(’)) ,

2 i=1 \0<t<1 0<t<1

where the first equality follows from Lemma 4.3. Taking the expected value of (4.15),
while using Jensen’s inequality on the right-hand side along with Feller’s second
moment calculation from (4.11), results in

E[R] < %\/4nlog2. ]

Proof of Theorem 2.9  For the lower bound, we can use part (iv) of Proposition 3.1
along with Jensen’s inequality and the upper bound from Theorem 2.8 to write
1 1
2 .
E[R;]?> " nlog2

E[©f] >

https://doi.org/10.4153/50008439525101112 Published online by Cambridge University Press


https://doi.org/10.4153/S0008439525101112

14 H. Panzo and E. Socher

For the upper bound, note that the trivial inequality D(%;) < 2R(3;) implies
that the circumradius of the convex hull will attain 1 no later than when its diameter
attains 2. Hence, we can use Proposition 3.1 and Theorem 2.6 to write

E[0f] <E[07] <4l "
n
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