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We extend previous weak well-posedness results obtained in Frigeri et al. (2017, Solvability,
Regularity, and Optimal Control of Boundary Value Problems for PDEs, Vol. 22, Springer, Cham,
pp. 217-254) concerning a non-local variant of a diffuse interface tumour model proposed by
Hawkins-Daarud et al. (2012, Int. J. Numer. Method Biomed. Engng. 28, 3-24). The model consists
of a non-local Cahn—Hilliard equation with degenerate mobility and singular potential for the phase
field variable, coupled to a reaction—diffusion equation for the concentration of a nutrient. We prove
the existence of strong solutions to the model and establish some high-order continuous dependence
estimates, even in the presence of concentration-dependent mobilities for the nutrient variable in two
spatial dimensions. Then, we apply the new regularity results to study an inverse problem identifying
the initial tumour distribution from measurements at the terminal time. Formulating the Tikhonov
regularised inverse problem as a constrained minimisation problem, we establish the existence of
minimisers and derive first-order necessary optimality conditions.
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1 Introduction

Mathematical modelling for tumour growth dynamics has undergone a swift development in the
last decades (see for instance pioneering works such as [16, 17, 69]). Even now, the full com-
plexity of the tumour disease is far from being understood, and through mathematical modelling,
scientists and medical practitioners now possess a powerful tool to predict and analyse tumour
growth behaviour without inflicting serious harm to the patients.
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In this contribution, we address the issue of well-posedness for a certain continuum model for
tumour growth. The original model, derived in Hawkins-Daruud et al. [54] (see also [53,55]), is
based on the well-known phase field methodology that has seen increased applications in tumour
growth, and takes the form:

0 =div(im(@)Vu) + P(p)(o + x(1 — ) — ),
n=AF'(p) —BAp — xo,

g0 =div(n(@)V(o + x(1 — 9))) = P(¢)(0 + x(1 — ¢) — ),

where the primary variables (¢, i, o) denote the phase field, the associated chemical potential,
and the nutrient concentration, respectively. The phase field ¢ serves as an indicator on the
location of tumour and non-tumour cells, which are separated by a thin interfacial layer whose
thickness is related to the positive constants 4 and B, while the non-negative functions m(p)
and n(¢) correspond to the cellular and nutrient mobilities, respectively. The function F'(¢)
is the derivative of a potential F(¢), which is a characteristic feature of phase field models.
Lastly, the non-negative constant x is a chemotactic sensitivity of the nutrient and P(¢) denotes
a proliferation function, see [48, 54] for more details.

The mathematical and numerical analysis and optimal control for the above model of Hawkins-
Daarud et al. and its variants have been performed by many authors, of which we mention
[8,11-15,37,55,62—66,70]. Such intensive study and broad range of results are possible thanks to
the Lyapunov structure of the model, where in a bounded domain Q C R, under no-flux bound-
ary conditions dy¢ = m(@)dnt = n(@)dno = 0 (dpf = V[ - n is the normal derivative) sufficiently
smooth solutions satisfy

d t
GO0+ [ I @)Vl + 0 )@ - xol
0

+/|WWWM0+XU—¢%#UW=Q
0

with the free energy function:

1 B
E(<p,0):=£(<ﬂ)+f §|U|2+XU(1—<P)a E(fp)1=fAF(<p)+§|V<p|2-
Q Q

The above energy equality can be formally derived by summing the resulting equalities obtained
by multiplying the three equations in the tumour model with p, d,¢ and o + x (1 — ¢), respec-
tively, and by integrating them over 2. In the above, L(¢) is the Ginzburg-Landau energy
function, which is responsible for phase separation and surface tension effects in the context of
phase field models. In our current context of tumour growth, £(¢) is associated with cell-to-cell
adhesion, where tumour cells prefer to adhere to each other rather than to non-tumour cells.
More recent studies have proposed to include fluid motion [18,21-26,40,43,46,48,56,67,69]
and elasticity effects [47, 57, 58] to better emulate in vivo tumour growth, where the cellular
environment such as the presence of the extracellular matrix or rigid bone can exert signifi-
cant influences on tumour proliferation. In this work, we focus on a different aspect, where we
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replace the term §|Vgo(x)|2 in the Ginzburg—Landau energy function £(¢) with a convolution
—g oJ (x = »)e(x)¢(y)dy, leading to a non-local variant of the free energy function:

1
&)= Fp)+ [ Slaf +xali =)
(1.1)
B
Foy==3 [ [ 6=newpm+4 [ Fe

For a discussion on the motivation and physical relevance of the choice of this form for the
non-local free energy function F, we refer the reader to [31, Introduction] (see also [45]). Since
its introduction by Giacomin and Lebowitz [50-52], phase field models derived from the non-
local Ginzburg—Landau energy F(¢) have been the subject of intensive studies, see, e.g., [10,
30-36, 38,39, 44,45]. In our present context, the non-local energy function F(¢) accounts for
non-local cell-to-cell adhesion, compared also with [2,9,42,49,61]. The resulting tumour model
now reads as:

0 = div(m(p)V) + P(@)(o + x(1 —¢) — p), (1.2a)
w=AF (¢)—BJx¢ — xo, (1.2b)
0,0 =div(n(p)V(o + x(1 — ) — P(p)(o + x(1 — @) — p), (1.2¢)

where J is a suitable spatial convolution kernel and

W *@)x, 1) :=/QJ(x — e, Hdy VYx, ) e Q:=Q2 x (0, 7).

In [41], the existence of weak solutions to (1.2) for a wide range of non-degenerate mobility
functions m and n, proliferating function P, and potential F' has been established by the first
and second authors of this work. Continuous dependence on initial data (and hence unique-
ness of weak solutions) can be achieved under the additional requirement that x =0 and n=1.
Furthermore, by adapting the method introduced in [27], the authors in [41] were able to establish
weak well-posedness of the non-local tumour model (1.2) when the mobility m(s) is degener-
ate at s = +1, and the potential F(s) is singular at s = %1, that is, lim,_, | F'(s) = £oo. The
prototypical example is

m(s) = D(s)(1 —s%), F(s)=(1 —s)log(l —s)+ (1 +s) log(1 +5) (1.3)

for s € [—1, 1] and a non-degenerate function D. The need to consider such degenerate/singular
terms in the tumour model arises from the fact that certain physical quantities such as tumour
mass densities are only defined if the phase field variable ¢ belongs to the physical interval
[—1,1]. This cannot be guaranteed, even at the continuous level, if one employs a smooth
potential F, such as the classical quartic function F(s) = (s*> — 1)°.

On the other hand, the presence of these degenerate/singular terms limits the analytical inves-
tigations of (1.2) to the class of weak solutions, and to the best of the authors’ knowledge,
numerical analysis and optimal control involving the non-local model (1.2) with degenerate
mobility and singular potentials have not received much attention in the literature. Therefore,
the purpose of this work is to prove the well-posedness of strong solutions in order to facilitate
future investigations.
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In the following, we consider a bounded domain Q C R?, d € {2, 3} with Lipschitz bound-
ary I' := 9Q. For a fixed but arbitrary constant 7 > 0, we denote the parabolic cylinder and its
boundary by O, :=Q x (0,¢) and X, :=T x (0,¢) for all t € (0, T), with O := Q7 and X := Xy.
In light of previous results in [41], we switch off the chemotaxis mechanism by setting x =0,
and owing to the degeneracy of the mobility m the gradient of the chemical potential u
which appears in equation (1.2a) cannot be controlled in any Lebesgue space. Thus, following
[5,27,33,38,44,51,52], we introduce the auxiliary function:

As) = m(s)F'(s), A(s):=A /0 ' AF)dr  Vse[-1,1], (1.4)

which exhibits the following useful relations:

VA(p) =AM@)Ve, 0 A(p) =AN(@)dp, (1.5)

and upon substituting (1.2b) into (1.2a) and (1.2¢), we arrive at the following strong formulation
of non-local model (1.2):

39 — AN(p) = —B div(m(p)(VJ x 9))
+ P(p)o — AF'(p) + BJ x¢) inQ, (1.6a)
0,0 — div(n(9p)Vo) = —P(p)(oc — AF'(¢) + BJ x¢) in Q. (1.6b)

For boundary conditions, we take the no-flux conditions m(¢)dyu = n(¢)dyo = 0, which trans-
late to:

[VA(@) = Bm(@)(VJ )] -n=0, n(@)do =0 onX, (1.7)
and for initial conditions, we prescribe
o, 0)=@o(x), o, 0)=o0p(x) forxeQ. (1.8)

Since the weak well-posedness to (1.6)—(1.8), which we collectively call (P), is a direct conse-
quence of the main results of [41], the focus of this work is to show the existence of strong solu-
tions using techniques inspired by [33] for the non-local Cahn—Hilliard—Navier—Stokes system.
In our setting, this involves a bootstrapping argument in which we first improve the regularity of
¢ by fixing o and employing a time discretisation of (1.6a) and then we improve the regularity of
o with the help of new regularities for ¢. Under suitable assumptions detailed in the next section,
our main results are H'(0, T; L*(2)) N L>(0, T; H'(2)) N L*(0, T; H*(R))-regularities for ¢ and
o (see Theorem 3.1) for d € {2, 3} and W00, T; L2()) N H'(0, T; H'(2)) N L>(0, T; H*(R))-
regularities for ¢ and o with general assumptions for d = 2, whereas for d = 3 solely under the
additional requirements that the nutrient mobility » = 1 and A is a positive constant (see Theorem
3.2). In turn, these regularities lead to continuous dependence on initial data in stronger norms
(see Theorems 3.3 and 3.5) compared to those established in [41]. It is also worth mentioning the
arguments of [33] do not apply directly to our model due to the presence of the proliferation term
P(p)(o — AF'(¢) + BJ x ¢) in (1.6a), and some crucial parts of the argument have to be modified
in order for the analysis to go through.

As an application of the new solution regularities, we study an inverse problem relevant to
tumour growth, which involves identifying the initial tumour distribution encoded by ¢ based on
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measurements of the phase field variable at terminal time ¢(7). Thanks to the well-posedness of
(P) we can introduce the notion of a solution operator S : ¢g — ¢(7T'). Then, given a measurement
¢q : 2 — R of the phase field variable, the inverse problem can be formulated as:

Find ¢y such that S(¢g) = ¢q a.e. in Q. (1.9)

Due to the compactness of the solution operator S : H'(Q) — H'(), the inverse problem is ill
posed [28, Chapter 10]. To overcome this, we employ Tikhonov regularisation and formulate the
resulting problem as a constrained minimisation problem. More precisely, we employ optimal
control methods treating ¢y as the optimal control to the problem:

. 1 o
o0 = argmin, e (5 150) = palltzg, + 3 121 g, ): (1.10)

where U denotes a suitable set of admissible controls and « > 0 is a regularisation parameter.
Our main results for (1.10) are (i) the existence of a solution @ € U for any o > 0, (ii) how
to obtain a solution to the inverse problem (1.9) from {@{}~0 as & — 0 (provided the solution
set of (1.9) is non-empty) and (iii) the derivation of first-order optimality conditions for @ .
The precise formulation can be found in Theorem 4.4. In particular, thanks to the new solution
regularities to (P), practitioners interested in solving the inverse identification problem (1.9) that
involve the non-local tumour model (1.6) with degenerate mobility and singular potentials can
first obtain numerical approximations of {¢{ },-0 by solving the optimality conditions, and then
sending o — 0 in an appropriate way to deduce a solution to (1.9).

The paper is structured as follows: in Section 2, we state the notation and recall previous
results on (P), and in Section 3 we state and prove strong well-posedness to (P). In Section 4, we
study the optimal control problem (1.10) and derive desirable properties involving minimisers
and the first-order optimality conditions.

2 Mathematical setting and previous results

In this section, we recall some useful mathematical tools and previous results on (P) established
in [41]. We define

H:=1L*Q), V:=H\Q), W:=H*Q), (2.1)

and equip them with their standard norms. Moreover, for an arbitrary Banach space X, we indi-
cate with || - || x, X* and (-, -) x its norm, its topological dual and the duality pairing between X*
and X, respectively. Likewise, for every 1 <p < oo, we simply use || - ||, to denote the usual
norm in I7(2), with || - || = || - ||». Furthermore, we use (-, -) to denote the L?(£2)-inner product.
As (V, H, V*) forms a Hilbert triplet, that is, the injections V' C H = H* C V* are both continuous
and dense, we have the following identification:

(u,v)V=/uv YueH, Yvel.
Q

For u € L'(R2), we use the notation 7 = ﬁ(u, 1) to denote the mean value of u. The Gagliardo—
Nirenberg interpolation inequality in dimension d (see [19, Theorem 2.1] or [7]) is stated as
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follows. Let 2 be a bounded domain with Lipschitz boundary and f € W™ (Q) N LI(Q), 1 <
q,r < oo. For any integer j, 0 <j < m, suppose there is an & € R such that:

| 1 1— ]
_:j_+ __ﬂ o+ Ol’ LSO{SI
p d r d q m
Then, there exists a positive constant C depending only on 2, m, J, g, r, and « such that:
1Df @) < CIA Wmrien Il f | Lay- 22)

The following particular case of the Gagliardo—Nirenberg inequality in two dimensions will be
repeatedly employed throughout our analysis:

Ifla <CIAN2UAL VeV, (2.3)

Lastly, we also recall the Agmon’s inequality in two dimensions, see for example
[1, Lemma 13.2]:

Ifllo <CUAIMVNS NS YfeW. (2.4)

Throughout the paper, we will use the symbol C to denote constants which depend only on
structural data of the problem. On the other hand, we will sometimes stress the dependence of
the appearing constant by adding a self-explanatory subscript. Moreover, Q > 0 will stand for a
generic monotone non-decreasing continuous function of all its arguments.

For the analysis, we make the following structural assumptions:

(Al) me C%([—1,1])and F € C*(—1, 1) with:
m(s)>0, F'(s)>0 Vse(-1,1),
m(x£1)=0, ir:=mF"eC'(-1,1]),

the last condition meaning that mF” can be extended by continuity to the closed interval
[—1, 1]. Moreover, there exist constants gy € (0, 1] and ¢y > 0 such that m is non-
increasing in [1 — &, 1] and non-decreasing in [—1, —1 + &y], F” is non-decreasing in
[1 — &9, 1) and non-increasing in (—1, —1 4 &¢], and A(s) > oo for all s e [—1, 1].

(A2) ne C%[—1,1]) and there exists a positive constant 7, such that:

0<n,<n(s) Vse[—1,1].

(A3) J € W,;!(R?) such that:

J(—2)=J(z), a* ::supf [J(x — y)|dy < o0, b::sup/ [VJ(x — y)|dy < oo.
xeQ JQ Q

xeQ

(A4) P e C([—1,1])is non-negative, and there exist positive constants k and &, such that:
VP(s) <km(s) Vse[—1,—1+¢&]U[l —gy,1], PF eC’(-1,1]).

(AS) goeH, |po] <1 ae. in Q, M(py) €L (R), and oy € H, where the entropy function
M e C*(—1, 1) is defined by m(s)M"(s) =1 for all s € (—1, 1), and M(0) = M'(0) =0.

For convenience, we will denote with A, and P, the uniform bound of A and P, respectively.
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Remark 2.1 We point out that, as a consequence of (A3), we have that:
I *oll, <a* lel,, IVI*el, <bllell, Y¢el(2) (2.5)

and for all 1 <p < o0o. These estimates will be repeatedly employed.

Remark 2.2 Notice that, thanks to (Al) and to the definition of the entropy function M, the
condition M(py) € L' (2) in (AS) implies F(py) € L'(R), see e.g. [41, Remark 1, p. 226].

Remark 2.3 (Corrigendum for [41]) At the beginning of [41], the boundary conditions
associated with system (P) are given by (1.7), instead of dpu = 0 as stated in [41, (1.5)].

Remark 2.4 A careful look to the proof of [41, Theorem 2.3] shows that (A4) can be replaced
by the following assumption, which is more general as far as the proliferation function P is
concerned:

(A4*) PeC'([—1,1]), P>0, and PF' ,PM’' ,PM'F' ,PF" € C°([—1, 1]).

The advantage of this condition is that it allows us to include proliferation functions of the form
P(s) = Po(1 — s*)* x(—1.11(s), with & = 1, once the mobility and potential are assumed as in (1.3),
where Py denotes a non-negative constant. Notice that, given (1.3), in order to satisfy (A4) we
need o > 2.

Under the above assumptions, the existence of weak solutions can be obtained by employing
a suitable approximation scheme that resembles the one introduced in [27]. More precisely, an
approximate problem is solved at first by suitably regularising 7, P and m. Then, uniform esti-
mates with respect to the approximating parameter are derived which allow to pass to the limit
by classical weak and strong compactness arguments. The weak existence result for (P) that can
derived from [41, Theorem 2.3] is formulated as follows.

Theorem 2.1 Assume that (A1)—(AS5) are satisfied. Then, there exists a weak solution [¢, o] to
(P) in the following sense:

e it enjoys the following regularity:
9.0 € H'(0,T; V*)NL*(0, T; V) C C°([0, T]; H), (2.6)
9 eL™(Q), lpx,nl=<1 ae inQ; 2.7

e for every v,w €V and almost every t € (0, T) we have that:
.o+ [ VA@)- o= [ BugxvI g Vo
Q Q
+ / P(p)(o — AF' (@) + BJ x ¢)v, (2.8)
Q

(0,0, W)y + /Q n(p)Vo - Vw = — /QP(w)(a — AF'(¢) + BJ x @)w, 2.9

along with the initial conditions ¢(0) = ¢y and o(0) = oy in H.
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Moreover, there exists a positive constant K| which depends only on Q2 and T, and on the data
of the system such that:

el i 0,020,720y + 1o Lo, 790020, < K-

For continuous dependence on initial data (which also entails uniqueness of solutions) further
assumptions are needed:

(B1) meC*(~1,1])andn=1.
(B2) P,PF e C*\([—1,1]).

Theorem 2.2 Suppose that (A1)—(A4) and (B1)—~(B2) are satisfied. Let [¢;, 07], for i=1,2, be
two solutions to (P) corresponding to initial data [ ;, 00;] satisfying (AS). Then, there exists a
positive constant K, which depends only on Q2 and T, and on the data of the system such that:

o1 — @2l oo, 020,78y T 101 — 02l oo 0,729 1200, 758
< K2<||<P0,1 = @o2llv + lloog — 00,2||V*>-
Remark 2.5 We point out that due to our choice of the non-local Ginzburg—Landau energy F

in (1.1), in the notation of [41], we have F, =0, a(x) =0 and F\ = F. Hence, we can simplify
several assumptions for well-posedness.

3 Strong well-posedness

Further regularity for the weak solution to (P) can be established with a more regular convolution
kernel J. For instance, the assumption J € Wlicl (R?) would be sufficient from an analytical point
of view. However, as pointed out in [32], this assumption excludes the physically relevant cases
of Newtonian and Bessel potential kernels. A way to overcome this issue is to assume that J is
admissible in the following sense:

Definition 3.1 A convolution kernel J € Wlloc1 (RY) is said to be admissible if it fulfils the following

conditions:

o JeC3RY\ {0)).

e J is radially symmetric, that is, J(x) = J(|x|) for a non-increasing function J.

e J'(r) and J'(r)/r are monotone on (0, ry) for some ry > 0.

o There exists some positive constant Cy such that |D3J(x)| < Cylx|=4~" for all x # 0.

For strong well-posedness, we reinforce previous assumptions by assuming that:

(Cl) m,neC'([—1,1)).
(C2) FeC3(=1,1)and » € C'([—1, 1]).
(C3) J € W (RY) or J is admissible in the sense of Definition 3.1.

(C4) P,PF e CY([-1,1]).

Theorem 3.1 Assume that (A1)—-(AS) and (C1)~(C3) are satisfied for d € {2,3}, and @y € V.
Then, there exists a weak solution [¢, o] to (P) which exhibits the additional regularity:

https://doi.org/10.1017/50956792521000012 Published online by Cambridge University Press


https://doi.org/10.1017/S0956792521000012

Strong well-posedness and inverse identification problem 275
@ e H'(0, T; HYNL>(0, T; V)N L*(0, T; W). (3.1)
Furthermore, if oy € V, and assuming that n = 1 when d = 3, it holds that:
o € HY(0,T; H)NL®(0, T; V)N L*0, T; W). (3.2)
Lastly, ford € {2,3} and n=1, if oy € W with dy,09 =0 on I" and (C4) also hold, then
o e W0, T; HYNHY (0, T; V)N L>(0, T; W). (3.3)

We are also able to prove a stronger regularity result.

Theorem 3.2 Let ¢y, 09 € W, with 9,00 =0 on I" and
[VA(po) — Bm(po) (VI xpg)] - m=0onT. (3.4)

Assume (A1)—(A5) and (C1)—~(C4) hold, and in addition ). = mF" = «y is a constant and n =1
for the case d =3. Then, there exists a weak solution [¢, o] to (P) which, in addition to the
regularities obtained by Theorem 3.1, exhibits the additional regularity:

e e W0, T; HYNH (0, T; V)NLX(0, T; W),  A(p) € L(0,T; W), (3.5)

and for the case d =2, the regularity (3.3) also hold for o without the previous restriction on
the nutrient mobility n. Moreover, there exists a positive constant K3 which depends only on <2,
T, and J, and on the data of the system such that:

@1l w1000, 7:0ynm 1 0,757 0,75 T 110 oo o, 7mmynm 0,727 )nwe 0,72 = K3- (3.6)

We point out that A = mF” being a constant for the assumption of Theorem 3.2 implies A(s) =
Aags. This does not take away the combination of degenerate mobility and singular potential
from the non-local model.

Next, we present two improvements of the continuous dependence results of [41] (see
Theorem 2.2), where due to the improved regularity for ¢ we can consider a non-constant mobil-
ity n(p) in the case d = 2. This fact is new with respect to [41], where the regularity of the weak
solution confines the analysis to the case of constant mobility » = 1. The first improvement is a
weak—strong continuous dependence result.

Theorem 3.3 Assume that (A1)—(A4) and (C1)—(C4) are satisfied for d € {2,3}. For d=3,
suppose in addition that ) is a constant and n = 1. Assume that initial data [¢o ;, 00,], fori=1,2,
are given such that [¢o1,001]1 €V X V and [@o2,002] € H x H (With @1, o2 satisfying also
(AS)). Let [¢1,01], and [¢2, 03] be the corresponding solutions, given by Theorem 3.1, and by
Theorem 2.1, respectively. Then, there exists a positive constant K4 which depends only on L,
T, J, and on the data of the system such that:

ler — @2l O.T:V)NL20,T;7) T loy — 02||H1(0,T;V*)mL2(0,T;V)

3.7)
§K4(||</)0,1 — o2l + lloo,1 — Uo,2||)-

Theorems 2.2 and 3.3 entail uniqueness of the solution to Problem (P). More precisely, we
have the following:
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Corollary 3.4 Assume that (A1)—(AS) and (C1)~(C4) are satisfied for d € {2,3}. For d =3
suppose in addition that A is a constant and that n = 1. Let the initial data satisfy one of the
following conditions: (i) [¢o,00] € H X H, if n=1; (ii) [@o,00] € V X V. Then, the solution to
Problem (P) given by Theorem 2.1 and by Theorem 3.1, respectively, is unique.

In two spatial dimensions, we can prove a stronger continuous dependence result. To this aim,
we need the following conditions:

(D1) m,ne CH([—1,1)).

(D2) P,PF e CH([—1,1]).

Theorem 3.5 Assume that d =2 and that (A1)—(A4), (C1)—(C4) and (D1)«(D2) are satisfied.
Suppose in addition that:

m,ne C}([—1,1]), FeC*-1,1), reC*[-1,1]).

Assume that initial data [@o;, 00;], for i=1,2, are given such that [@o;, 00;] € W x W, with
onoo; = 0 on I and with ¢y ; satisfying (3.4) and (AS) fori=1,2. Let [¢1, 01] and [¢,, 02] be the
corresponding strong solutions given by Theorem 3.2. Then, there exists a positive constant Ks
which depends only on Q, T, J, and on the data of the system such that:

o1 — 21l 10,7000 0,70 L20,7: ) 101 — 021l 11 (0, 721 Lo0 0, 730N L2 0,739

< K5(||<P0,1 —@o2lly + lloo — 00,2||V>~

3.1 Existence of strong solutions
Let us first recall two useful lemmas.

Lemma 3.6 Letf,ge H'/>(T)NL>®(T), where I := 3, Q CR? d € {2,3}. Then, the product
fee HVX(I') N L>(T") and

||fg||H1/2(r) = ||f||L°°(F)||g||H1/2(F) + ||f||H1/2(F)”g”L°°(F)- (3-8)

We refer the reader to [20, Chapter IX, Section 18] for the proof and just recall that the space
H'/2(I") is endowed with the following seminorm:

IF(x) =) 12
Uheay=( [ [ PP aredrm) ", (39)
rJr lx—yl
where dI" stands for the surface measure on the boundary I'.
Another advantage of considering admissible kernels in the sense of Definition 3.1 is the valid-

ity of the following result, which holds in spatial dimensions d > 2 and whose proof can be found
in [3, Lemma 2].

Lemma 3.7 Assume that the kernel J is admissible in the sense of Definition 3.1. Then, for every
p € (1, 00), there exists a positive constant C, such that:

Idiv(VI * Y)ll papixa < Cpll¥ ey VY € LP(2). (3.10)
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Moreover, C, = Cyp if pe[2,00) and C, =C,p/(p — 1) if p € (1, 2) for a positive constant C,
independent of p.
3.1.1 Proof of Theorem 3.1

We apply the argument outlined in [33, Section 4] to the system given by (1.6a) and (1.7) only,
where o is taken as the weak solution given by Theorem 2.1. For fixed ¢ > 0, we introduce the
regular potential F, and the functions m,, P, given by:

(F'(1—¢),m(1—e),P(1 —¢)} s>1—¢,
{F/(5), me(s), Pe(s)} := § {F"(s), m(s), P(s)} Is| <1—e¢, (3.11)
{F'(e — 1),m(e — 1),P(e — 1)} s<e—1,

with F(0) = F(0) and F,(0) = F'(0). Then, owing to (A1), it is clear that the function A, := m.F
satisfies the bounds:

0<ap<A(s) < rPaIXI] AMs)=:re VseR. (3.12)
se[—1,

Moreover, we claim that there exist two constants ki, k, > 0, independent of ¢, such that the
following bound holds

|P:(s) FL(s)| < k1 + kals| Vs eR. (3.13)
Indeed, for s > 1 — ¢, we have that:
|Pe(s) Fi(s)] < [(PF')(1 = &) + [(PF")(1 = &)|(s — (1 — &))< k1 + ka s, (3.14)

where ki = ||PF"||oo(—1.1) (cf. (A4) or (A4%)), and k; is given by k» = khoo+/Poo due to (A4) or
by ky = ||PF"||z>o(—1,1) in case (A4*) is assumed (cf. Remark 2.4). For s < —1 + ¢, the estimate
is similar to (3.14), while for |s| < 1 — & we simply have |P,(s) F.(s)| = |P(s) F'(s)| < k;. Hence,
(3.13) immediately follows.

Denoting by Q : R — R the truncation function:

Q(s) =max{—1,min{s, 1}} VseR,

we first approximate (1.6a), (1.7) with the following system:

89 — AA(p) = —B div(m.(p)(V.] Q) — AP F.)(Q(p)) (3.15)
+ Pulg)(o + BJ  Q(¢)) in 2,
[VA(¢) — Bm.(9)(V.J x Q(p)]-n=0onT, (3.16)

where A (s):=4 fos Ae(r)dr for every s € R. We then prove that, for every ¢ > 0, system (3.15)—
(3.16) admits a solution ¢, in the class (3.1).

To this aim, a time discretisation scheme applied to (3.15)—(3.16) is implemented as fol-
lows. We first recall that o (which is now fixed) satisfies o € H'(0, T; V*)NL*(0, T; V) C
CY([0, T]; H). Now, fix N € N and set the time stepr=T/N.Fork=0,...,N—1,giveng; €V
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and o, ;= o (kt) € H, find ¢4 € V solving:

—TAA(Qrs1) + Qi1 = @k — TBAIV(me(0) (VI * Q@r))) — TAPFL)(Q(¢r))
+ TP (¢r)(or + BJ x Q(¢r)) a.e.in L, (3.17)
VA (@rs1) - mn=Bm(¢r)(VJ *x Q(¢pr))-n  ae.onl. (3.18)

Notice that oy is well defined on account of the regularity o € C°([0, T]; H). The nonlinear
operator Ay : V' — V* defined by:

(Akp, V) :=t(VA(0), V) + (9, V) Yo,y eV,

is pseudomonotone and coercive on V (cf. [60, Lemmas 2.31, 2.32 and 2.35]), while

(g V) i = (@1, V) + TB(me (@) (VI * Q@p), V) — TA((PF)(Qi)), )
+ 1(Pe(@i)(ox + B x Qep)), ¥) Yy eV

satisfies g; € V'*, thanks to the boundedness of m,, P, and to (3.13). Therefore, (3.17)—(3.18) can
be written as an abstract problem:

Axpry1 =g in V*

and admits a solution ¢, € V (see [60, Theorem 2.6]; cf. also [6]). By means of a comparison
argument in (3.17), together with elliptic regularity theory, we can easily infer that we have also
@r+1 € W. Indeed, by noting that m, € WH®(R), P, € L®(R) (cf. (3.11), (A4) and (C1)), using
(3.13), Lemma 3.7 (which ensures that div(VJ x Q(¢x)) € L4(R2), for all ¢ € (1, 00)), and the fact
that ¢k, gr+1 €V, o, € H, we can deduce from (3.17) that AA.(pr+1) € H. Moreover, by tak-
ing advantage of (3.8) and arguing as in [33, Estimate (4.25)], we can see that VA (¢r41) -
n e H'?(T"). Therefore, elliptic regularity entails that A,(gxy1) € W, and this implies that
VA (@r+1) = Are(@rr1)Vore1 € V. On the other hand, by (C2), we infer that VA, (¢r+1) =
A(@ry1)Vrr1 € LYR). Thus, Vg1 = A7 A7 (@0r41)VA:(@r1) € V, whence gy € W.

Before we derive uniform discrete estimates, let us collect a useful elementary identity and
several useful inequalities established in [33], more precisely (3.20), (3.21) and (3.22) below
can be derived from equations (4.16), (4.25) and (4.27) of [33], respectively. In the following,
8 denotes positive constants whose values are yet to be determined, while C denotes positive
constants independent of N, t and €. For n < N — 1, it holds that:

n n
> @1 — e =5 Y lloerr — ol + Hlgnia I? — Slgol, (3.19)
k=0 k=0
and that:
B | (me(p) (VI * Qpr)), Vor1)| <87 Y IVt |I” +C, (3.20)
k=0 k=0
8T Y IVAL@kr1) -0l 3 < COT + CoT Y llgxll7 (3.21)
k=0 k=0
n n
5TB Y (I divime(pi)(VJ * Qe)I* < C8T + C8T Y || Vee*. (3.22)
k=0 k=0
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Now, integrating (3.17) yields

(@1, DI < (@x> DI+ T|(Pe(@) (0% + BJ % Q@) — AP FL)(Q(@r)), 1)
<l(gr, DI +Ct

on account of the boundedness of (P, F,)(Q(¢x)) and |lok || < |l ||zo(0,r:6r) < C. In particular,
[(@r+1, DI < (@0, DI+ C(k + DT < (90, DI + CT < CT(1 + [lgo ).

Hence, by the Poincaré inequality:

T Y |(Pe(@i)(0k + BJ * Qi) — APFL)(Q(@i)): @)
k=0 (3.23)

n n n
<Ct Y ol CT Y1 lowst — @il + 1@l <C+6t Y I Vornll™
k=0 k=0 k=0

Then, testing (3.17) with @41, summing over & from k=0 to k=n <N — 1, employing the
identity (3.19), estimates (3.20), (3.23) and (3.12), and choosing § = «p4/4 yields

n n
Y e — oel® + llnit I+ 227 Y IV l® < Sligoll” + C. (3.24)
k=0 k=0

An immediate consequence of (3.24) is

Y N 1P <CT Y IV >+ Cr Y [@iril” < €A+ llgol)- (3.25)
k=0 k=0 k=0

Next, testing (3.17) with Az(¢ri1) — Ae(@r), summing from k = 0 to k£ = »n and using (3.19) for
V A:(¢r) yields

n n
WD gkt — @ell® + 3IVA@rDIP + 5 Y IVA(@rr1) — VAe(po) I
k=0 k=0

=< B(ma((pn+1)(VJ* Q(¢n+l))’ VAS((pn—H)) - B(ms(SDo)(VJ * Q(QDO)), VAS((pO))

— B Y (melprr1)(VT % Q@ks1)) = me(@)(V * Qr)), V Ae(@r11))
k=0

+ Z(Ps(%)((fk + BJ * Q(px)) — AP F)(Q(@r), Ae(@r41) — Ae(r))
=0

+ HIVAL(po)l*.

As in [33, (4.19)—(4.20)], the first and third terms on the right-hand side are bounded above by:

n n
HVA@u DI+ 22 st — @el® + Ct Y IV A(pr)I* + C.
k=0 k=0
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Meanwhile, using that A (a) — A.(b)=4 fba Ae(s)ds, the fourth term is bounded above as
follows:

Z(Ps((pk)(ak + BJ * Q(px)) — AP F)(Q(0r)), Ae(@r41) — Ae(r))
=0

n n n
<CY lgrn — ol <D (Ct+ it — oell) < CT+ %224 e — el
k=0 k=0 k=0

Together with the fact that ||V A, (o)l < AAxo||Veoll, we find that:

n n
DD prrt — el + FIVA@u D17 + 5 Y IVA(@r1) — VAl
k=0 k=0

<C(+ llgol}) +CT Y IV A(@rs) I

k=0
n—1
< C(L+ ol3) + CTIVA@us)) 2+ CT S IV A (@)1
k=0

By taking v small enough so that Ct < %, and by applying the discrete Gronwall lemma, we
deduce that:

I3 gkt — il + 1V A@uiDIP + Y IV A@rr1) = VA2 I* < Qllgolly).  (3.26)
k=0 k=0

From (3.24)—(3.25), we infer that:

n n
Y AR DI} < CT Y7 llgrsll} < A+ llgol),
k=0 k=0

while by (3.22) and (3.26) it holds that:

T Y I AA(is )]

k=0

C n n
<= @1 — @ll> + Ct Y Idiv(me (@) (VT * Qo)) I
T ;; " ; (327)

+Ct Y I1P(¢0) (0% + B x Q) — APF Qo))
k=0

= QUl@olly)-

Employing elliptic regularity, (3.21) and the above estimates, we infer that:

n

n
T A5y = CT Y (IA@s D)5 + IV Ac(@rs1) - 1l ) + AA@rs D))
k=0 k=0

<Qllgollr) (3.28)
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and consequently a similar argument to that used in [33, Proof of Theorem 3.6, pp. 695-696] for
the case d = 2 yields

T Y lgrslliy <QCllgolly)- (3.29)
k=0

Let us briefly sketch the arguments for completeness. In two spatial dimensions, employing (2.3),
(3.26) and (3.28), it is easy to see that:

n n
T Y IVA@)IF < C Y IV A DI Ae(@rs DI < Qlllgoll ).
k=0 k=0

Thanks to the relations VA (¢r+1) = Are(@r1)V @rt1, VAe(@rt1) = A (@r1) Vi1, as well as
the boundedness of A/, from (C2), we have

n n n
Y V@l + 7 Y IVA(rs)IF < CT D IV A3 < Qlllolly)-
k=0 k=0 k=0

Then, from (3.28) and the identity (for i, € {1, 2}):

AP = 3 (@rs )0 Ae(Pri1),

1
32A, -
i) =

1
)Ls((pk-'rl)
we infer (3.29). We mention that in the case d =3, a Moser—Alikakos iteration is used in
[33, Proof of Theorem 6.1, pp. 718-719] to first establish [|¢;11[lz00(@) < C(ll@o () for all
k=0,...,n with n < N — 1, which is then used to show (3.29). In our setting, we have the
additional source term Sy := P (1) (0 + BJ * Q(¢x)) — A(P.F.)(Q(¢r)) in (3.17), and at present
we cannot directly replicate the Moser—Alikakos argument as oy is currently not bounded in
L>(0, T; L*®(R2)).

However, let us claim that the control given by (3.29) can be achieved also for d = 3 assuming
n = 1 with similar arguments provided we consider the nutrient variable o} to possess the stronger
regularity pointed out by Theorem 3.2 which in turn would give us o} € L*°(0, T; L*(S2))
(cf. Remark 3.1). In fact, it turns out that the stronger regularity for the nutrient, in the case n = 1,
just requires further assumption on o and that we still have ¢ € H(0, T; H) N L>(0, T; V) N
L?(0, T; W) also for the case d = 3 without the assumption n = 1 (see (3.33)—(3.38) below).

Next, we introduce the functions @y, (p,J\} and ¢, as interpolations of {¢,}o<s<y in the
following way:

en (@) = YuO@n + (1 = vuD)nt1,  vaO)=n+1-1t/z,
§0§(I) = @nt1,
oy () = @n,

fornt <t<(m+ 1)t and n=0,...,N — 1. Then, the estimates (3.24)—(3.29) imply (for both
de{2,3}):
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||((/A’N)/||12‘2(0,T;H) + ||§01-\/F||%00(0,T;V) + lloy ||%OO(O,T;V) + ||¢N||i°°(o,T;V)
+ 17 (19w = @ 20 7y + 108 = 08 120 7:01) < €
AP T2 7231y + 1 A6 (@ o077 < C
and in the case d =2 we additionally have
”(p]—v‘r”]Z‘Z(O,T;W) S C
Now, (3.17)—(3.18) can be rewritten in terms of the interpolating functions @y, ¢y, @y as follows:
dion = AA(g3h) — Bdivim, (93)(VJ * Qpy )
+ Pe(py)(©n + BJ x Qpy)) — A(PF)(Qpy)) ae.inQ, (3.30)
VA:(py) - n=Bm.(oy)(VJx Q(py))-n  ae.onT, (3.31)

where oy is defined by oy(¢) :=oy, for kt <t <(k+ 1)r, k=0,...,N — 1. Notice that the
following strong convergence holds

oy — o in L™(0, T; H). (3.32)

Arguing as in [33], for fixed ¢ > 0, we first pass to the limit as N — oo in (3.30)—(3.31) (on
account of (3.32) as well), to deduce the existence of a function ¢, € H'(0, T; H) N L>¥(0, T; V)
with Ag(@.) € L0, T; V)N L*(0, T; W), and if d =2 also ¢, € L*(0, T; W), satisfying:

09e = AN (@e) — Bdiv(ms (e )(VJ *x Q(¢¢)))
+ Pe(¢e)(0 + BJ x Q(¢:)) — APF,)(Qpe))
a.e. in O, and the boundary condition:
VA:(p:) - n=Bm(¢:)(VJ x Q(¢:))-n ae.on X.
Then, as all the estimates are uniform in ¢, we pass to the limit ¢ — 0 to obtain a limit function:
@ e H'(0,T; HYNL>®(0,T; V), ¢@elLl*0,T;W)ifd=2,
with A(p) € L0, T; V)N L*(0,T; W), |¢|<1ae.inQ,
and satisfies
9,0 = AA(p) — Bdiv(m(p)(VJ x 9)) + P(p)(o — AF'(¢) + BJ x¢) a.e.inQ,
VA(p) -n=Bm(p)(VJx¢)-n ae.onX.

We refer the reader to [41] on the arguments to pass to the limit for the term (P, F})(Q(¢,)) and
also to deduce that |¢| <1 a.e. in Q which removes the truncation function Q.

Now, we claim that at the continuous level, by exploiting the above regularity for ¢ and A(y),
we can derive the ¢ € L*(0, T; W)-regularity also for d = 3. In this direction, let us notice that,
fora.e. t € (0, T), we have A(p(t)) € W so that:

3 A (o) = AM(e(D)dp(t) eV forie{l,2,3). (3.33)
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Moreover, using (A1) and (C2), we realise that A~!(¢(#)) € V. Hence, fori € {1,2,3} and a.e. ¢ €
(0, T), we have

dip() = 1~ (9(1) M) dip(t) € W) C L () (3.34)
—

eV eVcLs(Q)
which entails V() € L*(2) and also ™' (¢(¢)) € W'3(Q). In turn, by (A1), we have
hp(ty=r"(p(®) Me®))dip(t) € H' (). (3.35)
———— ———
eWL3(QNLX(Q) eVcLli(Q)

Therefore, we get d,¢(f) € V for i € {1, 2,3}, and so ¢(t) € W for a.e. ¢ € (0, T). Rigorously, for
a.e.t€(0,7)and for i,j € {1, 2, 3}, it holds that:

1 N (e(0)
Me(D) AR (1)

On the other hand, we employ the following special case of the Gagliardo—Nirenberg inequality
(2.2), which holds in both two and three spatial dimensions:

A () = 92 A (1)) — 3 A(@(1)3 A((2)). (3.36)

IV A@(e) s < CUA@ED I A@@) (3.37)

(take p=4,j=1,g=00, m=2, r=2, d € {2,3}, yielding « = 1/2 in (2.2)). Therefore, the
regularity A(g) € L*(0, T; W), the bound |¢| < 1, (3.36) and (3.37) imply that also for d =3 we
have

@ eL*0,T; W). (3.38)

Hence, the proof of (3.1) is concluded. The next step is now to prove (3.2), provided that the
stated additional assumptions on o( and on the nutrient mobility » are satisfied. This is achieved
by relying on the improved regularity for ¢ given by (3.1). We proceed by means of formal
estimates, which can be made rigorous by applying a Galerkin approximation to (1.6b).

We multiply (1.6b) by —Ac (which is a valid test function in the Galerkin approximation) and
integrate over €2 and by parts to obtain that:

1d
anu%||\/n(<p>Ao||2=— /Q n'(9)Ve - Vo Ao

+/ P(p)(o — AF'(p) + BJ x p)Ao, (3.39)
Q

where the terms on the right-hand side are denoted by /; and /;. By means of (A4) along with the
Young inequality and the previous estimate, we obtain that:

L] <8llAc|? + Cs(1 + lla 1), (3:40)

for a positive § yet to be determined. As for the first term, if d =2, we use the boundedness of
n’, the Gagliardo—Nirenberg inequality (2.3) and the elliptic estimate:

lolw < C(lAall+ o) (3.41)
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to find that:

11 < ClIVellall Vo llall Aol
<8lAa|* + CsIVolllelwlVallllo lw
<slAcl?+ CslIVelllelw Vol (lAal + o)
<28 Aa|* + GslIVelP el IVall(llol + IVall). (3.42)
It is worth noting that in the last term, accounting for the above estimates, we have that ||Vg|| €

L>(0,T), |l¢ll3, € L'(0, T) and |o|| € L>°(0, T) due to (2.6). Therefore, we insert (3.40)—(3.42)
into (3.39), fix § € (0, 1) small enough, use (A2) and apply Gronwall’s lemma to get the bound:

Vo llooo,rsmy + 1AG N 200,70 < QUI0N v, looll ). (3.43)

Then, the elliptic estimate (3.41) yields the L*(0, T; W)-bound for . Let us point out that if
d =3, the argument leading to (3.43) does not work. The obstacle is the estimate of the term /;
on account of the known regularity for ¢ and for o. On the other hand, if » = 1, we simply have
I, =0, while the estimate for /, remains unchanged. So, the case d = 3 and n = 1 easily follows,
and in particular it does not rely on the L?(0, T; W)-regularity for .

An estimate for 9,0 can also be deduced, by means of a comparison argument in (1.6b). Indeed,
we can write (1.6b) in the form:

0,0 =n(p)Ao +n'(p)Ve - Vo — P(p)(o — AF'(¢) + BJ * ¢), (3.44)
and estimate the second term on the right-hand side (present only in the case d = 2) as:

1/2 1/2
17 (@)Ve - Vo || < ClIVollal Vo ls < ClIVel Pl IVe o |1

1/2 1/2
<Qlgolly, llooliN el ol

which, on account of the L?(0, T; W)-regularity for ¢ and for o, entails that:

17 @)V - Vol 207, < Qllgollv, lloolly)-

Hence, from this estimate, (3.43), (A2), (C1) and (3.44), we have for d = 2 the estimate:

19:0 M1 220,71y < QUll@oll v, ool )- (3.45)

In the case d = 3, since we are assuming » = 1, the second term on the right-hand side of (3.44) is
not present, and the L*(0, T'; H)-regularity for 8,0 proceeds with a similar argument. Therefore,
(3.2) is proven.

It then remains to establish the improved regularity (3.3) for o for the case d € {2,3} and
n = 1. To this aim, we formally differentiate (1.6b) in time and test with 9,0, which can be made
rigorous by returning to a Galerkin approximation of (1.6b) for ¢ treating ¢ possessing the above
improved regularity H'(0, T; H) as given data, and differentiating the Galerkin approximation in
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time. Since n = 1 and o € W, the latter implies 8,00 := Aoy — P(@o)(00 — AF (¢o) + BJ * ¢g) €
H, and we obtain, after integration over €2,

1d
Sl + /Q P3P + Voo = — /Q (P(0)0 00 — BP(@)U » 310)) o

- / (BP (9)0(J % 9) — A(PF"Y (9)310) 310
Q
<C(1+ 1o 12) 1801 + Clapl?,

where we have used (C4) for the terms involving P’ and (PF’). By Gronwall’s lemma, we have
o e W0, T; H)N H'(0, T; V). Then, by a comparison of terms in (1.6b) with n =1, we see
that Ao € L*>(0, T'; H) and so by elliptic regularity it holds that:

o e L®0, T; W).

The proof of Theorem 3.1 is complete. O

Remark 3.1 We point out that estimate (3.29), which yields the control of the discretised
solutions ¢y, in L*(0, T; W) can be recovered also for the case d =3, provided (C4) is sat-
isfied which leads to the improved regularity (3.3) for o. Indeed, this allows to reproduce
the Moser—Alikakos type argument of [33, Proof of Theorem 6.1] which establishes the cru-
cial bound ||@iy1llro@) < C(ll@ollzo) for all k=0, ...,n withn <N — 1. Let us just sketch
the main points of this argument. We return to the time-discrete problem (3.17)—(3.18) tak-
ing the above improved regularity for o into account, which implies that the source term
St = Pe(@i)(0k + BJ * Qi) — A(PF.)(Q(¢r)) is now uniformly bounded in L>(0, T; L*(L2)).
Appealing now to the Moser—Alikakos computation in [33, pp. 718—719], which involves testing
(3.17) with (pfi_ll where p; =72, integrating over Q and summing the resulting identity over k,
fork=0,...,nwith0<n <N — 1, we obtain

oo p/2
_/ n+1 /TZ/ |V §0kj+1
]

(3.46)
i—1 i—1
= [+ Z (o009 x Q. ¥ () + (S0 0)) ]
where p = ftj—jl is the conjugate of p;. The new element in the analysis is the last term on the

right- hand side which, owing to the uniform boundedness of Sy and Young’s inequality, can be
handled as:

i—1 1 /2
o] =cle!| <c o]

1—p;
E p/z C5 /
! <C—/‘ kJ+1 )

with a constant C independent of §, the index j and N. Choosing § = p; and noting thatpj_pj -0
as j — oo we infer that:

1 D 2
Sevihi=C /Q Pl NYe
J
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with a constant C independent of index j and N. The convolution term in (3.46) can be handled
as in [33, (6.14)] so that, after multiplying (3.46) by p; and estimating the convolution term and
the source term, we arrive at the following inequality:

n
i/2 Qo
/Q|go5'+1|2+;r2/9|wk+l>|2 /| |2+Cp,r2/ 2P + Cp,
J k=0

which is exactly [33, (6.15)]. Then, we may argue as in [33] to deduce that (3.29) also holds in
the case d = 3 with a modified constant Q(|l@o ||y, lloo|lw) on the right-hand side.

3.1.2 Proof of Theorem 3.2

We first consider the case d = 2 and return to the time-discrete problem (3.17)—(3.18), taking the
improved regularity o € H'(0, T; H) into account. Consider the differences between steps & and
k — 1, test the resulting identity by 3, ¢41 =7 '(¢s11 — ¢r) and sum over k=1,...,n with
n<N—1,toget

D @cus1 — cprs O ics1)

=— Z (VA(@rs1) = VAP, VO @rs1) + B Y T(3:(me(0)(VJ * Q(@i)))s VO pit1)
k=1 k=1

+7 ) (3:[(Ppr)0x + BJ * Q(¢n)) — APF )N Q@) d0x11), (3:47)
k=1

where we use the notation 8./ (¢;) = T~ (f(¢r) — f(¢k—1)). Let us collect some useful inequalities
established in [33], more precisely (3.48) and (3.49) below can be derived from equations (4.71)
and (4.73) of [33], respectively:

v 3 (VO A1), Vocgis )

k=1
> AN Vgl — Ct Y 1A 18- gk > = CT Y 19: pesa I, (3.48)
k=1 k=1 k=1
D @0 (me(@)(VJ % Q@) Vrgis1) 8T D 18: Vel + Cot Y 1 0el®,  (3.49)
k=1 k=1 k=1

where § denotes a positive constant whose value is yet to be determined. Firstly, from (3.49) with

8 = %% and (3.26) it holds that:

Bt Y (0:(me(@e)(VT % Qi) VO pri) < “OA’vaafgokﬂu +C. (3.50)
k=1 k=1

Next, we can easily check that the following uniform (w.r.t. &) Lipschitz continuity property of
P,F} holds

|P:(s2)FL(s2) — Pe(s)FL(s)| <Llsy —s1]  Vsi,s2 €R, (3.51)
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where the positive constant L is independent of & >0 and is given by L =kAiqs/Poo +
I(PF'Y llzoo(=1,1), in case (A4) holds, or by L = ||PF"||ze0~1,1y + |(PF’) | zoo(-1,1), in case (A4*)
holds. Indeed, let us consider, for example, the case |s;| <1 — ¢ and s, > 1 — ¢ (the other cases
can be handled similarly), we then have

|Pe(s2)F;(52) = Pe(s1)F o (s1)]
=|P(1 —&)F (1 — &)+ P(1 —&)F"(1 — &)(s2 — (1 — &)) = P(s1)F (1)
< NPF"||goo—1,1)(s2 — (1 — €)) + [(PF") || poo—1,1)(1 — €) — 51) < L(s2 — 51),
where we have assumed (A4*). By employing (3.51), the Lipschitz continuity of Q, the
Gagliardo—Nirenberg inequality, estimate (3.26), as well as o € C°([0, T]; L*(R2)) (which is due

to the application of Aubin-Lions lemma with the compact embedding V CC L*(R2)), and also
the identity d- (f¢gk) = fi - &k + Gk—109</fk, We get

T Y (3:[(P(@r) 0k + BJ * Q(¢r)) — APFNQ@i)]; I pit1)

k=1

<Ct Y 10:@ust 190kl +7 ) (Pe(@r)d:0k + 0519 Pe(r), 0r 1)
k=1 k=1

<Ct Y 10e @il (19: @kl + 10k ]1) + CT Y llok-1llall 0 pell 19 0rcs1 114 (3.52)
k=1 k=1

n
=€t Y (190t + 10l + 19:02]1> + 10cx1 11V e @i 1)
k=1

n n
<CHCt Y [0eorl® + %55 D IVIegen ™
k=1 k=1

As far as the first term on the right-hand side of (3.47) is concerned, by (3.48) and (3.26), it holds
that:

n

Z (VAe(@rs1) = VA(91), VO gir1)
=l (3.53)

n n
> N VI gt 12— CT Y A0 19 011> — C,
k=1 k=1

and on account of (3.26), of estimate |V | = ||V A:(¢r)/re(¢r)ll, and of (3.13), we obtain
Tl Aol = CT(IAALPOI® + 1@ + IV A0 -0l
< Cr(l18e el + Il div(me (g 1)(VI * Qg 1))
+ 1Ps(@k-1)(0%—1 + BJ * Q(@r_1)) — A(P.F)(Q—1))II*
+ M@lly + lme(@r—Dl ooy Il * Qen—0)Il5y
+ Ime(@e—DIF (VT % Qpk-1)) - Bl ()

(3.54)

C 2
< ?”(Pk — @r1ll” +Cr,
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cf. [33, Proof of Theorem 3.6, Step 3, p. 704]. Inserting estimates (3.50), (3.52), (3.53) and (3.54)
into (3.47) we find that:

n n
Me@ni P4 3D 19:@rr1 — 9 ell” + 2% > I Vorgiq I
k=1 k=1

<Ct Y A@O 10 @r I + CT Y 19:04l* + §19: 0117 + C

k=1 k=1
(3.55)
C S e —er 2, C ¢ )
= =2 o2 = gt I B 4 = 3 Nl —
k=0 k=1

n
+CT Y1190k ]” + 3orgr|* + C.
k=1

A similar argument as in [33, (4.83)] shows that:

[9: @11l < CIIAA (@)l + Clldiv(me(@0)(VJ * (o))l
+ ClIPe(¢0)(00 + BJ x g9) — A(PeF,)(Q(¢o))
< C(1+llooll + lwollw)-

By the Cauchy—Schwarz inequality, the fundamental theorem of calculus, and recalling estimate
(3.45), we have that:

n
2 2
T 10:0kl> <190 1320, 7.47) < Qlllgo v, o0l )-
k=1

Hence, by employing this last estimate in (3.55), the discrete Gronwall lemma entails that:

19c@u 1>+ 7 Y IVI@rit I+ D 10rgiss — de0ell> < QUigollw, loolln).  (3.56)
k=1 k=1

This implies that the interpolation functions @y introduced in the proof of Theorem 3.1 now also
satisfy

1@x) 12000, 7:m00200,7:7) = QU0 llool -

Returning to (3.54), which can be written as:

IAe(@es Dl < C(1+ 18- 9x4111)

we infer that:

Aoz, < Cy Nl llzoeqo,r:m) < C. (3.57)

Hence, after passing to the limit as N — oo and then as ¢ — 0, we deduce (3.5).
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We now turn to the regularity (3.3) for o in the case d = 2, where in contrast to Theorem 3.1,
we now allow for a non-constant mobility n(¢). By formally differentiating (1.6b) in time and
testing with d,0, we obtain

1d
—— 3o |* + / n(@)|Vo|* + / P(p)9,0|?
2 dt Q Q
=— / n'()d,9Vo - Voo — / (P’(go)oB,gD + BP(p)(J * 3,(,0)) 0,0
Q Q

- / (BP (930U % 9) — APFY (9)3,90) 3,0
Q
where the right-hand side is bounded above by:
SIVaoll* + Clldl3 Vo llz + Cllolalldellalldo | + Clldll* + Clldo||*.

Then, by the Gagliardo—Nirenberg inequality and the fact that 9,¢ € L>(0, T; H)N L*(0, T; V)
and o € L°(0, T; V)N L*(0, T; W) due to (3.2),

19:@l31Va 13 < Clagllldglly Vool

< QUwolly, loollldglls + Qligollw, llooll)llo i3,
lollalldglla 3o I| < QCligollv, llooll) a5 + Clldior |17,

Hence, choosing § sufficiently small, and using (A2), (C1) and (3.45), we infer by Gronwall’s
lemma that:

o e W0, T; HYNHY 0, T; V).

By comparison of terms in (1.6b), it is easy to see that Ao € L*°(0, T; H), and by a classical
elliptic regularity argument, we also deduce o € L*°(0, T'; W).

Let us briefly point out the modifications to the arguments for attaining the regularity (3.5) in
the case d =3. Thanks to Theorem 3.1 we have o € L*(0,T; W), and so in (3.52) the term
(0%—10:Pe(¢r), 0: pr+1) can be controlled by C|0,¢x|l|0:¢r+1]l, so that (3.52) remains valid.
Moreover, under the assumption A = mF” =« is a constant, we have

n

Z (VAc(@rs1) = VA(9r), VO prt1)

= ) (3.58)
=Y Aag(V(grs1 — 90) Vorgusr) = Aotot Y [V ppa |
k=1 k=1
replacing (3.53). As (3.54) remains unchanged, we obtain instead of (3.55) the inequality:
0@t I? + 5D 19 @rs1 — degell® + 285> Ve g |
.= = (3.59)
<Ct Y 19:04l” + 3 19: 0117 + C < Qlllgollw ool ),
k=1
and the improved regularity (3.5) follows along similar arguments as in the case d = 2. O
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3.1.3 Proof of Theorem 3.3
Let us denote for convenience:
0i=¢1—¢y, 0:=01—01, A=A —A; S:=8 -5,

where S; = P(g:)(0: — AF'(¢;) + BJ % @1), Ni = A(@i), ni =n(g;) and m; =m(g;) for i € {1,2}.
First, let us consider the case d = 2. We take the difference of (1.6b) tested by o, which yields,
after integration over 2 and for some § > 0 to be fixed later:

1d
-—||a||2+/ n2|VU|2=—/ Sa—l—/(n] —m)Vo, - Vo
2dt Q Q Q

< —/ So + CslIVar I2llgl2 + 811 Vo |1
Q

3.60
s—/So+csu%l||||ol||W||<o||||go||V+8||V<r||2 (3.60)
Q

< / So + Csl|Vor o [ o2
Q
+8(IVell® + IV l?) + Csl| Vo |2 lo1 13 el

on account of the fact that oy € L0, T; V)N L*(0, T; W) and of the Gagliardo—Nirenberg
inequality. Moreover, we have used (C1) and the bound |¢;| < 1, for i =1, 2. Next, testing the
difference of (1.6a) with ¢ yields

1d

||(p||2+/ vA.w:/ B(ml(VJ*(p])—mz(VJ*<p2))~Vg0+/ So. (3.61)
2dt o Q Q

Thanks to the formulae:

VA =VA(p1) — VA(p2) = A1) — M2))Ver + AM(¢2) Ve, (3.62)
mi(VJ * @1) — my(VJ % @2) = (my — mp)(VJ * 1) + ma(VJ % @), (3.63)

and

S = (P(¢1) — P(¢2))(01 + BJ x 01) + P(¢2)(0 + BJ % )
— AP(p)F (p1) — P(@2)F (92)), (3.64)

from (3.61) and (A1), we get

1d
§E||¢||2+A0lo||v<ﬂ||2

< Cliglal Vil Vell + CliglIVell + C(1 + llotmliel* + Clla |
<28|Vell® + Csligllliely I Verlllleillw + C(1 + llallw)llel* + Clio |12
<381Vel* + Cs(1 + @iy + lorllmliel® + Cllo |1,

on account of the fact that |p;| <1 a.e. in O, ¢;,01 € L>(0, T; VYNL*O,T; W) and the
Gagliardo—Nirenberg inequality. Moreover, in the first inequality, we have used (Cl), (C2)
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and (C4). Estimating the term So in (3.60) in a similar fashion using the Lipschitz continuity
of P and PF’, and adding the result to the above inequality yields

d
Z (el +1017) + VeI + IVo I = CA + gl + lonlllel> + Cllo 2, (3.65)

on account of (A2), and after choosing ¢ sufficiently small. Then, Gronwall’s lemma applied
to (3.65) gives the L>®(0, T; H) N L*(0, T; V)-estimate of (3.7) for the case d =2. For the
H'(0, T; V*)-estimate, we obtain from the difference of (1.6a) and (1.6b):

(0,0, V) = — f (Vf\ — B(m(VJ % ¢1) — mz(VJ*goz))) -Vu +/ Sv,
Q Q
(0,0, W)y = —/((nl —m)Vo, +nVo) - Vw—/ Sw,
Q Q

for any v, w € V. In light of the above estimates, as well as the calculations in (3.60), we readily
infer
1o, < Cllel %o rm el g 7., + Cllel +Cllo|
P2, = Cl@llzso,rm Pl 120, 7.7y @llL2.1;v) L2(0,T;H)>

12 12
1001l 20,734 = Cllo N0, 7. 10 20 13y + CllONi20,750) + Cl@N 20, 7500)5

where the constants C depend on the L*(0, T; L*(2))-norms of V¢, and Vo,. Applying the
L>®(0, T; H)N L*(0, T; V)-estimate of (3.7), then finishes the proof.

For d =3, we note that the term (n; —n;)Voy-Vo in (3.60), and the term (A(¢;)—
M@2))Ver - Vo in (3.61) both vanish, since, in this case, n and A are assumed to be constant.
Hence, it is immediate to check that we can infer an analogous differential inequality to (3.65)
(the term [|¢;]|3, will no longer appear on the right-hand side). This allows us, by means of
Gronwall’s lemma, to recover the assertion (3.7). O

3.1.4 Proof of Theorem 3.5

We remind the reader that the spatial dimension is d = 2. Using the notation introduced at the
beginning of the proof of Theorem 3.3, we test the difference of (1.6b) with d,0 = 9,01 — 9,07 to
obtain

1d
2dt Jq

1
:/(nz—nl)Val ~V8t0+—f n'28,g02|Va|2—/ So,0
Q 2 Ja Q

1
:—/ n’28,¢2|Vc7|2—/ Sata—/(nz—nl)Am&,U
2 Ja Q Q

— / ((n/2 —n)Ve, - Vo —n Ve - VUI)Z),G,
Q

m|Vo | + 19,0

where we have set n; := n'(¢;), i = 1, 2. In light of the regularity of the solution stated in Theorem
3.2, of the boundedness of n; for i =1, 2, and of conditions (A4), (C4) and (D1), we see that the
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right-hand side can be bounded by:
ClapallIValz + Cliel* + Cliol* + Cl Aot P[]l
+ lelE Vel Vol + ClIVellZIVoll; + 5100 17
<C|Vol;+Clol + Cillelly + 31901,

for some positive constant C; > 0. Applying the Gagliardo—Nirenberg inequality (2.3) to the
term ||Vo ||‘2p for some £; > 0 to be determined later we find that:

1d 1
S | mIVel + Sla0? < Cllny*Vol|? + Cllo|? + Cillel% + elllo |3 (3.66)
Q

To close this estimate, we now derive estimates on || ¢|| and ||o || . By taking the scalar product
of (3.62) with V¢, on account of (A1) and of (C2), we find the estimate:

Aoy [Vol? < IVAIIVel + Cligllal Vi llal Vel
< VAVl + Cligll I Vel + Vel ¢l
in light of the regularity ¢; € L*°(0, T'; W). This yields
IVl < C>IVAL + llell). (3.67)
Then, from the identities (1.5), again on account of (C2) we find that:
(30, B A) > A |3, + A1) — M) 301, 39)
> (Ao — O30l — Csllaipr 13l Ve ll + llell?) (3.68)
> (Aag — 8|3l — Csll 31 13Nl + IVA]?).
Furthermore, from (3.64), we see that:
3:S = ((P'(¢1) — P'(92))901 + P (92)3:90)(01 + BJ % ¢1)

+ (P(¢1) — P(92))(3,01 + BJ * 3,01) + P (92)992(0 + BJ x ¢)
+ P(02)(3i0 4 BJ % 9,9) — A((PF") (¢1) — (PF") (92)) 3,01 — A(PF"Y (92)d:,
and so in light of the regularity stated in Theorem 3.2, of the inequality:
|A| < Ahooll, (3.69)
and of condition (D2), we find that for § > 0 and &, > 0 to be determined later:
I(A, 3:5)] < Clidigi 113 + Clldell el + CIdo | + 1301 1Dl
+ Clloallllellalliolls + llella) + CUIO o || + 00Dl

+ Cllaer ll¢llz + Cllidellllel
<381189l1> + 21|30 11> + Cs e, @l + Csllo |3

(3.70)

https://doi.org/10.1017/50956792521000012 Published online by Cambridge University Press


https://doi.org/10.1017/S0956792521000012

Strong well-posedness and inverse identification problem 293
Now, set
M = B((m} — m))dp1 +myd,0)(VJ * p1)
+ B(my — my)(VJ % 0;¢1) + Bm'28t¢2(VJ * @)+ Bmy(VJ % 0,9),

where m; := m'(¢;), for i = 1, 2. Then, on account of (D1) and of (3.67) as well, we have that:

(VA M) < CIVAL(I13:@1llall@lls + 13,02 lalllls + 13,01)
<8113,01% + CsIVAI? + Cs (13115 + 13:02113) (e 11 Vel + llel?)  (3.71)
<8130l + CsIVAI? + Cs(1 + 131115 + 3:02113) @112

Then, testing the difference of (1.6a) with 3 A yields

1d _ -+ N R .
T IVAI? + @i, 9A) = B(VO, A, (my — mp)(VJ % ¢1) + ma(VJ *9)) + (S, 9, A),

which can be written as:

d . A,
ZV+ @90 8) + (VA B + (A, 0.8 =0, (3.72)

where by (3.69):
1 ~ ~ ~
W= I VAP = (S, ) = BVA, (my = mo)(VJ % @1) +ma(V] + 0)

1 n
> ZIIVAIIZ — C(llel* + llo ).

Substituting (3.68)~(3.71) into (3.72) yields

d Aoy ) 4 4 2 ~ 2

—Wv 4+ —|0 < (C(1 0 0 VA

SVl < (L+ 1901113+ 1302117) (Il 1 + IVA?) 673)
+ Cloll} + e300l + Ce, @l

after choosing § sufficiently small. Integrating (3.73) over (0, 7), for arbitrary ¢ € (0, 7), and
noting

W(0) < CIIAO)12 + Cllgos — o2l® + Clloos — oo2l?
< Cllgo, — o2lly + Clloo — 002> =: V2,

together with (3.6) and (3.7) we find that:
t
IVAOI+ [ 13l d
0

t
< cf (L+ 131115 + 13,0213) (Il + IVAIP) + o 17 + e2l19:0 1> + Coy 0I5 ds
0
+ C(la@)I* + o)1) + W (0)

t
<C / (L+ 1301115 + 13,0 IDIVAI® + 218,012 ds + I
0
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on account of
l@llLoo. iy + 1@l 200, 7:0) + N0 220,720 + 0 120,70y < Vs

and of the fact that 3,91, 8,0, € L*(0, T; L*(2)). By Gronwall’s lemma in integral form, for ¢ €
(0, 7), we get

t t
IVA@I® + / 19:11? ds < V* + Ces f 13,0 > ds. (3.74)
0 0
With this, we now derive estimates for A in L*(0, T; W). Observe that by elliptic regularity and
(3.69), we have
1Al < CG(IAAN+ ATy + VA - nllg2) 375)
< GIAA+ VAL + ll@ll + VA -0l )

for a constant C, > 0 depending only on 2. Taking the difference of (1.6a), using Lemma 3.10
and testing with AA, we obtain

IAA|? = (a,<p _s, AA) +B (m;vgoz (VT % )+ mydiv(VJ # @), A[\)
+B ((m1 — m)div(VJ x ¢1) + myVe - (VJ % ¢1), Af\)
+B (0} = mp)Ver - (VI x g1, AR)
< sIAAIP+ (10l + el + llo 1),
which, owing to (D1) implies that:
IAAL < (I3l + il + llol).
Next, we recall (1.7), so that:
VA -n=B[(m —m)VJ x¢; +mVJ @] -n,

and by invoking Lemma 3.6, we can estimate the H'/2(I")-norm of this boundary term in the
same fashion as in [39, Proof of Lemma 4, (3.33)—(3.37)]. More precisely, we have that:

IVA -0l
< Bllfnll ooy I(VS > @1) - mll gy2py + Bl 120y (VS % @1) - ml ooy
+ Bllma |l oo (VI % @) - | gi/20y + Bllma [l 120y [(VS % @) - ml ooy,

where m := m — m,. Invoking Lemma 3.7, the boundedness of the normal vector n and the trace
theorem, it holds that:

(VS % @1) - nll ooy < IV * @illoory < VI > @1llps) < Cllonll g < C,
(VI x @) - nl oy < Cllolly,

(VI *@1) - nllgi2ry < CIlJ *@r1llw < C,

(VI %) nll g2 < CllJ*@llw < Cllell.
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On the other hand, thanks to Agmon’s inequality (2.4), we have that:

Il 120y < Cllmlly < Cliglly,

~ 1/2
Il 2oy < Cligllzoery < Cllgllis@ < Cllgll el

Hence, we find that, for § > 0 to be determined later:
n 8
VA -nll g0 < lelwllw + Gsllellv,
and thus from the elliptic estimate (3.75), we have for any § > 0,
1Al < Cs(lplly + IVAIL+ llo |l + 13ipll) + 8llelw (3.76)

Next, we employ the identity 49,0, = A~ (¢x)d;A(¢;) for k=1,2 and i = 1, 2, to deduce that:

2r Men) - A(901)82

A= — 52 A
Y e MoDMga) T (¥2)
22(¢2) — A2(g1) |
_ m&k(%)ajA@z) - m(aix(m — M@ A1)
1 .
- %39&(%)3}'1\ fori,j=1,2.

Employing Agmon’s inequality (2.4), the Gagliardo—Nirenberg inequality, as well as (3.6),
(3.76), the L>°(0, T; W)-regularity of A(g;) and A(p,) from (3.57), and the assumption XA €
Ch([—1, 1]), we infer that:
lellw < ClIAlw + Cligll@ I Al lw + CllolislI Vorlls V Alw)lls
+ ClIVelal VA@)I4 + Cliglsl Ve llsIVA@2)lls + ClI Ve 14l VAlls
= Cliglly + Cliell* Il + CllAlw

<Gs(llelly + IVAI+ ol + 1del) + C8ll@llw.
Choosing § sufficiently small, we then obtain
lelw < C(llelly + IVAL+ lloll + 13ipl). (3.77)
Moreover, taking the difference of (1.6b) and testing with Ao yields

(Ao, Ao)= (3,0 —ny)Ve, - Vo — (n] —ny)Ve; - Vo, Ac)
+(S—n4Ve - Vo, — (n —ny)Aoy, Ao)
=< %”AGH2 +C(I00 1 + IV@llZIValz + IVerlEI Vo llgllelle)
+ C(IVarl31Vel; + 1At 1@l e + lol* + o 11?)
= %HAUH2 + Gl 1> + llo 13 + llel5) +8llo 1
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so that elliptic regularity entails that:
lolf <C(laal? +lo7)
<Gs(laa|* + o1} + lely) + Cslio 15
and with § sufficiently small, we obtain
ol < C(lda 1 + oy + llels)- (3.78)

First, we apply Gronwall’s inequality to (3.66) and then substitute (3.78), which leads to
t t
Vo @)II* + / 8,0 1|* ds < Clloos — 002117 + Cf el + llo > + eillo 15 ds
0 0
t
<Clioos — o002l + C/ el + llo 15 + e lldo || ds.
0
Choosing ¢, sufficiently small, and then substituting (3.77) yields
t t n
IVo@)l* + f 30 1> ds < Clloo,; — ooll} + V* + Cs / IVAIP + 19,01 ds
0 0
t
< Clloos — 002l + Y + Cllell}a g 1) + C3 / l0,11* ds
e 0

t
< Clloos — G0l + V2 +Cs / Nl ds,
0

=22

for some positive constant C3, on account of (3.62) and (3.7) for the integral term involving
IVA 2. To the above, we add the inequality (3.74) multiplied by (C; + 1), leading to

t t
IVe@I* + IVAD)I* + / 10,0 1> + [0 1* ds < 2% + C(C3 + 1)e, / 10,0 |1* ds.
0 0
Choosing ¢; sufficiently small, we then obtain
1Yo 1.7 + IV Al . + 190 15200 700y + 180017200, 7ar) < 27
Returning to (3.77) and (3.78), this implies

2 2 2 2
||¢||L2(O’T;W) + ”U ||L2(0,T;W) S C(”‘/’O,l - 900,2 ” 14 + ”00,1 - 00,2" V)a

which completes the proof. O

4 Application to the inverse identification problem

In this section, we study the constrained minimisation problem (1.10). The standard procedure to
deriving first-order optimality conditions is to first establish the differentiability of the solution
operator S : ¢y — ¢, show well-posedness results for the corresponding linearised system and
adjoint system, and then use them to derive the optimality condition.

We restrict our analysis to the two-dimensional case. In preliminary calculations not shown
here, it appears that the Fréchet differentiability of the solution operator would require a contin-
uous dependence estimate for ¢ and o in L*(0, T; V) N L?(0, T; W). While this is guaranteed for
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strong solutions given by Theorem 3.2, there is a requirement on the initial condition ¢y € W to
fulfil the compatibility condition (c.f. Theorem 3.2):

[VA(po) — Bm(po)(VJ x¢@p)] -m=0o0nT. 4.1

Hence, as the first attempt, we can take the space of admissible controls as:
U= {u eW : |ul<1lae.in Q and (4.1) holds } 4.2)

However, this set is not convex due to the non-linear constraint (4.1), and the resulting opti-
mality condition would involve Lagrange multipliers, which further complicates the numerical
implementation. Moreover, instead of using the norm || - || 1, in (1.10), one would employ a
norm || - || which need to match with the expected regularity of the control. In this case, we can
choose for example:

1/2
lully = (lal® + 1Vull® + [ Aul?) >,

but we can expect that the strong form of the optimality condition involves a fourth order dif-
ferential operator. Hence, in light of both analytical and numerical complications arising from
working with solutions of the highest level of regularity, we consider regularities obtained from
Theorem 3.1. It turns out that they are enough to establish Gateaux differentiability of the solution
operator, and we can consider, for « > 0 fixed, the convex set:

U={ueV :|u<l, Mu)<k ae.inQ}, (4.3)

with the entropy function M defined as in (A5), as the set of admissible controls. It is immediate
to check that U is closed in H. Notice also that, if M is bounded in [—1, 1] (this occurs, in
particular, if m is weakly degenerate, i.e., if m(£1) =0 with order strictly less than 2, see [38,
Remark 8]), the condition M(#) <« in the definition of the set U can be removed. From now
onwards, we will tacitly assume U to be defined by (4.3). Moreover, assuming that (A1)—(A4)
and (C1)—(C4) hold, and that 7 > 0 and oy € V' are fixed, the control-to-state operator S: U C
V — V is well defined by S(¢y) = ¢(T), for all ¢y € U, where [¢, o] is the unique solution to (P)
corresponding to [¢g, 0p] and given by Theorem 3.1 (uniqueness is ensured by Corollary 3.4).

4.1 Analysis of the linearised system and adjoint system

Fix g, € U (fix also op € V) and let [¢, o] denote the unique solution to (P) obtained from
Theorem 3.1 corresponding to initial conditions [@, op]. For 7 € L>(2) N (U — U), that is,
h=v — g, for some v € U, we consider the linearised system written in strong form:

& — div(AM@)VE + AN (9)E Vo)

+ B div(m(@)(VJ x &) + m' (9)§ (VJ x9))
= —A(PF') (9)§ + P (@) (@ + BJ x @) + P(¢)(n + BJ x§) in Q, (4.4a)
dm — div(n(@)Vn +n' @) Vo)

https://doi.org/10.1017/50956792521000012 Published online by Cambridge University Press


https://doi.org/10.1017/S0956792521000012

298 S. FRIGERI et al.

=A(PF) (@) — P'@)§(@ + BJ »9) — P(9)(n + BJ x§) in Q,

[AM@)VE + AN @)V — Bm(@)(VJ x &) — Bm' (9)§(VJ x @)l -m=0o0n X,
[n(@)Vn +n'(@)§Vo]-n=0 on X,

§(0)=h, n(0)=0 in Q,
as well as the adjoint system written in strong form:

— dp — div(4AA(@)Vp) + AN (@)Ve - Vp — Bm'(@)(VJ x @) - Vp
— BVJx(m(@)Vp) + P'(@)(@ — AF'(9) + BJ »9)(q —p)
— AP@)F"(@)(q —p) + BJ * (P(@)(q — p)) +n'(@)Vo - Vq

=0 in O,

— d,q — div(n(@)Vq) + P(@)(qg —p) =0 inQ,
AM@)np = n(@)ong =0 on Y,
() =9(T)—¢a, q(T)=0 in €,

where VJxVp is defined as:

(VJ*Vp)(x):= fQ VJ(x—y)-Vp)dy fora.e.xeQ.

(4.4b)
(4.4¢)
(4.4d)
(4.4¢)

(4.5a)
(4.5b)
(4.5¢)
(4.5d)

We note that both the linearised system (4.4) and the adjoint system (4.5) are linear in their
respective variables [£, 1] and [p, g]. The weak well-posedness of both systems are formulated

as follows.

Theorem 4.1 Assume (A1)—(AS) and (C1)—~(C4) are satisfied with g, € V, and with oy € V fixed.
Denote by [@, 7] the unique strong solution to (P) corresponding to [¢,, 0y] and obtained from
Theorem 3.1. For any v € U, setting h=v — @, then there exists a unique solution [€, n] to the
linearised system (4.4) corresponding to (h, ¢, ), and for any ¢q € H a unique solution [p, q] to

the adjoint system (4.5) corresponding to (¢q, ¢, o) in the following sense:

e they possess the following regularities:

£,m,g€ H' (0, T; V*)NL*0,T; V)N C*([0, T]; H),

peW 30, T; V) NLA(0, T; V)N L0, T; H) N CO((0, T]; V™*);

e forevery w,z € V and almost every t € (0, T'), we have
ey + [ (A@VE+ A @EVP) - T
Q

- /Q Bm@)(VJ » &)+ m @V 7)) - Vv + /Q APFY @)ew
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- /Q(P/(@(E +BJx9)s + P(@)(n + BJ x&))w=0, (4.8a)
(0, 2) +/ (n(g?)Vr/ + n/(E)EVE) -Vz
Q

+ /Q (P'(@)(@ + BJ x@)§ + P(@)(n + BJ &) — A(PF") ()& )z =0, (4.8b)
and

— Opwy + / AL@)Vp- Twt / (AN @)V - Vp— B @)V %) - Vp)w
Q Q
- /Q (BVIHm(@)Vp) + APF)@)q —p) — ' @)VE - Va))w
4 fQ (P@)T — AF @) + B +9)q - p)+ B« P@)q —p))w=0,  (49)

— (gp2)y + /Q n@)Vq - Vz+ /Q P@)q—p)z =0, (4.9)
along with the initial/terminal conditions:
§O)=h n0)=0, gT)=0inH,
(@), wyy ={@(T) — o, w)y Ywel.

Proof We proceed formally by deriving sufficient estimates for a Faedo—Galerkin approxima-
tion. Focusing first on the linearised system, testing (4.8a) with & and (4.8b) with n, integrating
over 2 and summing the equations leads to:

1d
EE(II§II2+Ilnllz)+/QAA(¢)IV€|2+/Qn(¢)IVnI2

< C/Q (IE1IV@IIVE| + |VJ x &1 VE| + [§]IVJ x @l VE| + €]IVT|Vn)) (4.10)

+ C/(m + T *@DEI* + 1€lIn]) + C/ (InlEN+ 1T *EIUEL+ D) + 1€ + [nl?),
Q Q

where we have used the boundedness of ', n’, m, m’, P, P’ and (PF")'. Employing the Gagliardo—
Nirenberg inequality and the regularities @, € L>(0, T; V) N L*(0, T; W) from Theorem 3.1,
we see that:

1d
EE(HSHZ + ||TI||2) + Ao || VE 1> + n.l| Va2
Ao 2 M 2 — 4 —d =2 2 2
< T||V$|| + ?llvﬂll + C(1+ Vel + 1Vl + 1T 15) (117 + Inll?).

Invoking Gronwall’s inequality yields the L°°(0,7;H)N 1? (0, T; V)-estimate for [&,n].
Moreover, from (4.8a) and (4.8b), it is easy to see that:

8:& 117+ < C(IIE N + IV@llall€ s+ lInll),
I13lly+ < C(Inlly +1VEllallélla + &),
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which leads to the H'(0, T; V*)-estimate for [£, ]. For uniqueness, we just mention that the
testing procedure leading to (4.10) is valid with the regularity stated in (4.6), and thanks to the
linearity of the linearised system (4.4), the difference of two solutions satisfy (4.8) with zero
initial conditions. Then, by a similar argument with Gronwall’s inequality, we can infer the
uniqueness of weak solutions.

For the adjoint system, again we derive formal estimates and mention that the argument can
be made rigorous with a Faedo—Galerkin approximation. Testing (4.9a) with p and (4.9b) with ¢,
integrating over (¢, T') for arbitrary ¢ € (0, T'), using the the Gagliardo—Nirenberg inequality and
the terminal conditions and after summing the equations we arrive at

1 T _
E(Ilp(t)llz + llg1*) + / Aao VPl + n,IVqll* + 1P (@)ql* ds

t

1 r L
< 08D = al +C [ [ (V01419 49 Tpllp)+ V5@l ds
t Q

T
+ c/ / Va1 1Vqllpl + (1 + [F)(q] + lpDlp| ds
t Q

T Qo Ny _ _ _
</ 7||Vp||2 + Enwuz +C(1+ IVl + 1Vals + 171%) (P> + llqll?) ds
t

L 2
+ 218 — gell”.

Applying the integral form of Gronwall’s inequality and the regularities of [p,o] from
Theorem 3.1 yields the existence of a constant C independent of p and g such that:

T
sup. (P11 + lg@)11%) + / IVPI? + IVgli*ds < Clig(T) — pall’, (4.11)
te(0, 0

leading to the L>°(0, T; H) N L*(0, T; V)-estimate for [p, ¢]. In a similar fashion, we deduce from
(4.9a) and (4.9Db) that:

1321 < C(1+ 11,) IVl + ClIE Iy 1Vl + C(Iglly + liplly),

18:qlly+ < C(llglly + lipl)

leading to the H'(0, T; V*)-estimate for g and the Wl’%(O, T; V*)-estimate for p, the latter is due
to the fact that @ € L?(0, T; W) from the statement of Theorem 3.1. For uniqueness of solutions,
we use the fact that any weak solution to the adjoint system satisfies the inequality (4.11) due
to weak lower semicontinuity of the Bochner norms. If p =p; — p, and g = q; — ¢, are the dif-
ference of two weak solutions corresponding to the same terminal data @(7) — ¢gq, thanks to
the linearity of (4.5), we see that [p, ] satisfies (4.9a)—(4.9b) with p(T) = g(T) = 0. Then, the
analogous inequality (4.11) for [, q] yields that p = g =0 for a.e. (x, f) € Q. O

An immediate consequence of Theorem 4.1 is the following.

Corollary 4.2 Assume that (A1)~(AS) and (C1)~(C4) are satisfied. Let oo € H, and [¢, 0]
be the unique strong solution to (P) corresponding to initial data [¢,,00] € U x V obtained
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from Theorem 3.1. For any v € U with h=v — @, let [, n] and [p, q] denote the unique weak
solutions to the linearised system (4.4) and adjoint system (4.5), respectively. Then, it holds that:

fQ @(T) — pa)&(T) = fg P(O)h. (4.12)
Proof Testing (4.8a) with w = p and (4.8b) with z = ¢ and integrating over time leads to
T
/ 0.0}y + / (AA@)VE + AN @)EVE) - Vp
0 0
_ /Q B(m(@)(VJ % &)+ m @V +9)) - Vp+ fQ APFY @ep
- /Q (P'@)(@ + BJ x @)t + P(@)(n+ BJ x&))p =0, (4.13a)
T
f Om, q)y + / (n(@)Vn +n'(@)EVDT) - Vq
0 o

+ /Q (P'(@)(@ + BJ x@)& + P(@)(n + BJ ) — A(PF') (9)&)q = 0. (4.13b)

On the other hand, taking w = £ in (4.9a), z = ) in (4.9b), and integrating the resulting identities
by parts on (0, T), we get

T
f (B, p)y + f (AM@)VE + AN @EVP) - Vi
0 0
- /Q B(m@)(VJ % &)+ m' @V 7)) - Vp + /Q APFY@)E(p — 9)
- f P@)@ +BJ +9)p— @) — f P@)BJ *£)p —q)
0 0
+ / W @E(VE - Vg) = @(T) — pa, Ty — / PO)E(), (4.142)
0 Q

T
/O (Om, q)y + /Q n@)Vq-Vn+ fQP(E)(q —pn=0, (4.14b)
where we have used 7(0) = 0 and g(7) = 0. Moreover, the following identity has been employed:

f(J*p)w:f(J*w)p, Yo,p e H.
Q Q

Then, (4.12) is a consequence of comparing the sum of (4.13a)—(4.13b) and the sum of (4.14a)—
(4.14b). O

4.2 Giteaux differentiability of the solution mapping

The main result of this section is the following Gateaux differentiability of the solution mapping.
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Theorem 4.3 Assume that (A1)—(AS) and (C1)—~(C4) are satisfied. Fix ¢y, v € U, og €V, and
set [@, 0] = S(py, 00) as the unique strong solution to (P) corresponding to initial data [¢, 0¢]
obtained from Theorem 3.1. Denote by h=v — @, € L*°(Q)N(U — U), and [€, n] as the unique
weak solution to the linearised system (4.4) corresponding to (h,¢,c). Then, the solution
mapping S is weakly directionally differentiable at @, in the direction h=v — @, and as t |, 0:

S(ao + Tha 00) - S(@m UO) N
T

2
(€, in ('O, T3 V) L0, Ts )N LAO, T3 V) )
Proof Let {t;}renvy C (0, 1] be a null sequence, and by convexity of U, it holds that:

uy =(1—-tm)py+velU VkelN.

For all k£ € N, by Theorem 3.1 (P) admits a unique solution [¢;, , 07, ] corresponding to the initial
data [u,,, o¢]. Then, invoking Theorem 3.3 we find that:

@, — @l o, 7., r:mni20,r,) + 105 — T g1, r9nL 0, 7:m)020,7:7)
<Kyillv — @yl

This shows that:
Qo = @, 0y — o inHY(O, T; VYNL>0, T; HYNL* 0, T; V),
7 gy —P) =@, 170y —F) = T in H'(0, T; V)N L¥(0, T; H) N L*(0, T; V),
7 9y — )= @, 17 (0y —7) = = in CO([0, T]; V)N LX(0, T; H),

with ®, £ also belonging to C°([0, T]; H) due to the continuous embedding H'(0, T; V*) N
L*(0,T; V) c C°([0, T]; H) (i.e., the Lions—Magenes lemma). Invoking the integral form of the
mean value theorem, for any v € W and ¢ € C°(0, T), we find that:

1
= [ @)~ P@) + BT g e
kJo

- /Q /0 P~ s, + 5P

- fQ P (@)@ + BJ @)D (t)v,

P o+ B % g )2 (0]

due to the strong convergence of rk_l (¢r, — ) in L*(0, T; H), as well as the strong convergence of
the remainder term in L?(0, T'; H) by the generalised dominated convergence theorem. Similarly,
we see that:

1
. / LV A(ge) — VA@)) - Vo
kJo

A
=_ / LOIM@y) — M@V oy, + M@)V(py, —@)] - Vv
x Jo

Ve VU@ (FE) 20V

Tk

1
=4 /Q/(; MN((1 = 8)@q, + s5@)ds

A /Q (X @)PVE + M@VP) - £(1)V,
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as well as

1
= [ cB(@ntg) ~ @ )+ m@HTT 0, ~ ) - Vo
Kk Jo

- / B[m'(@)D(VJ » @) + m(@)(VJ » )] - £ (H)Vv.
0

In particular, by subtracting the weak formulation (2.8)—(2.9) of (P) for [¢, o] with test functions
v, w € W from the weak formulation of (P) for [¢,, 07, ], dividing the resulting equations by tz,
multiplying by ¢(¢) € C°(0, T'), integrating over (0, 7) and then sending 7; — 0, we infer that
[5, f]] satisfies (4.8a)—(4.8b) (with ®and T in place of & and n, respectively), after applying
a standard argument to remove the integral over (0, 7) and applying the density of W in V.
Moreover, using that 7, 1(9% —p)— ® in CO([0, T7; V*) we find that:

(v =00, )y = (1, (95,(0) — By), )y — (®(0),6)y VO eV,

Since ® € C%([0, T]; H), we obtain the identification 5(0) =h=v — ¢, and a similar argument
also shows f(O) = 0. Hence, [6, f] is a solution to the linearised system (4.4) corresponding
to (h, 9, o), and thus by uniqueness we can identify ) =¢& and s = n. In light of the fact that
[£, n] is independent of the subsequence {t;}iren chosen for the weak/strong convergences, we
conclude the assertion is valid for any null sequence. O

4.3 Analysis of the constrained minimisation problem
The main result concerning (1.10) is formulated as follows.
Theorem 4.4 Suppose (A1)—(AS) and (C1)—~(C4) are fulfilled. Let U be defined by (4.2) and let
o € H. Then, the following assertions hold

(i) For any a > 0, there exists at least one solution ¢ € U to the minimisation problem
(1.10).

(i) Suppose the inverse problem (1.9) has at least one admissible solution ., that is,
@, € U such that S(¢,) = ¢q a.e. in Q. Let {as}s~o be a sequence of positive real
numbers such that as — 0, and 8% /as is bounded as § — 0. Let @g‘s be a solution to the
constrained minimisation problem:

. 1 os
argmlnueU(EHS(u) — 5 l* + ?HMH%/),

where gog € H satisfies || pq — (,0‘2z | < 6. Then, there exists a non-relabelled subsequence
of {@y° }s=0 and a solution g}, € U to the inverse problem (1.9) such that, as § — 0:

B —~gsinV, @0 — @y inH and a.e. in Q. (4.15)

(iii) For any o > 0, assume ¢q € V, and denote by [, o] the unique strong solution to (P)
corresponding to initial data [@y, 0] obtained from Theorem 3.1, and by [p, q] the
unique weak solution to (4.5) corresponding to (pq, 9, 0). Then, it holds that:

/Q(ag?g +p(0))(v—¢8‘)+/§;aV¢g-V(U—W)EO Yv e U. (4.16)
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Proof The first assertion on the existence of a solution to (1.10) can be proved using the direct
method, and since this is somewhat standard in the literature we omit the details.

For the second assertion, we adapt the ideas in [4, Proposition 2.5], see also [28,
Theorem 10.3]. From the definition of @’ , we see that:

—, 1 (03
_”S(%s)_%” +2 || ||2Vs5||S(¢*)—¢§2||2+§||¢*||2V. (4.17)

In particular, since S(¢.) = ¢q and |lpq — @5 || <8, it holds that:
2 /8 « 82
%2 < —(— —6 2) = — 2 .
oy’ I o \2 + 5 lledly o + llexlly

This yields uniform boundedness of {@g“ }s=0 in 7, and by compactness we infer the existence of a
function g € V such that (4.15) holds. To see that g, is a solution to the inverse problem, we first
notice that g € U, since U is closed in H, and we recall the continuity property S(@,’) — S(@;)
in H, which comes from the continuous dependence estimate (3.7) in Theorem 3.3 and the Lions—
Magenes lemma H'(0, T; V*) N L*(0, T; V) C C°([0, T]; H). In particular, we deduce from (4.17)
that:

IS@5") — vell” < 15(:) — 9o l* + sl < 8> + asllgslly — 0 as § — 0,
and so passing to the limit § — 0 results in
I1S(@5) — ¢all® <0,

which implies S(g;) = ¢q a.e. in Q.
For the last assertion, we look at the differentiability of the objective functional f, given by:

1 o
Jalw) = S1S@) = poll* + Zully  VueU,

at g, in the direction v — @,. Standard arguments show

lim 2 (17 + (0 ~ o)} ~ I70l1}) = / Folv — o) + / Vo - V(v — ).
0 2T Q Q

Moreover, denoting [¢;, 0] =S(¢, + t(v — @), 00), and [£, 1] as the unique solution to (4.4)
corresponding to (%, ¢, o), we also have

lim 2—(||¢T<T> goll” = I8(T) — ¢al?)

1 3 —a(T) —
=tim > | (“PF P T) ~ gn) + =G - po)

=tim o | (=52 —6M)ee(D) — g0+ (SO — £ (D) @(T) ~ 00)

+ fﬂ ED@T) — pa)

in light of the strong convergence ¢, — @ in H'(0, T; V*)NL*0,T; V) C C°%0, T; H), see
Theorem 4.3. Due to the regularities stated in Theorem 3.1 and invoking [29, Section 5.9,
Theorem 4] we have that:
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@, @€ LX0,T; W)NH' (0, T; H) € C°([0, T; V),

and from the proof of Theorem 3.1, there exists a positive constant C not depending on ¢, o,
@ + t(v — ) and oy such that:

@2 |1 0,710 0, 7: 20,7y < Clli@o + T(v — @) llv + Clloolly.

In particular, we have the uniform boundedness of ||¢.(T)||y in T € (0, 1]. Hence, as T — 0,

| (0 — D) () = )

< (12222 — £(D)ly+loe(T) — pally < CINE=E — £l coo.r74) = O

which implies

1
i 5 (lec(1) = ol = 17(7) — pal?) = [ §(OO@(D) - po)

Hence, by applying [68, Lemma 2.21] to the objective functional f, : U — R, we deduce that
@ € U necessarily satisfies the optimality condition:

« [G =50+ [ Vo Vw5 + [ ED@D-gaz0 weu.

and through (4.12) we obtain (4.16). O
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