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1. Introduction. The averaging operator V/(z) = \[f(z + h) + / (z ) ] has 
an extensive literature, the most detailed account being that of Nôrlund 
(4). In discussing solutions of the functional relation 

(l.i) v/W = *(*), 
he defines a "principal solution" (4, p. 41) by means of a summability process, 
and later, working in terms of complex numbers, he obtains (4, p. 70) a 
principal solution of (1.1) by means of a contour integral. He distinguishes his 
principal solution from other solutions, by showing that it is continuous at 
h = 0. His work includes a detailed account of the polynomial solutions 
of 
(1.2) V/(s) = z\ 

the Euler polynomials with assigned values at z — f. Milne-Thomson (3, 
pp. 519~521) gives an account of generalized Euler numbers arising from the 
operator V^, (N a positive integer) and of the generalized Euler numbers. 

In this paper the ideas of Milne-Thomson are taken a step further. The 
operator V x is defined for all real X, and is shown to be applicable to a wide 
class of functions. Polynomials corresponding to the generalized Euler poly­
nomials of Milne-Thomson and a sequence of numbers corresponding to 
Nôrlund's C-numbers (4, p. 27) are defined and some of their more important 
properties established. The inverse operator V~x is defined, and is shown to 
invert the operation V x and to give a unique solution in terms of the functions 
to which V x is applicable. 

2. Generalized power of the averaging operator. The averaging (or 
mean) operator is defined for span h by 

(2.1) V / W - * [ / ( * + A ) + / ( * ) ] , 

and its positive integer powers by 

(2.2) VMf(z) = V V ^ - ' / W = Ç g ( ^ ) / ( s + hp)/2". 

To define Vx/(s), where X is related to the positive integer N by 

(2.3) N - 1 < X < N, 

we use the formal relation 
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V/(z) = è(l + expAZ?)./(s), 

x (1 + exp hD)N+l 

2X(1 + exp hDf ' 
M = i V + l -X, 

and write 

The operation in the numerator can be expressed by means of (2.2) ; and to 
obtain a representation of the operation in the denominator, we use the fact 
that 

1 = J _ Cc+ico exp(-tw)dw 
(1 + exp tf 2iri Jc-iœ E(a, w) 

where t is real, a is positive, 0 < c < a and 

(2.4) E(a, w) = T(a)/T(w) T(a - w). 

Using the abbreviation 

J» n c+ ioo 

for J , 
c *J c—ico 

we then have formally 

= y?(N + l\ Ç f(z + ph- hw)dw 
(2.5) 

on using the shift operation exp (kD) ,f(z) = f(z + k). We take (2.5) as the 
definition of Vx/(s), if X satisfies (2.3), the span h is positive or negative and the 
integrals exist. 

Although less restrictive assumptions as to the nature of f(z) would be 
sufficient to ensure the existence of the integrals in (2.5), we shall assume 
throughout that 

(2.6) f(z) is an entire function of exponential order K, ah < -K. 

The following proposition is then an easy consequence of (2.6) and the 
fact that 

|T(c + iv) T(n - c - iv)\ ~ A exp(-TrH) . \v\N-*, (\v\ ~> oo): 

if 4>{z} h) is the function defined by (2.5) and f(z) satisfies (2.6), then 4>{z, h) 
is an entire function of exponential order K (in z) and 

(2.7) lim <f>(z,h) = / ( « ) . 

Thus 4>{zj h) has the property (2.7) which was noted by Norlund (4, p. 46) 
as being characteristic of his principal solution of the functional equation 
V/(s) = <t> (z) • I t must be observed, however, that there do exist entire functions 
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in 2, for example, COS(TTS/^) which satisfy neither (2.6) nor (2.7), but for which 
the operation V x is defined when X is a positive integer but not otherwise. 

In the particular case when X = N, the definition (2.5) gives for f(z) 
satisfying (2.6), 

v * / w - H : ( ï ) p + ̂ - ^ + ^ + ^ + i -»)]^ 
o\p/Jc 2ME(1,W) 

o \p / \ sin TTW 

-2-*Ê (* )« • + « . 
which is the value given in (2.2). 

We may confine ourselves to cases where h > 0 by reason of the following 
extension property: if #(2, A) = Vx/(z), then 

(2.8) 0(2 + AX, -A) = *(«, A). 

For reversing the summation, and making the change of variable w = p — £, 
we have 

*(, + .X, -*) - 2->zHN + *) f ^ ^ " *ff 
o \ ff / JM-C 2 « £ ( M , M - S) 

V \ ? / J . 2 « £ ( M , £ ) ' 

by Cauchy's theorem, since 0 < c < p, 0 < p — c < p, and E(p, p — £) = 

£(/», «)• 

3. The exponential property of V \ We prove that 

(3.1) V«V/ (z ) = V<"+"/(z) 

when a, /3 are positive. On account of (2.2) it is sufficient to give details for 
the cases 
(3.2) 0 < a + 0 < 1, 
(3.3) 1 < a + 13 < 2. 

For the proof in the case (3.2) write a + j3 = y. Then 

<s.« v / W . § Q X I ^ V - ' t T «> < « < * - *>= 
and for 0 < a < 2 - a, 0 < b < 2 - 0, 

a „ ± / 2 V 2 \ f <** p ^ + ^ + g - ^ - B , ) ] ^ 
v v nz> „ 4 l o W \ 2 / J«21r2irt £ (2 - a, 5) J 6 2x» £(2 - ft w) 
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where F({) = f[z + h(n - {)] + 2f[z + h(n + 1 - $)] + f[z + h(n + 2 - * ) ] . 
By Cauchy's theorem we may take 0 < a < b; then 

J 6 2 i r iE(2 - 0,w) ~~ J 6 

F(t) dt 
h2iriE{2 - p,w) Jb2iriE(2 - p, £ - s) ' 

Hypothesis (2.6) guarantees the absolute convergence of the integrals in 
(3.5), so that 

i(t)l V V 7 W - ^ ^ , . „ . 

(* r(s) r(2 - g - {+ s) r(2 - a - J) r(g - 5) & 
J a 2 * 2 « T ( 2 - a ) T(2 - /3) 

= ^ / 2 \ r r({) r(4 - 7 - a J?® # 
V V J» 272« r(4 - 7) ' 

by Barnes's Lemma (1, p. 155). Abbreviating this expression as 

2 / 2 

we let the lines of integration in 72 and 73 be changed to & + 1 and &+ 2 
respectively; and since the only positive poles of the integrand are at 
£ = 4 — y9 5 — 7, . . . and since 4 — y > 3, no poles lie in the strip b < R(£) < 
b + 2. Cauchy's theorem may then be applied to give 

71 + 2I2 + 7 3 = f 

[r(t)r(4-7-f)+2rtt+i)r(3-7-f)+r(f+2)r(2-7-£)]/[g+A(n-f)]d{ 
2 X Î T ( 4 - 7) 

f r(£) T(2 - 7 - £)/[* + h(n - {)] # 
»» 2 « r (2 - 7) 

Thus we have from (3.4) 

VV/O) = Va+7(z). 
In the case (3.3) 

T T T ^ - V (A Çf[z + Hn-w)]dw 

V / W - Z.\nJ Jc 272xi £ ( 3 _ % w) , 
-ar,fifM _ V W 2 ^ f ^ f / [ * + *(/> + ?-*-«>)]<*«> 
V V ' W _ /zXpAqJ Ja Ë(2 - a, 5) J6 2?(2«) 

0 \ » / Ja 

t V £ ( 2 - j 8 , w ) 
ds 

2TIE(2 - a, 5) 

f {/[z + ^ ( ^ — s — TO)] + / [g + M?* + 1 — s — TO)]}C£TO 

2wiE(2 - /3f «;) 

and the previous argument may then be used to establish the result 
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4. The numbers g\ and the polynomials g\(z). We digress here to 
define certain fundamental numbers and polynomials associated with Vx . 
Let 

(4.2) ^)=È(*V-U 
On writing G(t) = 2X(1 + exp t)~y, we obtain 

[1 + exp(-t)]G'(t) + \G(t) = 0, 

Ê Q [ l + exp(-t)fk)Gin+1-k\t) + \Gw(t) = 0, 

from which, on setting / = 0, and using the definition g\ = G(fc)(0), we have 
the recurrence relations 

or 

(4.3) ( - )• Ç ( j ) ( - Ygl+i + 2gl+1 + \gl = 0, n > 0, 

go = 1. 

It is an easy calculation to establish for the polynomials g&x(s) the generating 
relation 

2xexp(*0 A thg\{z) 
K ' (l + expOX V *! * 

The numbers g\ have the following explicit value in terms of the Stirling 
numbers: 

(4.5) à = ( - ) ' î : ^1 T(X + p)/T(\) 2". 

For we have 

* r /-(»/•*% r (~ ) 2 P w exp( —fa;)<fai f» = lim GK (0 = hm v J* 

= i;m r_Wx V ^* r ( x + />) f exp (-*»)<*«> 
,™ ̂  ; ^ ^ r(X) 2™ J c £ ( \ + £, x - w) ' = lim ( - ) K 2 \ 

where 
p k 

Q?p ,. AX 
^ I = l i m — p 

are the Stirling numbers of the second kind (2, p. 134), and use is made of 
the identity 

wk = i^iT(w + p)/T(w). 
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Thus, using the notation (X)„ = T(X + p)/T(\), 

gl = lim (-)VÉ T^Skn = (-f2-*± -^(X), 

We prove next that 

(4.6) Vxh*gl(z/h) = z\ 

Writing £ = z/h, we have from (4.4), 

A,*(£+n—«0 œ ,k 
Z o \ ^ L 

(1 + elf~l V k\ 
Multiplying throughout by 

S TÎ k*(£ + « - W) + gî+xtt + « + 1 - w)]. 

( ! ) 
/27ri2 x£(iV+ 1 - X,«0, 

summing from n = 0 to N, and integrating with respect to w along the line 
R(w) — c makes the right-hand side equal to 

and the left-hand side equal to 

; T-(^\J» f exp(-fto)d«> 
' ) w a \ » / J „ 2 i r * £ ( i V + l - X , ' (1 + «') S 5 \ » / J c 2 « ' J E ( i V + 1 - X,w) 

««*(! +e ' ) * 

Thus 

( l + « T ( l + e T ' x " < 

e'£ = Ê £ v^ft), 
o *! 

and the result stated follows by comparing coefficients. 
We note here that the function hkg\(z/h) has the property (2.7). 

5. The inverse operator. A definition for negative powers of V is obtained 
from the observation that formally 

r7-**M 2 X 2X f exp(-hDw)dw , . 

JE(X, «;) 
= ̂ - f -

27ri J c 

We take (5.1) as JAe definition of V~*ct>(z), and as before assume that <t>{z) is 
of exponential order K, KH < T, as a sufficient condition for assuring the 
existence of the integral in (5.1). This definition is valid for any real h, but 
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we are justified in confining ourselves to the case h > 0 by the following 
extension property 

(5.2) iff(z) = V-x<?>0), thenfiz - AX, -h) = /(*, A). 

For on setting w = X — £, and observing that 

0 < ^ ( f ) = X - c <X, 

we may apply Cauchy's theorem to see that 

0-x,/ 7. ,N f ^(g ~ Xfr + fat;)<fafl , v 
2 / ( , - *X, - * ) = J 2«£ (X ,w) (0 < ^ < X) 

f 4>(s - ft{)# 
Jx-c lx-<2«'£(X, X - { ) 

-X Sf -^«-
The definition (5.1) is easily applied in special cases. Since 

(g*) V - V ( 2 ) = ^ f ^ Ê ^ ¥ > ( * ) 
2iriJeE(\,w)££> ml 

-^z) + ^i)cmxw)h~mT~4' {z)h m r(») 
= , (,) + 2> Ë ^ ïm\z) t ^ ^ f ± ^ 

X r(«> + />) r(x - w)dw 
2viT(p + X) 

- *(2) + &"sr * wèi -T(xT^" 
OO im CO 7W j ( W l ) / \ 

by (4.5) when the series converge. Thus when <f>(z) = zk, 

(5.4) V-^(«) = ** + Ç ( £ ) A V - V • = Ç ( * ) A»**—À . 

Other simple cases would be 

(5.5) V " V = 2 V / ( 1 + e*)x 

(5.6) V~xsin z — sin( z — - ) / (cos - ) . 

That the operation (5.1) does indeed invert Vxf(z) is shown in the theorem: 

THEOREM. If <j>(z) = 0(expic\z\), (\z\ —> oo), Kh < 7r, and F(z) is defined 
by (5.1), then F{z) is of exponential order /c, and 

(5.7) V*F(z) = *(*). 
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That F(z) = 0(exp K\Z\) may be proved in a manner similar to that by which 
(2.7) was established. To prove (5.7), let 0 < a < N + 1 - \, 0 < 6 < A, 
and consider 

TTXW v _ 9~XY? (N+IS) r F<?+** - hs^ds 

v^z)-^ AJV p JJa2viE(N+l-\,s) 

= ?er)x 
ds 

2wiE(N + 1 - X, s) 
<t>[z + ph — h(s + w)]dw 

b 2iriE(\,w) î. 
= J£(N + I\ Ç ds Ç <t>(z + ph- h£)d£ 

V \ /> / Ja2iriE(N+ 1 - X,s) J a + 6 2 « £ ( X , £ - s ) ' 

Since a + 6 < a + X, and the poles of the inner integrand lie on the lines 

®{%) = a, a - 1, . . . , ^ ( £ ) = a + X, a + X + 1 

Cauchy's theorem may be applied to give 

W Y \ /» / J.2T»£(iV+ 1 - X,s) 

X <j>(z + ph - hÇ)d$ 
h 2>iri E{\, $ - s) ' 

The exponential order of $(s) and the order properties on vertical lines of 
the T-function (5, p. 151), are sufficient to establish the absolute convergence 
of this iterated integral, and Fubini's theorem may be applied to give 

W(2) = E (N + *) f <t>(z + ph~ hm 
o \ p / Jt, 2 « 

T(s) r(X - { + s) T(N + 1 - X - s) r f t - s)& 
2 « T ( X ) T( iV+ 1 - X) X 

= ŷ 1 (N + A [* <t>(z + ph- W)d£ 

f rQ) r(x - g+ s) r(N + i - x - s) rft - *)<& 
J t . 2 « T ( X ) T ( i V + l - X) 

by Cauchy's theorem, where the contour La is obtained by deforming R(s)=a 
in such a way that the poles of r(7V + 1 — X — s) r (£ — s) lie to the right 
of !,„, while the poles of T(s) T (X — £ + s) lie to the left. Then by Barnes's 
Lemma (1, p. 155), 

w M = î ; - ( w r )x /u r + ^-^^ 
To evaluate 

f,/0v + A f *[z - h(H - p)\it 
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Cauchy's theorem may be applied, since 0 < p < N, to give 

A = v ( N + A r *t« -*<* - ^)]^ 

V \ £ / J»2«E(iV+lf/> + {) 
f 4>(z - *{) f for + 1\T(P + Z)T(N+l-p-t) 

J6 2« Y \ £ / r(iv+i) °* 

- X 
where 

-rtew. 
( - JV) W r(iy+i + {)r(-{) 

tt-tfW rft)r(iv+i-{) 
r ( j y + ! + {)(-{) 
r^)r(iv + i - | ) -

Thus 4 + -S 

r rft) r(i\r+i-g) 0[g-i({-jy-i)] - r(iV+i+S) r(-g) rfr-ftg) 
2 « T(N + 1) ^ 

U _ Ç\r(N +1+W) T(-W) 4>(Z - hw)dw 
,_„_i J J 2« r(iV + 1) 

/r(iv + i + «0 r(-w) *(» - M . \ _ M 

- " ^ T(N+1) ' °J - *(z)' 
which completes the proof. 

6. Remarks. It is well known that the functional equation 

(6.1) VNm « * ( * ) , (N= 1 ,2 , . . . ) 

has solutions other than that given by (5.1). For example, if p(z) has the 
property 
(6.2) P(z + h)+p(z) = 0, 

it is a solution of the homogeneous equation 

V T O = 0; 

and if it is added to the solution of (6.1) given by (5.1), the resulting function 
is still a solution of (6.1). It does not, however, have the property (2.7), since 
for example p(z) could be sin (T z/h) or cos(ir z/h). Moreover it need not 
satisfy requirement (2.6), since 

COS(TT z/h) = 0[exp(ir\y\/h)], (\y\ -> a>), 
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and V x need not then be defined except when X = 1 , 2 , . . . . These facts 
suggest the possible existence of a set of eigenvalues X = 1 , 2 , . . . , with a 
family of eigenfunctions corresponding to each eigenvalue for the operator 
V \ 
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