
AUTOMORPHISMS OF FINITE LINEAR GROUPS 

ROBERT STEINBERG 

1. I n t r o d u c t i o n . By the methods used heretofore for the determinat ion 
of the automorphisms of certain families of linear groups, for example, the 
(projective) unimodular , orthogonal, symplectic, and uni ta ry groups (7, 8) , 
it has been necessary to consider the various families separately and to give 
many case-by-case discussions, especially when the underlying vector space 
has few elements, even though the final results are very much the same for 
all of the groups. T h e purpose of this article is to give a completely uniform 
t r ea tmen t of this problem for all the known finite simple linear groups (listed 
in §2 below). Besides the * 'classical groups" mentioned above, these include 
the "exceptional groups ," considered over the complex field by Ca r t an and 
over an arb i t ra ry field by Dickson, Chevalley, Hertzig, and the au thor (3, 4, 
5, 6, 10, 15). T h e automorphisms of the la t ter groups are given here for the 
first t ime. T h e unifying principles come from the theory of Lie algebras: each 
group is a group of au tomorphisms of a corresponding Lie algebra and this 
leads to s t ructural properties shared by all of the groups. These centre around 
the so-called Bruha t decomposition (see (2) and 4.8 below), which, in case 
the underlying field is complex, reduces to the decomposition of the group into 
double cosets relative to a maximal solvable connected subgroup (see also (13) 
where much use is made of this decomposit ion). S ta ted roughly, the final 
result is t h a t the outer au tomorphisms of these groups are generated by field 
automorphisms, graph automorphisms, which come from symmetr ies of the 
Schlaefli (or Coxeter) graph of the root s t ruc ture of the corresponding Lie 
algebra, and diagonal automorphisms, a p ro to type of which is an au tomorphism 
of the unimodular group produced by conjugation by a (diagonal) matr ix of 
de te rminan t other than 1. Exac t s t a tements of these results (3.2 to 3.6 below) 
follow a description of the groups and automorphisms to be considered. 

An introduction to the s tandard Lie algebra terminology together with 
s t a tements of the principal results in the classification of the simple Lie 
algebras over the complex field can be found in (4, pp . 15-19) . (Proofs are 
available in (3 : thesis) , (9), (14), or (16).) 

2. T h e g r o u p s . Let us s ta r t with a Car t an decomposition of a simple Lie 
algebra over the complex field and denote by II and 2 respectively the sets 
of positive and fundamental roots relative to a fixed ordering of the addi t ive 
group generated by the roots. Then , as in (4), one can replace the complex 
field by an a rb i t ra ry base field K after choosing a generat ing set {Xr, X_TJ 
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Hr, r Ç II | to fulfil the conditions of Theorem 1 of (4), and then define: 
xr(k) = e x p ( a d £ X r ) ; Hr = {xr(k), k Ç K} ; 11(25) is the group generated 
by those HT for which r is positive (negative) ; and finally G (denoted G in 
(4)) is the group generated by U and 33. The various groups G obtained in 
this way are A l (/ > 1), Bt (/ > 2), d (I > 3), and Dx (I > 4), which are 
identified in (11) as suitable (projective) unimodular, orthogonal, symplectic, 
and orthogonal groups acting on spaces of I + 1, 2/ + 1, 2/ and 2/ dimensions 
respectively, as well as the exceptional groups E$, E7, E8, F± and G2. The 
groups G of this paragraph are called normal types. 

If the additive group generated by the roots admits an automorphism 
r —> f of order 2 such that 2 = 2 and if the field K admits an automorphism 
k —> k of order 2, one can define an automorphism a of the normal type of 
group such that xa(k)ff = x (̂fc) for all a Ç 2 or — 2, k Ç K, then restrict 
each of U and 33 to the subgroup of elements invariant under a, and finally 
restrict G to the group generated by these restrictions (15). In this way one 
gets subgroups of A l (/ > 2), Dh and E% which we denote A t

l (unitary group 
in I + 1 dimensions), Dx

x (a second orthogonal group in 2/ dimensions), and 
JE6

X respectively. Similarly, automorphisms of order 3 yield a second sub­
group ZV of D4. The groups of this paragraph are called twisted types and are 
also denoted generically by G. 

3. The automorphisms. Since each of the groups G above is centreless 
(to be proved in 4.4; actually with 5 exceptions the groups are all simple 
(4, 15)), we can identify G with its group of inner automorphisms. 

For each normal type let p̂ (this is essentially § in (4)) denote the group 
of homomorphisms r —> h(r) of the additive group generated by the roots into 
K*, the multiplicative group of K, with multiplication in $£> defined by 
(hih2)(r) = hi(r)h2(r), and let § (this is £>' in (4)) denote the subgroup 
consisting of those homomorphisms which can be extended to the group of 
weights. Each h G «ê leads to an automorphism of the Lie algebra and then 
to one of G (also denoted h) such that: 

3.1 xr(kf = xr(h(r)k) (r Ç II or - I I , k Ç K). 

If G is a twisted type, then § is to be restricted to those elements which are 
self-conjugate in the sense that h(f) = h(r) and § to those which have self-
conjugate extensions to the group of weights. The elements of § considered 
as acting on G are called diagonal automorphisms. 

Each group G as a linear group admits field automorphisms induced by 
automorphisms of K (which must be restricted to commute with k —> k in 
the twisted cases). 

Finally, symmetries of the corresponding graph lead to automorphisms of G. 
If r —» f is an automorphism of the group generated by the roots such that 
2 = 2, there exists an automorphism a of G such that xu(ky = x-(k), a Ç 2 
or - 2, k e K (see (14, pp. 11-104) or (16, p. 94)). This yields extra auto-
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morphisms of A t (I > 2), Dx and £ 6 (5 extra for D± and 1 extra for each other 
group) . Also if K is perfect and of characterist ic 3 and if G is of type G2 with 
fundamental roots a and b such t h a t 2a + 3b is also a root, there is an au to­
morphism a of G such t h a t xa(k)a = xb(k), xb(k)a = xa(k

z), k Ç i£, with 
similar equat ions for — a and — b. If X is perfect and of characterist ic 2 
and if G is of type B2 or 7% a similar automorphism exists (13, Exposés 21 to 
24). T h e automorphisms of this paragraph as well as the ident i ty are called 
graph automorphisms. No te t h a t dist inct graph automorphisms effect dist inct 
permuta t ions of the groups 3£a, a Ç 2 . 

Our aim is to prove first: 

3.2. If G is one of the groups defined in §2 and if G is finite, each auto­
morphism a of G can be written <r — gfdi, with i, d,f, and g being inner, diagonal, 
field and graph automorphisms respectively. In this representation f and g are 
uniquely determined by a. 

Then denoting by G (this is G in (4)) the group of automorphisms of G 
generated by § and G, by A the group generated by G and the group of field 
automorphisms F, and by A the group of all au tomorphisms of G, and assuming 
t h a t K has qz, q2, or q elements in the respective cases t h a t G is of type D4

2, 
one of the other twisted types, or a normal type , we show: 

3.3. G Ç Ô Ç i Ç A is a normal sequence for A. 

3.4. û/G is isomorphic to § / § , hence is Abelian. Thus G = G for the groups 
Es, F4 , G2 and D,2; Ù/G has order (I + 1, q - 1), (2, q - 1), (2, q - 1), 
(4, ql - 1), (3, q - 1), (2, q - 1), (/ + 1, q + 1), (4, ql + 1), or (3, q + 1) 

/or / /^ respective group A u Bu Ch Du E§, E-j, At
l, Di1 or EQ1; G/G is cyclic 

with the sole exception: G of type D x (I even) and q odd. 

3.5. A/G is isomorphic to F, hence is cyclic if K is finite. 

3.6. The graph automorphisms form a system of cos et representatives of A 
over A. Thus A = A with the exceptions: A/A has order 2 if G is A i (/ > 2), 
Di {I > 5) or EQ, or if G is B2 or F4 and K has characteristic 2, or if G is G2 and 
K has characteristic 3 ; ^4/^4 is isomorphic to the symmetric group on 3 objects 
if G is D^ 

An immediate consequence of 3.3 to 3.6 is t h a t each of the above groups 
which is simple verifies the Schreier conjecture (12, p . 303) : if A is the auto­
morphism group of a finite simple non-Abelian group G, then A/G is solvable. 

Before s tar t ing the proofs of the above s ta tements , we shall examine the 
groups under consideration a bit more closely. 

4. S t r u c t u r e of t h e g r o u p s . In this section G need not be finite. How­
ever, until the last paragraph it is assumed t h a t G is a normal type . Using the 
nota t ion of §§2 and 3, one has : 
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4.1. Each x £ U can be written uniquely x = ILxr, xr Ç Xr, the product being 
over the positive roots in increasing order. 

The proof of 4.1 as well as 4.2, 4.3, 4.5, 4.6, 4.7, 4.8, and 4.9 below can be 
found in (4). 

4.2. § is a subgroup of G, U§ is the normalizer of It and U§ C\ 23 = 1. 

4.3. If K is finite and has characteristic p, then U is a p-Sylow subgroup of G. 

4.4. The centre of G is 1. 

Proof. If x is in the centre of G, then x Ç U§ by 4.2. Similarly x £ 33$, 
whence x t § = l l § H 23£ by 4.2. But then 3.1 with x = h yields h(r) = 1 
for each r £ II, whence x = & = 1. 

Let IF denote the Weyl group and wr the reflection in W corresponding to 
the root r. One has: 

4.5. For each w £ W there is œ(w) £ G such that o)(w)xr(k)ai(w)'~1 = 
Xwr(vk), r £ IL or — II, w^A 97 = dz 1 depending on w and r but not on k. 

4.6. The union of the sets JQœ(w) is a group SB and the map w —> $£>œ(w) 
is an isomorphism of W on SB/§. 

Next for each w e W define U„, = U H c o ^ - ^ W , I V = U H co (w)"1 

Uco(w) so that Uw (Viw
f) is the group generated by those 3£r for which r > 0 

and wr < 0 (wr > 0). Thus if a G 2 and w = wa one has Uw = Xa. 

4.8. 77ze sets VUQu(w)UWJ w £ W, are the distinct double cosets of G relative 
to U§, and each element of G has a unique expression of the indicated form. 

Analogous results hold with U replaced by 23. 

4.9. For each r Ç II there is a homomorphism 0 of SL2(K), the unimodular 
group, onto Gr, the group generated by # r and 3Lr such that 

1 k\ 
0 1/ 

= X—r\tZ)j 

*\0 1/ = Xr^1 

'1 ô  
k v 

*\_i 0/ ^ w ^ ^ m o d ^ ' 

and </>-1(§ O G>) consists of the diagonal matrices. The kernel of <j> is contained 
in the centre of SL2(K). 

We may (and do) normalize so that 

* \ - l 0/ = w ^ 
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for each a G 2 and then define each oo(w) to be a product of elements o)(wa), 
a G 2. Then 4.9 implies: 

4.10. For each a G 2 //ze equation xa(l)xa(k)xa(l) = x_a(fe)xa(l)x_a(è) 
Zw/ds £w/;y if k = — 1 awd //^?z 60/^ sides are egz/a/ /# co(zeja). Given k, l G i£*, 
a G 2, /Âe« xa(&)x_a(/)xa(ra)x_a(£) w m §a;(wa) 0/2/3/ if m = —l~l and t = 
I + W. 

4.11. If w = wa, a G 2, ^ew (1) 7" = union 93§, 93§CO(W)93M, is a group 
and ( 2 ) m i l = U*. 

Proof. By 4.8, T is closed under right (or left) multiplication by 93§. 
A consequence of 4.9 (see (4, p. 34, Lemma 2)) is œ(w)^Bwœ(w)~1 Ç union 
%$w&, 93^^(^)93^. Thus Tco^) - 1 Ç T, hence TT~l Ç T, and T is a group. 
Next write 33 = 93^93/. Then co(w)2U>M -1 = Uw and c o W ^ W " 1 = 
33,/ by 4.5 so that T = œ(w)Tœ(w)~1 = union I U 9 3 Î / § , U ^ S V ^ ^ I U . 
Now UW9S„,'§ n i l = U w by 4.2; and if w0 G ̂  is defined by wQU = - I I , then 
U§CO(ÎIW) ^ co(w0)U = 0 by 4.8, when left multiplication by co(w0)

_1 yields 
%$a(w) r\ U = 0 and then ]!„%„'$u(w)VLu, H U = 0. Thus m U = l 

4.12. Among the double cosets %$&a)(w)%$w for which w =}= 1 and (1) 0/ 4.11 
holds, those for which w has the form w = wa, a G 2, are characterized by the 
fact that T C\ U is minimal. 

Proof. \iw does not have the form w = wa, a G S, then 7" ID co(ze>)93wco(w)-1 

= Uw-i D Ï& f° r some 6 G 2, the last inclusion being proper; thus T C\ U 
is not minimal by 4.11. If a, b G 2, a 4= b, then ï a 7) ï6 ; hence T C\ M with 
w = wa, a G 2, is minimal by 4.11. 

Because of the results of (15), the twisted types of groups have corres­
ponding properties whose proofs are entirely analogous to those given above 
and in (4). 

5. Proof of 3.2 for the normal types. Throughout this section and the 
next assume that G is a normal type. The method of proof is as follows: we 
start with an arbitrary automorphism a of G and multiply in turn by an inner, 
a diagonal, a graph and a field automorphism, referring at each stage to a 
normalization of o", the final normalization yields a = 1, whence 3.2 soon 
follows. Only in the first step is the fmiteness of K used. Hence the rest of the 
argument is phrased so as to be applicable even if K is infinite. 

5.1. If K is finite, the automorphism <r can be normalized by an inner auto­
morphism of G so that U* = U and 93* = 93. If this is done, then §* = § and 
there is a permutation p of the fundamental roots such that 36a* = Hpa and 3LC* = 
3Lpa for each fundamental root a. 

Proof. By 4.3, U, 93, 11er, and 93* are all ^-Sylow subgroups of G, hence are 
conjugate. Thus one can normalize <r by an inner automorphism to fulfil 
U* = U. Now 93* = x~lUx for some x in G\ Thus 93* = u~1œ(w)~1Uœ(w)u 
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with u G U, w G W, by 4.8 and 4.2. Since 35 Pi U = 1 by 4.2, one has 33* H U 
= 1, whence w = w0 (defined by woll = — II) by 4.5, and then 33* = u~x($>u 
by 4.5. A second normalization, the inner automorphism effected by u, nowT 

yields 33°" = 23. Then U<p and 33§ are invariant under a by 4.2, and so is § , 
since § = l t § H 33§ by 4.2. The double cosets of G relative to 33§ (U§) 
are thus permuted by <r, and by 4.12 there exists a permuta t ion p (a per­
muta t ion r) of the fundamental roots (of their negatives) such t h a t Hj = 
Hpa and 9 L / = ïT(-a) for each a G 2 . If & and c are in 2 and 6 4= c, then 
6 + ( —c) is not a root, hence X6X_C = 0 (in the Lie algebra) and T£b commutes 
with X-C'J if b = c, then Hb does not commute with ï_ c by 4.9. Sett ing b = pa, 
c = —r( — a), one concludes pa = — r{— a). T h u s 5.1 is proved. 

5.2. The normalization of a- attained in 5.1 can be refined by application of a 
diagonal automorphism of G so that in addition xa(l)

a = xpa (1) for each funda­
mental root a. It is then true that x_a(l)<r = x_ p a ( l ) , G>(wa)

ff = o)(wpa), and the 
orders of wawb and wpawpb are equal for any fundamental roots a and b. 

Proof. Let xa{\)a = xpa(ka), a G 2 . Then there exists a homomorphism h 
of the addit ive group generated by the roots into K* such t h a t h (a) =ka~

1, 
a G 2 . Application of the corresponding diagonal automorphism now yields 
the refinement xa(iy = xpa(l), a G 2 , by 3.1. Applying a to the first equat ion 
of 4.10, one then gets x_a( — 1)°" = x_pa( —1) (so t h a t x_ c( l) ( r = x-pa(l)) and 
w(wa)

ff = oo(wpa) for each a G 2 . Lastly, the orders of waw6 and wpawpb are 
respectively equal to the orders of œ(wa)oo(wb) and œ(wpa)œ(wpb) mod § by 
4.6, hence are equal to each other because a is an automorphism. 

The last conclusion can be interpreted geometrically. If the order of wawb 

is n> then the angle between a and b is w — w/n. T h u s p effects an angle pre­
serving permutat ion of the fundamental roots, hence is the identi ty unless 
the corresponding graph has extra "angular" symmetries (see (3, p. 18)). 

5.3. The normalization of a in 5.2 can be refined by application of a graph 
automorphism of G so that p is the identity. 

Proof. Suppose first t h a t G is of type F± or B2 and t ha t p is not the identi ty. 
Then there are a, b G 2 such t ha t a + b and a + 2b are roots, pa = b and 
pb = a, by the remarks above. Let a and /3 be the maps of K defined by 
xa(kY = xb(k

a) and xb(iy = xa(P). One has x a + 6(/) = u(wa)xb(l)u(wa)~
l and 

xa+2b{k) = œ(wb)xa(k)œ(wb)~
1 by 4.5 (in which the normalization rj = 1 is 

achieved by replacing Xa+b or Xa+2b by its negative if necessary). Applying 
a to these equations, one gets xa+b(iy = xa+2&(/^) and xa+2b(k)<T — xa+b(k

a). 
Consider the commuta to r equation 

5.4. (xa(k), xb(l)) = xa+b(bkl)xa+2b(M
2), 

with each of 8 and e equal to ± 1 and independent of k and / by (4, p . 27, 
11. 22-26) . Apply a to 5.4: 

5.5. (xb(k«),xa(ie)) {{8kiy)Xa+b{{tkPY). 
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Now let us replace k and / by W and ka respectively in 5.4 and take inverses: 

5.6. (*>(*«), xa{V)) = xa+2b(- eink«Y)xa+b(- bVlr). 

Comparing the Ha+u components of 5.5 and 5.6 with / = 1, one gets bk& = 
— e(ka)2 by 4.1 and 5.2. Set t ing first k = 1 and then k = — 1, one gets 
5 = — e and — 5 = — e, whence ô + 5 = 0, so t h a t K is of character is t ic 2. 
Then since /3 is onto, k$ = (ka)2 implies t h a t K is perfect. Hence (see the 
paragraph preceding 3.2) there exists a graph automorphism which normalizes 
a so t h a t pa = a and pb = b. As is easily seen, p is now the ident i ty . If G is 
of type G2, one proceeds similarly and finds t h a t a normalization is not re­
quired unless K is perfect and of characterist ic 3. If G is of type At, Dh or 
E$ and K is a rb i t rary , then again there is a graph automorphism to normalize 
p to the ident i ty . In all other cases, due to the lack of "angu la r " symmet ry 
of the graph, p is a lready the ident i ty . T h u s 5.3 is proved. 

5.7. The normalization of a in 5.3 can be refined to a = 1 by application of 
a field automorphism of G. 

That is, if a satisfies Ua = U, 33°" = 25, and xa(iy = xa(l) for each a G 2 , 
then a is a field automorphism. 

Proof. Choose a G 2 and define a by xa(ky = xa(k
a). We first show tha t 

a is an automorphism of K by the method of Schreier and van der Waerden 
(12, p . 318). By 5.2 we know t h a t a maps K onto K and t h a t l a = 1. T h e 
equat ion xa(k + /) = xa(k)xa{l) implies t h a t (k + l)a = ka + la. T h e equat ion 
4.5 with r = a and w = wa yields x-a(k)<T = X-a(k

a), and then the second pa r t 
of 4.10 implies (I + kl2)a = la + £«(/«)2, whence (kl2)a = ka(la)2 and (/2)a = 
(/«)2. If X is of characterist ic 2, then ((&/)*)2 = {{kl)2Y = (k2l2)« = (fe2)«(Z«)2 

= (ka)2(la)2 = (*aZa)2, whence (JW)a = * a / a ; if X is of characterist ic other than 
2, then polarization of the equat ion (l2)a = (la)2 yields (kl)a = ^a/a. T h u s 
in either case a is an automorphism of K. Now choose a second root è G 2 
(if one exists) such t h a t a + ô is a root, and let /? be the corresponding au to­
morphism of K. By labelling appropr ia te ly a and 6 one may assume t h a t 
o:{wa)li1)œ{eWa)~l = THa+b- Then applying <J to the equat ion (xa(k), xb(l)) = 
xa+b(ôk) . . . as in 5.3 (but now with p the ident i ty) , one gets k& = &a, whence 
a = (3. Since any 2 roots of 2 are the end terms of a sequence of roots of 2 
such t h a t the sum of each consecutive pair is a root (in other words, the graph 
is connected), it follows t h a t there is a single au tomorphism 7 of K such t ha t 
xc{ky = xc(k

y) for each c in 2 . Normalizat ion of a by the field automorphism 
of G corresponding to y~l now yields xc(k)a = xc(k), c Ç 2 . One has also 
œ(wcy = 00(wc), c G 2 , by 5.3. However, since IF is generated by the elements 
wc, c G 2 , and each root has the form wc with w G W, c £ 2 , it follows from 
4.5 t h a t G is generated by the elements xc(k) and œ(wc) wi th & G K, c G 2 . 
Hence 0- = 1, and 5.7 is proved. 

Let us now prove 3.2. Let a be an automorphism of G and let i, d, g, a n d / ' 
be the respective inner, diagonal, graph, and field au tomorphisms used in 
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5.1, 5.2, 5.3, and 5.7 to achieve the normalization of a~l. One has/'gdia"1 = 1, 
thus a = fgdi. Since g~lfg = f is in F by 5.7, one gets a = gfdi, and the 
first statement of 3.2 is proved. Now suppose a = gif\d\i\ is a second repre­
sentation of a in the indicated form. Then d~lf~lg~lg\fid\ = tie1. The left 
side of this equation maps U onto U and 25 onto 33. Hence iir1 Ç U§ H 25§ = 
§ by 4.2. Then f~1g~1gifi •= diii~ldi~1 Ç § . This element leaves fixed each 
x a(l) , a G S, hence diii~ldi~l = 1 by 3.1; that is, g~lgi = ffi~l. This implies 
that g and gi effect the same permutation of the groups 36a, a (E S. Hence 
g = gi, t h e n / = f1, and 3.2 is proved completely. 

6. Proof of 3.3 to 3.6 for the normal types. The group G of inner 
automorphisms is clearly a normal subgroup of each of (5, Â, and A. This 
implies G = §C7. One has also § Pi G = § since § C § P\ G by 4.2, whereas 
K § H Q implies IT* = U, 35* = * and then A G U§ H $ £ = § by 4.2. 
Thus G/G ^ | / ( | n G ) - £ / § . The specific results of 3.4 can now be 
verified from the fact that the Cartan integers 2(a, b)/(a, a) (a, b 6 2), 
taken mod (q — 1), build a relation matrix for § / § (4, p. 48, 11. 13-18). 
It is easily verified (from the definitions) that f&f~l = & for each / in F. 
Hence G is normal in A and A = F&G, whence the uniqueness feature of 3.2 
implies 3.5. Finally, if g is a graph automorphism, one verifies (by considering 
the effect on each xa(k)) that gFg~l = F and g&g~l = § , whence A is normal 
in A, and 3.3 is completely proved. The uniqueness feature of 3.2 then implies 
the first statement of 3.6; the last statement follows from the definition of 
graph automorphism given in the paragraph before 3.2. 

7. The twisted types. The proofs of 3.2 to 3.6 for the twisted types are 
virtually the same as those given above for the normal types and to a large 
extent involve little more than a change of notation in view of the structural 
properties developed for the twisted types in (15). A comparison of 4.1 and 
5.4 with their analogues 4.5 and 8.8 in (15) should make completely clear 
what modifications are to be made, if G is not A i1 (I even), and even in the 
latter case if / > 4. This leaves the group A2

l to be considered. Although the 
proofs in this case are also of the same genre as those given above for the 
normal types, the details are sufficiently more complicated to warrant a 
separate exposition, especially since the case in which K has few elements has 
not been completely treated elsewhere. 

Let us recall that A2
X is a subgroup of A2 and may be identified with a 

3-dimensional projective unimodular unitary group (15). The positive roots 
of A2 can be written as a, â, and b (with b = a + a), and then the elements 
of U take the form xa(k)xâ(k)xb(l), subject to kk = I + I (15, Lemma 4.6). 
For given k this last equation is always solvable for /: choose m so that m + 
m 4= 0, and then set / = kkm(m + m)_1. For convenience, we denote 
xa(k)x-(k)xb(l) by (k\l), so that the rule of multiplication is (k\T)(m\n) = 
(k + m\l + n + km) (see (4, p. 27, 11. 22-26) or use the unitary identifica-
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t ion) . From this it follows t h a t the elements (0|/), subject to / + t = 0, 
build the centre S of U. Let us now tu rn to the proof of 3.2. 

If a is an automorphism of G, it can be normalized by an inner automor­
phism, jus t as before, so t h a t U0" == U and 33* = 33; assume this is done. Then 
S* = 6 , and since {k\h)-l(k\h) Ç (5, the map a defined by {k\l)° = (ka\m) 
is single-valued; clearly a is also onto . 

T h e normalization of a can now be refined by application of a diagonal 
automorphism of G so t h a t l a = 1, and the next thing to be proved is t h a t a 
becomes an automorphism of K. If K has 4 elements, then a leaves fixed 
0 and 1 and permutes the other 2 elements of K, hence is an au tomorphism. 
T h u s in the rest of the proof we may assume t h a t K has more than 4 elements. 
Because a is an automorphism we have (k + l)a = ka + la\ k, l G K. Next 
if h Ç § and h(a) = k, we have h(l\*)Jrl = (&/|*), whence ^ " ( Z ' l * ) ^ ) - 1 = 
((&/)a |*). Set t ing / = 1, we get h°(fl) = ka, and then from the equat ion, 
(kl)a = kala. Here / is a rb i t rary , bu t k is restricted to the set 5 of numbers of 
the form m2m~l (see the definition of § in §3). The field K0 of numbers left 
fixed by k —> k is contained in S, and this inclusion is proper: if K is of character­
istic 3 and m iK0, then m2mrl ^.K0; if K is of characterist ic other than 3 
and k ^Ko, r Ç K0j r d£ 0, 1, then not all three of Wi = &, ^ 2 = 1 + &, 
m3 = r + k can have cubes in K0 because, in the cont rary case, differencing 
yields k + k2, rk + k2 G i£0 and then & Ç i£0, a contradict ion, and so 
rnfmr1 $Ko for some i = 1, 2, or 3. There is thus k Ç 5 such t h a t & $ i£0, 
and each element of K can be wri t ten as rk + s (r, s Ç X"0), t h a t is, as the 
sum of 2 elements of S. Since a is addi t ive on K and multiplicative on 5 , this 
implies t h a t a is multiplicative on all of K and hence is an automorphism. 

T h u s the normalization of a can be refined by a field au tomorphism of G 
so t h a t a is the identi ty, and w h a t remains to be shown is t h a t now a = 1. 
Choose k $KQ, and set j = k — £ Then o- applied to ((1 |*) , (k\*)) = 
(0\k - îc) = (0|j) yields (0 | j ) a = (0 | j ) , t h a t is, a leaves fixed xb(j). A 
slight extension of the first s t a t emen t in 4.10 shows t h a t X-b(— j _ 1 ) and 
xb(j)x-b(— j~l)xh(j) are also left fixed by cr, and t h a t the la t ter element is in 
co(V)§ and so may be denoted œ(w) after a normalization. A final calculation 
shows t h a t for given (k\l), I 4= 0, one has (k\l)œ(w)(m\n) G 33§ if and only 
if m = j ' H - 1 and ^ = Jj7_ 1 . If this condition is met , if (&I/)* = (&|/i) and if 
(m\nY = (m|wi), then application of o- yields m = jkïc1, whence h = I and 
(k\l)a = (k\l). T h u s o- = 1 on U. Since œ(wY = w(w) and co(w)Uco(w)_1 = 33, 
we get a = 1. T h e first s t a t ement of 3.2 is hereby proved, and the other 
s t a t ement as well as 3.3 to 3.6 follow from it, jus t as before. 

8. F ina l observa t ions . As we have already s ta ted, the finiteness of K is 
used above only in the proof t h a t an automorphism of G necessarily maps U 
onto one of its conjugates. If K is algebraically closed, this fact is proved in 
(13) by ra ther advanced methods of topology and algebraic geometry. I t is 
hoped t h a t an e lementary proof, along the lines of the present article, can be 
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found to handle all fields K simultaneously. In regard to (13), we also mention 
t h a t the proof of existence of graph automorphisms for B2, F±, and G% is quite 
long and t h a t a shortened self-contained t r ea tmen t is desirable. 

An interesting special case of such an automorphism occurs when G is 
J B 2 ( 2 ) , the group of type B2 over a field K of 2 elements. This group is iso­
morphic to SQ, the only symmetric group which admits outer au tomorphisms: 
one of these shows up as a graph automorphism which owes its existence to 
the fact t h a t K has characteristic 2. I t is also interesting to compare the 
groups A 2 (4) and A 3 (2). For the first the order of A/G is 12 and for the second 
it is 2. T h u s one has another proof of the well-known fact t ha t these groups, 
both of order 20160, are not isomorphic. 

Finally let us remark tha t a companion problem to t ha t t reated here, 
namely the determinat ion of the isomorphisms among the various finite 
groups of §2 is handled in (1) by uniform number-theoretic methods. In this 
connection we also refer the reader to 12.5 of (15) which can be used to 
eliminate some of the computat ions of (1 ). 
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