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Abstract
Organoids and specifically human cerebral organoids (HCOs) are one of the most relevant novelties in the
field of biomedical research. Grown either from embryonic or induced pluripotent stem cells, HCOs can be
used as in vitro three-dimensional models, mimicking the developmental process and organization of the
developing human brain. Based on that, and despite their current limitations, it cannot be assumed that they
will never at any stage of development manifest some rudimentary form of consciousness. In the absence of
behavioral indicators of consciousness, the theoretical neurobiology of consciousness being applied to
unresponsive brain-injured patients can be considered with respect to HCOs. In clinical neurology, it is
difficult to discern a capacity for consciousness in unresponsive brain-injured patients who provide no
behavioral indicators of consciousness. In such scenarios, a validated neurobiological theory of conscious-
ness, which tells us what the neural mechanisms of consciousness are, could be used to identify a capacity for
consciousness. Like the unresponsive patients that provide a diagnostic difficulty for neurologists, HCOs
provide no behavioral indicators of consciousness. Therefore, this article discusses how three prominent
neurobiological theories of consciousness apply to human cerebral organoids. From the perspective of the
Temporal Circuit Hypothesis, the Global Neuronal Workspace Theory, and the Integrated Information
Theory, we discuss what neuronal structures and functions might indicate that cerebral organoids have a
neurobiological capacity to be conscious.

Keywords: human cerebral organoids; consciousness; neurobiology

Introduction

Human cerebral organoids (HCOs) are arguably one of the most promising recent advancements in
neuroscience. Insofar as these cerebral organoids accurately model human brain development, they
might yield answers to long-standing neurobiological questions with clinical implications and new
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neurological treatments.1,2 Simultaneously, the more HCOs replicate the human brain, the more they
will elicit questions about whether they could be conscious in someway. Questions about whether HCOs
could ever be conscious and how we could ever know, despite their inability to communicate, are
certainly cerebral questions but not necessarily novel. They reflect an epistemic challenge neuroscientists
and neurologists began wrestling with well before the development of cerebral organoids.

The fundamental difficulty in discerning the presence or absence of consciousness is far from limited
to HCOs. In all creatures from primitive animals to primates, we rely on an observation of purposeful
behavior as a surrogate marker of consciousness. Even in humans, we infer conscious awareness from
behavior.3 In clinical neurology, consciousness is especially challenging to discern when brain-injured
patients are noncommunicative and unresponsive.4,5,6 Central nervous system lesions can preventmotor
activity, such as spontaneous speech, body movements, or purposeful response to stimuli, the lack of
which could be mistaken for unconsciousness. The possibility of awareness without responsiveness has
led to the concept of covert consciousness, or cognitive–motor dissociation.7,8,9,10,11 A similar case can be
made when patients undergo general anesthesia.12,13,14,15

It has been proposed that a behaviorally unresponsive subjectmight provide neuronal responses, such
as those assessed by neuroimaging, to questions, thus indicating consciousness.16,17,18,19 Yet, it is possible
that damage to the sensory systems could still preclude a covertly conscious person from sensing external
commands intended to elicit a neuronal response. To overcome this impasse, theoretical frameworks
about the neural mechanisms of consciousness have been applied to the epistemic challenge of
diagnosing unresponsive, noncommunicative patients.20,21,22,23 The rationale for this approach is that
a valid theory about the neuralmechanisms that correspond to consciousness could provide an empirical
indicator of consciousness in the absence of any other indicators, such as a response or an intentional
behavior. This article applies this theoretical approach to HCOs, which are further introduced in the
following section along with our overall objectives and the neurobiological theories we will apply to
HCOs in the subsequent sections.

HCOs and Neurobiology of Consciousness

Like the consciousness of unresponsive brain-injured patients difficult to assess with standard clinical
methods, human cerebral organoids are incapable of providing an indication of consciousness in the
form of responses or behavior analogous to those produced by humans and other complex organisms. A
human cerebral organoid consists of neurons that connect to networks and self-organize into structures
of different cell types, resembling brain regions in early development.24 Consisting of up to tens of
millions of neurons developed from either embryonic or induced pluripotent stem cells (see Figure 1), an

Figure 1. Human cerebral organoid development. A human cerebral organoid is a three-dimensional spheroid consisting of neurons
developed from human pluripotent stem cells (a). The neurons multiply, forming an embryoid body (b) that then self-organizes and
differentiates (c). The growth of a cerebral organoid in vitro can be guided (d-bottom) using molecules and growth factors or it can be
unguided (d-top). An unguided cerebral organoid often has heterogeneous cellular tissues resembling various brain regions in one
organoid. A guided organoid can be generated to resemble a specific brain region composed of a specific type of cellular tissue in one
organoid. Multiple organoids can be combined to form an assembloid (e). Guided organoids resembling particular brain regions can
be combined to form an assembloid intended to model interactions between distinct brain regions.
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HCO that is a few millimeters in size can provide a 3D model of human brain development.25,26 Unlike
the human brain that exists as a part of a whole human organism and is protected by bone tissue, HCOs
are grown in vitro. As an isolated entity not obscured by the skull, an HCO provides a clear window into
the development as well asmaldevelopment of neuroanatomy and neurophysiology in the brain.27 There
are questions about the extent to whichHCOs trulymodel the human brain.28 Nevertheless, to the extent
that HCOs resemble the structures and functions of the human brain in its early stages of development,
they provide significant promise for neurological progress.29,30

At the same time, however, the more HCOs model or replicate the human brain, the organ
corresponding to our conscious mental lives, the question of whether they can be conscious becomes
more pressing.31,32,33 This question is significant to the ethical development and use of
HCOs.34,35,36,37,38,39,40 Yet, like the unresponsive brain-injured patients presenting a diagnostic chal-
lenge in neurology, HCOs are incapable of providing any behavioral or communicative indicators of
consciousness. However, unlike unresponsive brain-injured patients, HCOs do not have prior histories
of providing clear indicators of consciousness through interpersonal communication and intentional
behaviors. Considering the complete lack of any behavioral or communicative indicators of conscious-
ness from HCOs, it is difficult to imagine what else about HCOs could possibly indicate the presence or
lack of consciousness, except their neuroanatomy and neurophysiology. Therefore, it is reasonable to
consider how the theoretical frameworks in the neurobiology of consciousness that are being applied to
diagnosing unresponsive brain-injured patients could apply to HCOs.41,42 Although such theories may
be principally aimed at identifying empirically observable neural structures and functions that corre-
spond to consciousness in the human brain, they might reveal the only empirically observable markers
researchers have to work with when attempting to decipher whether HCOs have a capacity to be
conscious.

It is worth considering that a recent study showed for the first time that cortical organoids
generated from induced pluripotent stem cells can spontaneously develop periodic and regular
oscillatory network electrical activity that resembles the electroencephalography (EEG) patterns of
preterm babies.43 A machine learning model based on a preterm newborn’s EEG (ranging from 24 to
38 weeks) features was able to predict the organoid culture’s age based on the electrical activity of the
organoid itself. These results are surely relevant but by no means indicate that the recorded patterns
of activity give rise to the same subjective states as can be believed to have originated in preterm
babies.44 In another study, researchers managed to visualize in cortical spheroids synchronized and
non-synchronized activities in networks and connections between individual neurons.45 The mani-
festation of a synchronized neural activity can be the basis for various relevant cognitive functions.
Relatedly, Kagan et al. claim to have “demonstrated that a single layer of in vitro cortical neurons can
self-organize activity to display intelligent and sentient behavior when embodied in a simulated game-
world.”46

One can reasonably question whether terms such as sentience are being used in this context
accurately, analogously, or hyperbolically. Nevertheless, while we are still in the relatively early stages
of HCO development, now is the time to preemptively do all we can to responsibly consider the
implications of HCO development with respect to their capacity for consciousness. Hence, this article
outlines how three neurobiological theories of consciousness apply to HCOs. To be clear, however, it
will not answer the question of whether HCOs are conscious. In this vein, it should be pointed out
that a strong disagreement exists in the scientific community, where many researchers, bioethicists,
and neuroethicists consider the emergence of consciousness in HCOs to be unlikely, while others
think it is a hypothesis that should be taken into account.47 So, our article aims at offering a more
nuanced theoretical framework within which one can place different views on the topic and assess the
empirical findings. Although this article addresses a topic of great importance to bioethics and
neuroethics regarding the research development and use of HCOs, it should be noted that providing
ethical guidelines is not our focus. We are concerned specifically with what three neurobiological
theories predict are the neuronal structures and functions that enable consciousness, and what this
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means for HCOs with respect to their potential neurobiological capacity to be conscious. This can
have significant ethical implications for the research development and use of HCOs, which is why it is
important to address the issue. Yet, the aim of this article is not to spell out such ethical
implications.48,49

This article surveys what three prominent neurobiological theories of consciousness predict are the
neuronal structures and functions in the human brain that enable consciousness and explores the
implications for HCOs.50 We here assume consciousness generally corresponds to brain structure and
activity, and apply to HCOs theoretical predictions from the Temporal Circuit Hypothesis, Global
Neuronal Workspace Theory, and Integrated Information Theory about the neural correlate of being
conscious versus unconscious.51,52 This is often called the full neural correlate of consciousness (full
NCC) and can be described as the minimal neuronal mechanisms that are together physically
sufficient for consciousness.53,54 The theories discussed here share similarities but differ in how they
understand consciousness, which is notoriously difficult to define (see Table 1).55,56 Correspondingly,
each theory makes unique predictions about the full NCC (see Table 2). Our intention is to outline
each theory and its applicability to HCOs in a manner accessible to specialists in various disciplines
relevant to organoid research and development. Hence, there are elements of each theory left out,
while representative works well worth further study for greater detail are referenced. There are
multiple theories we do not have space to consider.57,58 And our focus on the three theories
considered here is not only because they provide examples of theories based on distinct, empirically
testable understandings of consciousness, but also due to our own familiarity with each theory based
on our prior research.

Our current aim is not to evaluate, defend, or critique (as many other works do) the neurobiological
theories of consciousness outlined and applied later to HCOs. Yet, a thorough discussion of the
applicability of the theories to HCOs would be deficient without also highlighting potential weaknesses
of each theory in terms of their applicability to HCOs. It cannot be assumed that even if a theory
accurately describes the full NCC in the human brain that it must directly apply to human cerebral
organoids. Hence, the foregoing sections not only discuss how each theorymight apply to HCOs but also
particular challenges concerning their application to HCOs.

Table 1. Describing consciousness

There is no single authoritative definition of consciousness. Yet, there are three prominent
ways consciousness is described. Each presupposes amental state that requiresmore or less
properties to truly count as conscious.

Theory that favors
description

Awareness Description: Consciousness is a mental representation, or
awareness, persons have of their environment.

Example: When a patient hears a nurse’s voice.
Notice this requires the ability to sense one’s environment and

have a mental representation of it.

Temporal Circuit
Hypothesis

Access consciousness Description: Consciousness is mental content that is
accessible for functions like rational thought,
communication, or intentional behavior.

Example: A memory that is recalled when describing an
event.

Notice this requires mental content that is available for
mentally involved functions.

Global Neuronal
Workspace Theory

Phenomenal consciousness Description: Consciousness is experience, the felt sensation of
what it is like to be in a particular mental state.

Example: What it feels like to be depressed or to be happy.
Notice this requires the internal ability to feel, but not the ability

to sense the environment nor think or intentionally act.

Integrated Information
Theory

476 Matthew Owen et al.
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Table 2. Neurobiological theories and human cerebral organoids

Theory

Emphasizes
awareness, access, or
phenomenal
consciousness

Predicted neuronal correlate
of being conscious Application to HCOs Unique question raised

Temporal Circuit Hypothesis Awareness Consciousness is enabled by a
temporal architecture involving a
back-and-forth dance of the inner
self and outer world representations
mediated by attentional switching.
This is supported by spatiotemporal
dynamics of brain activity that
displays a shifting balance between
the default mode network (DMN) and
the dorsal attention network (DAN)
as governed by their regulator, the
anterior insula.

A conscious HCO would include an
inner self that is aware of its
environment. This would involve
representations of the environment
that are conscious content due to a
shifting balance between two
systems governed by a temporal
circuit. In the mature brain, the two
systems are the DMN and DAN,
whereas the regulator is the anterior
insula. If there were the same
systems or perhaps different systems
that nevertheless performed the
same functions in an HCO, the
neurobiological conditions for
consciousness would be met if the
DAN (or whatever performs its
functional role) could receive
representations of the environment.

Could artificial sensory
mechanisms be attached to
the HCO, making
representations of its
environment possible?

Global Neuronal Workspace Theory Access consciousness In the brain, there is a workspace that
stores information and makes it
globally available to all the
specialized systems throughout the
brain. Whatever perception or
thought that comes to occupy the
workspace is conscious as it is
projected to the systems throughout
the brain. The workspace consists of
long-range cortical neurons that
comprise a network capable of
reciprocal projections, which can
receive information from sensory
cortices and send projections to
other cortical areas involved in
working memory, language, and
intentional action.

A conscious HCO would have a global
workspace that stores information
and specialized systems that the
information ismade available to, and
neurons connecting the workspace
to all the specialized systems,
making the information available to
each system. In the mature brain, a
marker of consciousness is a global
broadcast of information involving
the activity of a prefrontal–parietal
network of long-range cortical
neurons corresponding with activity
in high-level sensory cortices
receiving the broadcast. If an HCO
had a workspace that could receive a
percept from a specialized system

In the absence of sensory
information gained via sense
organs, what type of
information could enter the
workspace and be made
accessible to specialized
systems?
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Table 2. Continued

Theory

Emphasizes
awareness, access, or
phenomenal
consciousness

Predicted neuronal correlate
of being conscious Application to HCOs Unique question raised

and then make it available to every
other specialized system in the HCO,
it would be neurobiologically
capable of being conscious.

Integrated Information Theory Phenomenal
consciousness

The physical substrate of
consciousness exemplifies a
maximally irreducible cause–effect
structure that is the integrated
information associated with
consciousness. The intrinsic causal
structure is predicted to be specified
by the posterior cerebral cortex in a
temporal–parietal–occipital “hot
zone” where coalitions of neurons
are sufficiently structured for
reciprocal projections that manifest
intrinsic causation.

A conscious HCOwould have a coalition
of neurons that are sufficiently
structured for reciprocal projections
that specify a maximally irreducible
cause–effect structure. It is predicted
that such neuronal coalition(s) exist
in the temporal–parietal–occipital
“hot zone” because the localized
neuroarchitecture is sufficient for
manifesting the maximally
irreducible cause–effect structure. If
an HCO had a set of neurons capable
of reciprocal projections that would
specify a maximally irreducible
cause–effect structure, it would be
neurobiologically capable of being
conscious.

What could it possibly feel like to
have a phenomenal conscious
experience without any
sensory input?
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Temporal Circuit Hypothesis

The Temporal Circuit Hypothesis (TCH) proposes that the neuronal basis of consciousness is a temporal
architecture of representational brain processes that change dynamically and probabilistically.59,60

These processes are supported by several functional brain networks, of which two networks play critical
roles. According to the TCH, consciousness emerges from the dynamic relation of two systems that relate
to the self and the environment, of which both are necessary. An agent (either a human or a nonhuman
being) is assumed to have the ability to accurately represent its environment and form abstractions and
concepts, but such representations or concepts in themselves do not endow the agent with awareness.
Being conscious (or aware) also requires the agent to represent itself in relation to aspects of the world,
either external to the agent or internal. In this sense, the crucial step in the emergence of consciousness is
not only perception (i.e., conscious states with a specific content) but the percepts being our percepts.
From this particular perspective presented by the TCH, the self is vital because it is the subject that is
aware of the environment, and without a subject that is aware, there is no awareness and therefore no
consciousness.61,62,63,64,65

The TCH anchors the “self-environment” interaction in a reciprocal balance between two opposing
cortical systems embedded in the spatiotemporal dynamics of neural activity. Starting with a real-life
example, imagine driving to work along the same route you take each day. Your mind wanders from one
thing to the next. Suddenly, a car cuts you off, and wandering thoughts immediately vanish as all your
attention focuses onmaneuvering the steeringwheel to avoid a collision. Aswe go about ourwaking lives,
our stream of consciousness typically cycles through many such alternations between introspection and
outward attention throughout the day. This back-and-forth “dance” between inward and outward
mental states happens naturally and automatically. Evidence from noninvasive functional neuroimaging
studies has pointed to two distinct brain networks thatmediate the stream of consciousness, an internally
directed system—default mode network (DMN)—and an externally directed system—dorsal attention
network (DAN).66,67,68,69,70 The former corresponds with inward focus on ourselves and conceptually
guided cognition, and the latter corresponds with our awareness of the environment around us. In the
conscious brain, the two systems are in a dynamic balance, sliding back and forth, but both are there to
some degree.

Recent work reveals how cyclical patterns of brain activity and how the push–pull relationship
between the DMN and DAN may differ between conscious and unconscious individuals.71 In the
conscious brain, the dynamic switching of networks including the DMN and DAN occurs along a set of
structured transition trajectories conceived of as a “temporal circuit.” Thus, the conscious brain passes
through intermediate states between the DMN and DAN, rather than flipping instantaneously between
these two. In contrast, in the unconscious brain, there are fewer trajectories reaching theDMNandDAN.
In other words, in subjects whowere either under anesthesia or unconscious due to neuronal injury, both
the DMN andDAN are visited less often, meaning that the number of times they are activated within the
cycling patterns of networks is reduced. Thus, consciousness relies on a temporal circuit of dynamic
brain activity representing balanced reciprocal accessibility of functional brain states. The absence of this
“give-and-take” relationship of the two systems is common to any form of diminished consciousness.
However, its presence corresponds to full consciousness, including both the external and internal aspects
corresponding to the two systems.

The dynamic shift between the DMN and DAN is regulated by a critical brain structure, the anterior
insula, a central component of the brain’s salience and ventral attention networks.72,73,74,75 It seems to
identify and prioritize salient stimuli in the stream of continuous sensory information and send signals to
systems responsible for the allocation of top–down attentional resources to the relevant sensory
representations.76,77,78 Anatomically, the anterior insula is composed of unique clusters of large
spindle-shaped pyramidal neurons in layer 5, called von Economo neurons that establish long-distance,
fast relay of information throughout the cortex.79,80 These neurons play a role in spatial and self-
awareness, and their abnormality was historically associated with psychiatric disorders.81 Interestingly,
they have been found only in species that are able to pass the standard mirror test for self-recognition
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such as elephants and macaques.82,83 Importantly, the dysfunction of the anterior insula during
anesthesia disables the cyclic DMN–DAN transitions.84

Overall, the TCH proposes that consciousness is enabled by a temporal architecture involving a back-
and-forth dance of representations about the inner self and one’s environment mediated by attentional
switching. This is principally supported by the observed spatiotemporal dynamics of brain activity that
displays a shifting balance between the DMN and DAN as governed by their regulator, the anterior
insula.

The TCH seems to imply several neurobiological conditions for consciousness in HCOs. If an HCO
were conscious, it would involve an inner self that is aware of its environment. This would involve
representations of the environment that are conscious content given a shifting balance between two
systems governed by a temporal circuit. In the mature human brain, the two systems are the DMN and
DAN, whereas the regulator is the anterior insula. Furthermore, the DAN receives inputs from sensory
systems with information from the surrounding environment. If an HCO had the same systems
performing the same functions, the neurobiological conditions for consciousness would be met. Yet,
it might also be possible for different systems to perform the same functions and therefore meet the
neurobiological conditions. Nevertheless, when comparing the implications of the TCH for HCOs to the
following two theories, readers will notice that a distinguishing feature of the TCH is that there is
explicitly an inner self aware of its environment, which is enabled by a back-and-forth switching between
an internally directed brain system and an externally directed brain system.

Amore obvious challenge of applying the TCH toHCOs is the reality that isolated cerebral organoids
do not have the typical conduits of sensory inputs to the brain, such as organs involved in hearing or
smelling. A more difficult challenge of applying the TCH pertains to the self that is aware, the subject of
experiences, which is the bearer of consciousness. When studying neural correlates of consciousness in
human subjects, it is often justifiably presupposed that there is a subject, or self, who commonly provides
subjective reports of conscious experiences.85 But with respect to HCOs, it cannot be presupposed
whether the self is or is not present. There are many examples of natural biological organisms devoid of a
self (e.g., flowers and trees) and engineered biological organisms devoid of a self, such as kidney and
cardiac organoids. Determining whether an HCO is a biological organism like the human brain or body
in which a subject is present would seem necessary for the application of the TCH to an HCO. Yet, this
would be an immensely complex task, especially in the absence of any subjective reports or history of
such from a noncommunicative HCO.86 While this is the primary challenge for the TCH, it will become
apparent that each theory will have its own hurdles to overcome when it comes to applying the theory
to HCOs.

Global Neuronal Workspace Theory

The theoretical neurobiologist Bernard Baars proposed the Global Workspace Theory in the 1980s.87

Baars posited that within the brain, there is a workspace that stores information and makes it globally
available to all the specialized systems throughout the brain. Since the workspace’s capacity is limited,
information signals compete to be the globally available representation in the workspace. Whatever
perception or thought that comes to occupy the workspace is conscious as it is projected to the systems
throughout the brain. The percepts or thoughts that do not make it into the workspace, and therefore are
not globally available, are not conscious.

Contemporary advocates of the Global Workspace Theory have applied it to the neurophysiology of
the neocortex under the new name the Global NeuronalWorkspace (GNW) Theory.88,89,90 Accordingly,
a marker of consciousness is a global broadcast of information involving the activity of a prefrontal–
parietal network of long-range cortical neurons corresponding with activity in high-level sensory
cortices receiving the broadcast. Such activity indicates that the information is globally available for
various functional processes such as speech, memory, or action, and thus, it is conscious content, per the
GNW. If, however, there are no long-range projections and neuronal activity is merely localized in
specific areas, that would indicate there is no global broadcast of information, making it available to
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specialized systems throughout the brain, and therefore, consciousness is not present. After all, according
to the GNW, “Broadcasting implies that the information in the workspace becomes available to many
local processors, and it is the wide accessibility of this information that is hypothesized to constitute
conscious experience.”91

On this theoretical framework, content is either globally available, and therefore conscious, or it is not.
Several factors make such global availability possible. Of central importance is the global workspace that
receives, stores, and sends information. In addition, there are specialized systems that send content to the
workspace and to which the globally broadcast content is made available. Neurons dubbed “GNW
neurons” receive information from the specialized systems and transmit information to the specialized
systems when it is globally broadcast.92 While what constitutes conscious experience on the GNW is the
content or information globally broadcast, there is also content that does not become conscious content
because it does not enter the workspace and become globally available. Such content can still affect
behavior but not consciously. It is only the specific content that exceeds a threshold, igniting a global
broadcast of the content as GNW neurons receive the corresponding signal from a specialized system
and recurrently transmits it to all other specialized systems.93 When that global broadcast is triggered,
there is a conscious experience with accessible content. Note the requirement for recurrent signaling in
the brain to enable conscious perception is also the essential feature of the Recurrent Processing Theory
of consciousness.94,95

If an HCO had a workspace that could receive a percept from a specialized system and then make it
available to every other specialized system in the HCO, it would be neurobiologically capable of being
conscious. Therefore, to find out whether an HCO is neurobiologically capable of being conscious, we
would want to ask whether it has the neuroanatomy and neurophysiology for a workspace, specialized
systems, and projections between the workspace and all the systems. Then, to find out whether it is
manifesting the neurobiological condition for consciousness, we would want to find out whether
projections are being sent from the workspace to all the specialized systems.

In a fully formed human brain, the workspace consists of long-range cortical neurons that comprise a
network capable of reciprocal projections, which can receive information from sensory cortices and send
projections to other cortical areas involved in working memory, language, and intentional action. The
GNW does not assume that all physical systems that are conscious will have the exact same physical
mechanisms that fulfill the roles involved in a global broadcast of information in the human brain.
Accordingly, it is possible for computers to be conscious, per the GNW.96,97 The difference maker for a
computer’s physical capacity to be conscious would be whether there are mechanisms in a computer
capable of a global broadcast. The same is true of HCOs.

If there were the exact same neuroanatomy and neurophysiology in an HCO that makes a global
broadcast possible in the fully formed human brain, then it would be capable of meeting the neurobi-
ological condition for consciousness. However, just as it is conceivable that another physical system like a
computer could have different mechanisms than human brains that fulfill the same functional roles, thus
satisfying the physical conditions for consciousness, it is conceivable that an HCO could have different
mechanisms that fulfill the same roles. Or, they might have the same mechanisms, but not as fully
developed. In other words, the neural mechanisms in HCOs capable of a global broadcast might be
different from those in the mature human brain. Nevertheless, there would need to be something that
fulfills the role of the workspace and something that fulfills the role of the specialized subsystems that
send information to and receive information from the workspace.

There is, however, an epistemic difference between the brain of a healthy adult and an HCO that
creates a hurdle. The former’s specialized systems are recognized by their association with certain
behaviors or functions of a human subject. For example, Broca’s area is known to be associated with
speech because we can associate activity in that area with a subject’s speech. Examples could easily be
multiplied where specialized brain areas are specialized precisely because they correspond to a specific
function of a subject. But in the case of HCOs, functions such as hearing, seeing, or speaking—which are
associated with specialized systems in the mature human brain—are absent. The only information we
have to make inferences from is the degree to which the HCO’s neuroanatomy and neurophysiology
reflect that of the specialized systems and the workspace in a mature brain. Yet, even if HCOs directly
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replicate a mature human brain, things are still complicated by the fact that specialized systems in the
human brain perform specific functions that are not necessarily isolated to the brain alone. Rather, they
can be the result of receiving input from other biological parts of the whole organism outside the brain,
such as sensory organs. They can also contribute to functions of other biological parts—just think again
of Broca’s area associated with speech involving the mouth. These issues raise difficult questions.

For one, it must be asked whether the isolated functions in an HCO are truly the same functions as
those in a normal brain, which are not isolated but rather part of a larger system with interacting parts.
This question about the nature of the neurophysiological processes in HCOs will require an answer in
order to discern whether HCOs meet the neurobiological conditions for consciousness from the
perspective of theGNW.Moreover, it must be asked what kind of information could enter the workspace
given that an HCO is an isolated cerebral entity devoid of sense organs and therefore receives no sensory
information about the external environment (see, however, the concluding section). Will the informa-
tion only be abstract information? If so, is it only the systems that correspond to abstract information
processing that count as specialized systems that send and receive information? There is also a related
question pertaining to the GNW generally that is more difficult to answer when applying the theory to
HCOs: that is, what makes some neural states and activity correspond to information of a specific kind
(e.g., sensory information)? These are the sort of questions that arise from the perspective of the GNW,
which emphasizes access consciousness. The third theory to be considered understands phenomenal
consciousness as fundamental to being conscious.

Integrated Information Theory

The Integrated Information Theory (IIT) was proposed by the neuroscientist and psychiatrist Giulio
Tononi, shortly after the turn of the century.98,99 The IIT is based on five axioms about the nature of
consciousness, which is understood as subjective experience that is phenomenal conscious-
ness.100,101,102,103 From the axioms about consciousness, five postulates are inferred about the nature
of the physical substrate of consciousness (PSC).

The first axiom, intrinsic existence, says consciousness exists and is intrinsic to the subject of the
conscious experience who has direct epistemic access to it. Based on this axiom, it is postulated that the
PSC must exist and produce intrinsic causal effects upon itself. The second axiom, composition, says
conscious experience is structured in that it has phenomenal distinctions. To grasp what a phenomenal
distinction is, one can imagine the conscious experience of observing a sunset, during which the sound of
a bird’s chirping is heard, the scent of freshly cut grass is smelt, andmultiple colors are visually perceived.
Given such phenomenal distinctions, the IIT postulates that there are distinct constituent elements of the
PSC that have causal power upon the system, either by themselves or together with other elements. The
third axiom, information, says that consciousness is specific, and it is the way it is; consequently, each
experience is distinguished from other conscious experiences due to its distinct phenomenological
features. It is postulated from this that the PSCmust have a cause–effect structure of a specific form that
makes it distinct from other possible structures. According to the fourth axiom, integration, a conscious
experience is a unified whole irreducible to the phenomenal distinctions within it. Thus, the IIT
postulates the cause–effect structure specified by the PSCmust be unitary—that is, it must be irreducible
to the one specified by non-interdependent causal subsystems. The final axiom, exclusion, claims a
conscious experience is definite in its content and spatiotemporal grain. Therefore, the IIT postulates the
cause–effect structure exemplified by the PSC must also be definite, being specified by a definite set of
elements exhibiting maximal cause–effect power—neither less nor more—at a definite spatial and
temporal grain.

According to the IIT, the PSC in the human central nervous system specifies a structure that exhibits
maximal intrinsic cause–effect power.104 This maximally irreducible cause–effect structure is the
integrated information associated with consciousness, and as a structure that is theoretically possible
tomeasure, it is thought to provide a basis formeasuring consciousness.105 The integrated information of
the IIT is referred to as Phi and is represented by Φ, with the vertical bar representing information and
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the circle representing integration.106 Since a single entity might have multiple manifestations of Φ, it is
important that it is the maximal Φ, which is the greatest manifestation of intrinsic causation among a
coalition of mechanisms in a system that is associated with consciousness. While the IIT’s axioms and
postulates concern human consciousness and the human nervous system, it has been argued that the
theory can be applied to other biological organisms and even more broadly to all conceivable manifes-
tations of consciousness.107

The primary prediction of the IIT is that maxima of Φ indicates consciousness, and therefore, the
ability tomeasureΦwouldmake it possible to detect consciousness andmeasure the degree to which it
is present. So, in a nervous system, the presence of consciousness will correspond with intrinsic
causation manifested by a coalition of neurons and by measuring the maximal manifestation of such
intrinsic causation you can measure the degree of consciousness. Furthermore, suppose there is no
spontaneous manifestation of Φ in the brain of a patient with a severe brain injury. A technique
inspired by the IIT can be used to measure the extent to which the brain maintains adequate
neurophysiology to manifest Φ. The Perturbational Complexity Index (PCI), a simplified, surrogate
measure of integrated information, reflects the response of the cortex, measured by electroencepha-
lography (EEG), when it is perturbed using transcranial magnetic stimulation (TMS). The PCI reveals
the extent to which the brain has the neurophysiology needed for manifesting integrated information
in the form of intrinsic causation.108

Proponents of the IIT hypothesize that the full NCC in a mature human brain will be the subsystem
with maximal Φ and will be localized in the posterior cerebral cortex in a temporal–parietal–occipital
“hot zone.”109 The rationale for thinking the full NCC is in this posterior region is that this area has
coalitions of neurons sufficiently structured for recurrent projections and, thus, for manifesting highΦ.
When it comes to applying the IIT to HCOs, what matters is the rationale for this hypothesis about the
full NCC, not necessarily whether such a hot zone has been formed within the organoid. If there are
neurons in an HCO sufficiently structured for reciprocal projections that would manifest a global
maximum of Φ, then the HCO is capable of meeting the IIT’s neurobiological condition for conscious-
ness. When such reciprocal projections take place among the coalition of neurons, the neurobiological
conditions for being conscious are met.

If the technology were available for securing a PCI for HCOs, which is theoretically plausible, then we
could find out whether they have the neuroanatomy and neurophysiology sufficient for manifesting Φ.
Moreover, if we had the ability to measure Φ in HCOs, then we could know whether and to what extent
the neurobiological conditions for consciousness are being met.

In the context of considerations about HCOs, what noticeably distinguishes the IIT is that it permits
the possibility of minimal consciousness in strikingly simple physical systems, even something as simple
as a single photodiode.110,111 Some might see the IIT’s relatively liberal ascription of consciousness as a
strength, while others might see it as a shortcoming.112,113,114 It is worth mentioning, however, that the
GNW might also allow for quite simple systems, composed of just several units, to implement a global
workspace and therefore be conscious.115,116,117 Nevertheless, does the IIT’s generous ascription of
consciousness mean that an HCO consisting of just several million neurons is capable of the same
conscious experiences as a person with a fully developed human brain consisting of eighty-six billion
neurons? Although the number of neurons matters, it is not the most important factor. The key
condition is whether the neurons comprising an HCO include a coalition of neurons sufficiently
structured for manifesting Φ. If there is such a coalition, the HCO is capable of meeting the IIT’s
neurobiological condition for consciousness, and when it manifests maximal Φ, then it meets the
condition.

However, suppose that an HCOmanifests a maximalΦ, and it is therefore inferred that the HCO is
conscious. Does this mean it is experiencing in the way that someone with a fully formed human brain
is? Per the IIT, the HCO is indeed conscious—but according to the IIT, consciousness is not all or
nothing. Rather, it comes in degrees. So, the HCO will be conscious to the same degree as a mature
human to the degree that the HCO is manifesting the same degree ofΦ. An implication is that the less
HCOs are like fully formed human brains in their capacity to manifest Φ, the less they are capable of
being conscious to the degree mature humans are, and of having similar experiences. Yet, themore like
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human brains HCOs are in their capacity to manifest Φ, the more they are capable of being conscious
to the degree that mature humans are. Granted, it is hard to imagine what an HCO’s conscious
experience might be like when there is no input from sense organs. Nevertheless, there would be a
conscious experience of what it’s like to be an HCO, according to the IIT, even if imagining what
exactly it’s like brings us to the edge of our own empathy. Here, the IIT’s aim to not only measure the
degree of consciousness but also infer its content would become relevant since it would be important to
know whether the content includes undesirable states such as pain.118,119,120

Overall, according to the IIT, human cerebral organoids (and systems in general) are conscious if and
only if they exemplify a global maxima of Φ, and they experience pain if and only if their irreducible
cause–effect structure is composed of distinctions and relations mimicking the ones that systematically
correspond to pain when specified by the PSC in the human brain. The benefits of this claim are its
precision and that it provides a theoretical basis for detecting consciousness in HCOs. At the same time,
some might critique this element of the IIT on the grounds that it entails that not only human cerebral
organoids but also any other type of organoid (such as kidney organoids) could be conscious if and only if
they exemplify a global maxima of Φ. This seems to go against the grain of a key presupposition in the
overall discussion. That is, there is something unique about human cerebral organoids that makes them
possible candidates for consciousness—namely, their neuronal constitution as it resembles the human
brain. At this point, IIT theorists may have to either bite the bullet that kidney organoids could be
conscious or hope that it can be conclusively demonstrated that cortical neurons are the only cells
capable of exemplifying a global maxima of Φ.

If it were shown that kidney organoids manifest a global maxima ofΦ and cerebral organoids do not,
that would be a counterintuitive result within a field that emphasizes the brain and its neuronal
constitution in relationship to consciousness. If, however, HCOs were shown to manifest a global
maxima of Φ and organoids devoid of neurons were shown to lack a global maxima of Φ, this might
suggest the IIT has identified a unique feature of neurons in the organ that corresponds to consciousness.
But it would also imply, from the standpoint of the IIT, that HCOs are conscious.

Discussion: Current Science and Future Progress

Having outlined three prominent neurobiological theories of consciousness and what they predict are
the neuronal conditions that enable consciousness, it is important to note that no one theory is widely
considered demonstrably true.121,122 The empirical research continues, and competitively so.123,124,125

There are also conceptual and empirical challenges that the theories must overcome. For example, Koch
critiques the GNW’s computational account of consciousness as he argues for the IIT, while Doerig et al.
use theorems from computational theory to argue that the IIT is either false or outside the domain of
science.126,127 Meanwhile, Sánchez-Cañizares calls for greater clarity regarding the IIT’s metaphysical
commitments as Bayne conceptually challenges its axiomatic foundation and Noel et al. raise an
empirical challenge.128,129,130 It is easy to find examples of objections to the prominent theories given
the amount of attention they receive. But each theory, notorious or not, has its own challenges to contend
with.

Additionally, the development of HCOs is well underway but far from the finish line. While the
ultimate objective might be a whole-brain organoid for comprehensive modeling of the brain’s
biological development and neurophysiology, there is a long way to go.131 Obstacles such as the
challenge of providing vascularization for organoids prohibit their development to more mature
stages.132,133,134 Despite current limitations, the theories outlined here can guide considerations and
prompt key questions concerning the neurobiological conditions for consciousness as organoid
development progresses and the underexplored physiology of neuronal circuits in HCOs is further
studied.135

While no theory of consciousness currently enjoys consensus confirmation, each theory can be used
to prompt important questions, some of which might be more germane to specific stages of organoid
development. Even in light of current neural tissue development, the IIT prompts the question of
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whether in vitro cortical neurons can manifest intrinsic causation via recurrent excitation and
feedback loops.136 The IIT also leads to an interesting question pertinent to a tactic for providing
HCOs with vascularization. One approach is to implant them into a host animal brain resulting in
what are called chimeras, as depicted in Figure 2 .137 From the vantage point of the IIT, this maneuver
invites the question of whether the implanted HCO benefitting from the vascular system of the host
animal might be incorporated into a maximally irreducible causal structure in the host brain. This
would make the hitchhiking HCO part of the physical substrate of the host animal’s consciousness
(assuming it is conscious). Even if this is no more ethically suspect than an organ transplant, by
seriously reflecting on such issues, the scientific community can demonstrate ethical responsibility in
research that safeguards public trust.138,139 And exploring the implications of the different theories in
such scenarios might lead to fruitful questions that hone our development and understanding of the
theories.

For example, suppose it is possible in the case of chimeras that the host animal is conscious and the
HCO could become conscious.We could reasonably ask whether the HCO could have its own conscious
experience distinct from the animal’s conscious experience. From the perspective of the IIT, it might
seem that there are two possibilities. On the one hand, if the implanted HCO is part of the host animal’s
body, and specifically its brain, it seems that it could become part of the animal’s physical substrate of
consciousness. Given this, it could be said that the animal’s conscious experience corresponds to the
neuronal activity in the HCO. However, this would require the neural activity in the HCO being part of
the maximally irreducible causal structure in the host animal’s brain. After all, if the HCO is part of the
animal’s body, and specifically its brain, it could hypothetically manifest intrinsic causation that does not
correspond to consciousness. Because according to the IIT, it is only the maximally irreducible causal
structure in the brain that corresponds to consciousness. But this raises the question of what wouldmake
the HCO part of the animal’s body rather than a stand-alone entity? Put differently, since a maximally
irreducible causal structure excludes all other causal structures specified by an overlapping subsystem, it
is vital to knowwhat does and does not count as a part of the system. Likewise, from the perspective of the
GNW, what counts as a global broadcast of information also depends on the boundaries of the system
within which a broadcast is or is not global. Suppose an animal were conscious because there was a global
broadcast to all the specialized areas in its brain. If it had an HCO implanted into its brain and the HCO
developed specialized areas, would it be necessary for a broadcast in the animal’s brain to reach these
specialized areas in the HCO before it is conscious? If so, that would seem to be because the implanted
HCO is part of the animal’s brain. If not, that would seem to be because the implantedHCO is not part of

Figure 2. Human cerebral organoid andmouse chimera. To overcome a lack of vascularization that limits a human cerebral organoid’s
growth in vitro, it can be implanted into a mouse brain, producing a chimera. The mouse brain then provides vascularization for the
implanted human cerebral organoid. This raises various questions. For example, could the organoid grow to the extent that it
becomes sufficiently developed to manifest the neurobiological conditions for consciousness? If the mouse is conscious, could the
organoid become part of the physical substrate of the mouse’s consciousness?
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the animal’s brain. Yet, what would make it part of (or not part of) the animal’s brain to which the
condition of a global broadcast applies?

Some might argue that such questions arising from such novel scenarios demonstrate how the
neurobiological theories are not sufficiently developed or specified to be applicable to possible conscious
systems beyond the human brain, such as HCOs.140,141 It would surely be unwise to simply assume the
theories apply as directly to anHCO as to a human brain. However, it does not follow that they cannot be
applicable to HCOs at all, and the only tools anyone can apply to any task are the tools they possess. If
there were a validated theory that was fully developed and specifically applied directly to all possible
instances of consciousness, we would be at the end goal of amajor scientific project. Yet, that is not where
the scientific study of consciousness currently is.What we have to work with are the best theories to date.
And progress in the development of chimeras is not likely to wait for neurobiological theories of
consciousness to be perfectly honed. A recent study reports that HCOs transplanted into the somato-
sensory cortex of newborn athymic rats “extend axons throughout the rat brain” and developed mature
cell types that “integrate into sensory and motivation-related circuits.”142 Applying neurobiological
theories of consciousness to such novel issues can lead to their development not only when the theories
are shown to be useful but also if they are shown to have limitations. Asking the difficult questions about
how they apply to themost complicated conundrums in consciousness research is one way to reveal their
explanatory utility, or lack thereof.

In addition to chimeras, what are called assembloids are another novel creation in HCO research
worthy of consideration. The development of an organoid can be guided using molecules and growth
factors to grow a specific type of cell tissue composing an organoid that resembles a specific brain
region.143 Multiple guided organoids resembling specific brain regions can also be assembled and
connected by interneurons.144 From the perspective of the GNW, the ability to manufacture assem-
bloids prompts the question of whether specific parts of the brain that might serve as the global
workspace and other parts that could serve as specific specialized systems might be grown, assembled,
and interconnected in a way that the neuronal structures the GNW posits are preconditions for
consciousness would be present. A thorough consideration of such possibilities invites proponents of
the GNW to specify a threshold number of specialized systems needed for a global broadcast, and
whether as few as one or two would be sufficient. A question with details pertinent to the TCH can also
be asked if cellular tissue involved in sensing external stimuli is grown and connected to a cerebral
organoid. The relevance of such a question is increasing. It has already been reported that cerebral
organoids can assemble primitive light-sensitive optic vesicles, permitting interorgan interaction
studies and potentially direct inputs from the environment.145

As we conclude, let us offer a brief catalog of further theoretical questions worthy of future
considerations and study. In addition to the degree of similarity between the structures of HCOs and
those that correspond to consciousness in the human brain, according to the theories mentioned earlier,
what extent of similarity is needed to make plausible inferences about the capacity for consciousness?
Related to this, is the size and number of neurons something important, or is an isomorphism and similar
functionality between developing human brains and HCOs sufficient? Likewise, it is worth asking
whether consciousness comes in degrees or if it is an all-or-nothing property that is either fully present or
not present at all. If fetuses have rudimentary forms of sentience that differ from those experienced by
adult humans, could the same be true of HCOs?

It would also be immensely helpful to know whether we can devise empirical studies based on the
theoretical claims discussed before. An example is measuring the Perturbational Complexity Index
(PCI) in HCOs, as proposed by Lavazza andMassimini, which might yield a proxy for the presence of
a capacity for consciousness.146 At the same time, we will need to continually wrestle with the
question of whether empirical indicators in the human brain indicate the same phenomenon in
HCOs. For example, according to the GNW, long-range cortico-cortical functional connectivity
seems to be a key neurobiological condition for consciousness in the human brain. However, in HCOs
with a size of a few millimeters, these (centimeter) long connections are absent. Yet, the event-related
potential P300 has been deemed one of the neuronal markers when it comes to the detection of a
particular level of information available in the global workspace, and in particular the P3b, whereas
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the P3a component might be linked to automatic and nonconscious processes.147 Could the P300
wave indicate the same in cerebral organoids? Could specific neural activity that indicates a global
broadcast in the human brain be indicative of the same in an HCO? Or, should we expect a modified
indicator corresponding to the differences between the brain and a cerebral organoid? We cannot
assume a neuronal indicator in a healthy human subject indicates the same phenomenon in an
unresponsive brain-injured human patient without sufficient justification for thinking so.148,149 This
is even truer with respect to HCOs.

There is no reason to think the questions raised here will yield perspicuous answers. And the theories
discussed earlier may provide divergent answers that must be continually critically evaluated. However,
what is clear in light of the rapid development of HCOs is that now is the time to carefully consider the
difficult questions. To foster and aid considerations about the neurobiological capacity HCOs might
develop for consciousness, we have attempted to apply three theoretical predictions about the neuro-
biological conditions for consciousness to HCOs. Establishing which prediction is most viable could be
an important step toward eventually deciphering whether the neurobiological conditions for conscious-
ness are present in HCOs.
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