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Abstract
This article argues that legal proof should be tantamount to justified belief of guilt. A
defendant should be found guilty just in case it is justified to believe that the defendant is
guilty. My notion of justified belief implies a threshold view onwhich justified belief requires
high credence, but mere statistical evidence does not give rise to justified belief.

I. Introduction
Imagine you are a fact-finder in a court of law. A prisoner is accused of having
murdered a prison guard. You have to find the accused guilty or innocent. Your
decision is governed by a standard of proof and the available and admissible evidence.
Out of fairness, you seek truth: you aim to establish the facts as you believe they are. So
you find the prisoner guilty just in case you believe he is guilty based on the available
and admissible evidence.

Your beliefs follow certain norms. Primarily, your beliefs aim at truth. You believe a
proposition only if you believe it to be true. Inconsistent propositions cannot be true.
Hence, you do not believe any inconsistencies. If you believe that a proposition is true,
you do not believe that its negation is true as well. As you strive for true beliefs and
truth is closed under logical consequence, you believe what logically follows from your
beliefs. In sum, your beliefs are rational: consistent and deductively closed. Indeed,
your beliefs are even justified—they are rational and sufficiently supported by the
admissible evidence available to you. Or so we assume.

In this article, I argue for the thesis that legal proof should be tantamount to justified
belief of guilt. A defendant should be found guilty just in case a fact-finder is justified in
believing that the defendant is guilty.1 This thesis has the ring of truth, whereas its
negations do not. “The defendant should be found guilty, but the fact-finder is not
justified in believing that he is” sounds just as odd as “The defendant should not be
found guilty even though the fact-finder is justified in believing that he is.”

©TheAuthor(s), 2025. Published by Cambridge University Press. This is anOpenAccess article, distributed under the terms
of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/4.0), which permits unrestricted
re-use, distribution and reproduction, provided the original article is properly cited.

1In the law, guilt is usually understood to imply an actus reus—or objective element of a crime—and a
mens rea—or criminal intent of a crime. For this article, I put the intricate issue of what constitutes amens rea
aside and focus on beliefs about actus reus.
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I have put forth the thesis and made clear that I assume the perspective of an ideal
truth-seeker. It remains to explain how the beliefs of a fact-finder can be justified by
the available and admissible evidence. I do so by improving upon the idea of justified
belief as high enough credence in light of the evidence. I show that the notion of
justified belief solves the problem posed by statistical evidence—evidence that
supports a high credence but no justified belief. The upshot is a rather unifying view
of legal proof in terms of evidence-based credence.2

II. The Simple Threshold View
When is it justified to have a belief? On one view, you are justified in believing a
proposition if and only if (iff) you have a high enough credence in that proposition
given your total evidence. And your credence is high enough iff it exceeds a certain
threshold.3 On this simple threshold view, your credences or “degrees of belief” are
rational: they satisfy the Kolmogorov axioms of probability and the ratio definition of
conditional probability.

The simple threshold view translates your evidence-based credences into what it
deems justified beliefs.When your credence in a propositionA, given yourwhole body
of evidence, surpasses the threshold, your belief in A is justified. Your credences, in
turn, are justified by the total evidence you received, which is summarized by the
strongest proposition ofwhich you are now certain. To be clear, your credences at time
t are represented by a probability function conditionalized on the total evidence you
received up to time t. Typically, your total evidence leads to non-extreme credences:
subjective probabilities strictly in-between 0 and 1. You would have only few justified
beliefs if you were to set the threshold for them to 1—too few.

The exact threshold for justified belief, if there is any, is of course subject to debate.
But there is a natural lower bound: justified belief in a proposition requires a credence
in that proposition strictly above 1=2. Suppose for reductio that the threshold were
equal to 1=2 or less. Then you could be justified in believing a proposition A and its
negation ¬A to be true at the same time. But you are never justified in believing such a
contradiction to be true. The resulting inconsistent belief state is irrational and so
unjustified.

The simple threshold view can explain how your beliefs are supported by your
evidence. Imagine you look out of the window and you see it raining. Based on this
evidence, your credence in rain goes up so that it seems to be high enough for a
justified belief in rain. Conversely, if you are justified in believing that it rains, your
credence in rain must be high enough in some sense. The view is not too implausible.
But there are issues.

A—if not “the”—problem for the simple threshold view is posed by statistical
evidence, which supports a high credence but no justified belief. For example, suppose
there are 100 prisoners in a yard under the supervision of a guard.Ninety-nine of them
join a pre-planned attack to kill the guard. One prisoner clearly refrains, standing
alone in a corner. We know this from a reliable video recording. However, the video
footage does not allow us to discern the individual prisoners—they all wear the same

2This article builds on Mario Günther, Probability of Guilt (unpublished manuscript on file with author),
where legal proof is analyzed in terms of rational belief.

3See R F, W W  N: A S  E E (1993).

2 Mario Günther

https://doi.org/10.1017/S1352325224000089 Published online by Cambridge University Press

https://doi.org/10.1017/S1352325224000089


uniforms and the quality is not good enough to identify faces or other characteristics.
There is no other evidence. Each prisoner is tried in a court of law.4

Are you justified in believing that the prisoner standing trial is guilty? On the
simple threshold view, you are because your credence in his guilt is high enough. If
legal proof should be tantamount to high enough credence of guilt, this would also
mean that we should find the prisoner guilty. Butmany are not willing to endorse this
consequence.5 Lara Buchak, for example, says:

We never think it justified to blame an individual on the basis of merely
statistical evidence … And this is best explained by the fact that we need a
belief in someone’s guilt to blame her, and that merely statistical evidence
cannot give rise to a belief in these cases.6

On this, I agree with Buchak. However, Buchak also argues that justified belief cannot
be reduced to credence. And so “threshold views of the relationship between licensed
court verdicts and rational credence are false.” I disagree. In what follows, I offer a
threshold view on which justified belief requires high credence, but purely statistical
evidence does not give rise to justified belief.

III. A Threshold View of Justified Belief
I develop now the notion of justified belief in terms of credence. As on the simple
threshold view, your credences are determined by your total evidence. Thismeans you
consider all the pieces of evidence you received. If you are a fact-finder, you exclude the
inadmissible pieces of evidence. But there ismore. Your total evidence also determines
the possibilities you consider overall. You consider all and only those possibilities your
credences assign a definite positive probability value. The total evidence you received
partitions the underlying setW of all logical possibilities into possibilities πi that are
assigned a positive credence PΠ πif gð Þ > 0. Such a possibility is a maximally specific
way things might be with respect to the partitionΠ induced by your total evidence. A
partition Π onW is a set of pairwise disjoint and non-empty subsets πi ofW so that
∪πi ¼W. If you are a fact-finder, your initial partition includes the possibilities that
the defendant is guilty and innocent.

Propositions are understood relative to a partition. Any subset of a partitionΠ is a
proposition. A propositionA⊆Π is consistent iffA≠∅. A propositionA is consistent
with a proposition B iff A∩ B≠∅. A entails B iff A⊆ B. The negation ¬A of a
proposition is given by its complement Π ∖A, the conjunction A∧ B of two

4The prisoner example originates in Charles R. Nesson, Reasonable Doubt and Permissive Inferences: The
Value of Complexity, 92 H. L. R. 1187 (1979).

5See, among others, Gary L. Wells, Naked Statistical Evidence of Liability: Is Subjective Probability
Enough?, 62 J  P  S P 739 (1992), Keith E. Niedermeier, Norbert
L. Kerr, and Lawrence A.Messé, Jurors’Use of Naked Statistical Evidence: Exploring Bases and Implications of
the Wells Effect, 76 J  P  S P 533 (1999), Mike Redmayne,
Exploring the Proof Paradoxes, 14 L T 281 (2008), Hal R. Arkes, Brittany Shoots-Reinhard, and
Ryan S. Mayes, Disjunction Between Probability and Verdict in Juror Decision Making, 25 J 

B D M 276 (2012), and Michael Blome-Tillmann, Sensitivity, Causality, and
Statistical Evidence in Courts of Law, 4 T: A J  P 102 (2015).

6Lara Buchak, Belief, Credence, and Norms, 169 P S 303, 291 (2014).
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propositions by their intersection A∩ B, and the disjunction A∨ B by their union
A∪ B. The probability distribution PΠ is defined for all and only subsets of Π.

We are now in a position to define justified belief in terms of credence:

You are justified to believe a proposition A⊆Π iff Bθ ⊆A, where Bθ is chosen
among the propositions you assign a high credence PΠ Bθð Þ and you expect Bθ
to remain more likely than not.

The conjunct “you expect Bθ to remain more likely than not”means you consider no
relevant proposition that would lower your credence PΠ Bθð Þ to 1=2 or below. You
consider a proposition B to be relevant to Bθ iff your credence in it is non-zero and it is
consistent with Bθ. In symbols, you consider a proposition B⊆Π to be relevant to
Bθ ⊆Π iff PΠ Bð Þ > 0 and Bθ ∩ B≠∅. In sum, you expect Bθ to remainmore likely than
not iff your conditional credence PΠ BθjBð Þ > 1=2 for any proposition B⊆Π you
consider relevant. Equivalently, you expect Bθ to remain more likely than not iff
you consider no relevant proposition B⊆Π which would lower your credence
PΠðBθjBÞ to 1=2 or below.7

My notion of justified belief is synchronic: you are justified in believing a
proposition at time t iff you have a high credence in it at t and you expect it to
remainmore likely than not at t. In what follows, the reference to a point in time is left
implicit.

Let us revisit the prisoners example. Your total evidence is that 99 out of 100 pris-
oners killed a prison guard. Each of the 100 prisoners may be innocent and you have
no reason to believe that any one is more or less likely to be guilty than any of the
others. All the 99:1 statistic says is that there are 100 equiprobable possibilities that
each prisoner is innocent and all the others are guilty. So your total evidence assigns to
only 100 possibilities a definite positive probability value, and so partitions the
underlying set of possibilities into exactly 100. Let πi be the possibility where prisoner
i (1≤ i≤ 100) is innocent and all the other prisoners are guilty. Your total evidence
makes you consider the partition Π¼ π1,…,π100f g of mutually exclusive and jointly
exhaustive possibilities. Moreover, you assign to each possibility the same definite
credence: PΠ π1f gð Þ¼…¼ PΠ π100f gð Þ¼ 1=100.

Let us name the prisoner standing trial “prisoner 1.” Are you justified to believe
that prisoner 1 is guilty? Well, your credence in the guilt of prisoner 1 is high:
PΠ Π∖ π1f gð Þ¼ 99=100. However, you do not expect any non-empty Bθ⊆Π∖ π1f g to
remain more likely than not:

PΠ Bθj π1,bf gð Þ¼ P bf gð Þ
P π1,bf gð Þ¼ 1=2 for any b∈Bθ:

For illustration, let Bθ ¼Π∖ π1f g. You assign the proposition that prisoner 1 or
prisoner 2 is innocent a positive credence and the proposition is consistent with
the proposition that prisoner 1 is guilty. Hence, you consider the proposition
relevant. And your credence that prisoner 1 is guilty given that prisoner 1 or prisoner
2 is innocent does not strictly exceed 1=2:

7The expectation that a proposition remains more likely than not is inspired by the notion of P-stability
put forth by Hannes Leitgeb, The Stability Theory of Belief, 123 P. R. 131 (2014).
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PΠ Π∖ π1f gj π1,π2f gð Þ¼ P π2f gð Þ
P π1,π2f gð Þ¼ 1=2:

This means you do not expect Π∖ π1f g to remain more likely than not. A similar
argument applies to each prisoner. Hence, you are not justified in believing of any
prisoner that he is guilty—even though your respective credence is very high. My
notion of justified belief solves this paradigmatic example of statistical evidence.

My notion can also deliver justified belief where appropriate. To see this, consider
a modification of the prisoners example. There is no video recording, but the prison
director walks by. She then testifies about prisoner 1: “I saw him killing the guard!”
Let’s suppose you think that the director is very reliable but not perfectly so: she raises
your credence that prisoner 1 is guilty to 99=100.

Your total evidence is the prison director’s eyewitness testimony “I saw prisoner 1
killing the guard.” This testimony is only about prisoner 1; it does not say anything
about another prisoner. It does not answer at all the question of how likely it is that
prisoner 2 is guilty. As you deem the prison director not perfectly reliable, her
testimony makes you assign a definite positive credence to exactly two possibilities:
the testimony is true and so prisoner 1 killed the guard, or else the testimony is false
and the prisoner is innocent. Indeed, all the testimony bears on is the question
whether or not prisoner 1 is guilty of having killed the guard. So your total evidence
makes you consider the partition Π’¼ π’1,π’2f g, where π’1 is the possibility that
prisoner 1 is innocent and π’2 the possibility that prisoner 1 is guilty.

Are you justified in believing that prisoner 1 is guilty based on the eyewitness
evidence? Well, your credence in the guilt of prisoner 1 is high:
PΠ’ Π’∖ π’1f gð Þ¼ 99=100. And you expect it to remain high. There are only three
possibilities. π’1f g is inconsistent with Π’∖ π’1f g and so irrelevant;
PΠ’ π’2f gj π’2f gÞ¼ 1ð ; and PΠ’ π’2f gjΠ’ð Þ¼ 99=100. By choosing Bθ ¼Π’∖ π’1f g, you
are justified to believe that prisoner 1 is guilty.

We have seen that the different pieces of evidence in the prisoners example and
the director example, respectively, determine the same credence in the guilt of
prisoner 1. And yet my threshold view says that there is justified belief in his guilt in
the former but not in the latter example. The reason is that the different pieces of
evidence give rise to different partitions of the underlying possibilities. The 99:1 statistic
induces a uniform credence function expressing a symmetry between the prisoners:
each prisoner is just as likely as any other to be innocent. I suggest this symmetry is why
it feels so random to convict one of the prisoners based on statistical evidence alone:
looking at the probability values, it could likewise have been any other prisoner.8

The director’s eyewitness testimony, by contrast, biases the fact-finder’s credences
towards prisoner 1 being guilty. It induces an uneven credence function expressing
that the eyewitness evidence supports the guilt possibility much more than the
innocence possibility. The uneven credence over the two-cell partition—prisoner
1 killed the guard, or else he did not—gives a rather strong indication of what to

8Duncan Pritchard explains in Legal Risk, Legal Evidence and the Arithmetic of Criminal Justice,
9 J 108 (2018) the feeling of randomness thus: it is an easy possibility that the prisoner
standing trial is innocent. He does not define what possibilities are easy in terms of probabilities. By contrast,
wemay stipulate that a possibility is easy if it is at least as likely as any other possibility. On this stipulation, it is
an easy possibility that the prisoner standing trial is innocent given only the 99:1 statistic. Given only the
director’s eyewitness testimony, however, the prisoner being innocent is not an easy possibility.
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believe about prisoner 1. The eyewitness evidence induces no air of randomness: the
two possibilities are far from being equally likely. From the vantage point of my
notion of justified belief, the distinction between the 99:1 statistic and the eyewitness
testimony hints at a general notion of statistical evidence.

IV. Statistical Evidence
I have said that statistical evidence supports a high credence but no justified belief.9

This common characterization is directly derived from the prisoners example, where
the 99:1 statistic supports a high credence but no justified belief. Indeed, the term
“statistical evidence” is usually characterized only by pointing to examples.10 Enoch
and Spectre make this explicit:

When we—following the literature—speak of statistical evidence, we think of
examples such as Blue Bus [or the prisoners example], and the phenomenon it
is an example of. This is the phenomenon sometimes called base-rate evidence,
sometimes market-share evidence, or sometimes naked statistical evidence …
How do we, then, define statistical evidence? We don’t.11

I believe lacking a definition of statistical evidence is a problem. As long as we don’t
know what pieces of evidence are statistical, we simply cannot answer the question of
whether or not statistical evidence may give rise to justified belief—on my notion or
another. We need a general definition of “statistical evidence” in order to know
whether my notion of justified belief solved the problem posed by it.

My notion of justified belief suggests the following definition of statistical evi-
dence. A piece of evidence is purely statistical iff it would assign a uniform probability
distribution over the partition it induces if it were the only piece of evidence received.
So defined, a piece of purely statistical evidence alone may support a high credence
but never gives rise to justified belief. The problem posed by statistical evidence for
the simple threshold view is solved by my notion of justified belief on the suggested
definition. Furthermore, we may say that your total evidence is purely statistical iff it
assigns uniform credences over the partition it induces. Non-statistical total evidence
assigns non-uniform credences over the induced partition, and so may give rise to
justified belief. The degree to which a piece of evidence (or the total evidence) is
statistical may be measured by how much it deviates from the uniform distribution.
The exact measure is left for future work.

In the literature, statistical evidence is usually contrasted with “individual
evidence.”12 A paradigm example of individual evidence is eyewitness testimony.
Indeed, the prison director’s testimony is non-statistical (to a high degree) and induces
justified belief. Based on the testimony alone, you expect the prisoner’s guilt to remain
more likely than not.My statistical/non-statistical distinction (or continuum) accounts

9This is a characterization of statistical evidence also given by Dana K. Nelkin, The Lottery Paradox,
Knowledge, and Rationality, 109 P. R. 373 (2000) and Buchak, supra note 6, among others.

10See Georgi Gardiner, Legal Burdens of Proof and Statistical Evidence, in TRH 

A E (J. Chase and D. Coady eds, 2018).
11David Enoch and Levi Spectre, Sensitivity, Safety, and the Law: A Reply to Pardo, 25 L T

183–184 (2019).
12See, for example, Judith J. Thomson, Liability and Individualized Evidence, 49 L  C

P 199 (1986) and Blome-Tillmann, supra note 5.
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for the intuitive dichotomy between “statistical” and “individual” evidence in our two
examples.

Many statistics are not statistical evidence on my definition. This sounds para-
doxical but it is not. All statistics which, if they were the sole piece of evidence, would
assign a non-uniform probability distribution over the induced partition are non-
statistical (to some degree). And any sufficiently uneven distribution can give rise to
justified belief depending on the induced partition and the specific probability values.
An uneven distribution based on a statistic may well give rise to justified belief.

Base rates, by contrast, are statistical evidence. A base rate is a relative frequency
—a proportion of individuals in a population who have a certain feature. A base
rate without any further evidence induces a uniform distribution over a fixed
number of possibilities. My definition, therefore, can explain why “a base rate
unaccompanied by other evidence” is purely statistical evidence.13 But note that
my definition counts any piece of evidence inducing a uniform distribution
“purely statistical”—not only base rates.

In my framework, all evidence is probabilistic. Each piece of evidence—be it
statistical or not—leads to some credence distribution. Pieces of statistical evidence
may still help give rise to justified belief when combinedwith other pieces of evidence.
So “the” law should have no aversion to statistics in general, let alone probabilistic
evidence.14 The point is merely that a piece of purely statistical evidence alone cannot
give rise to justified belief. And neither does purely statistical total evidence.

V. Rational Belief States
Onemight wonder, “why am I not justified in believing that prisoner 1 is guilty in the
prisoners example? After all, my credence in his guilt is very high. Why is this not
sufficient for justified belief of guilt?”This objection sides with the intuition expressed
in the simple threshold view.My answer is that you have no justified belief in his guilt
because your belief state would be irrational. Let me explain.

We have assumed that your beliefs are rational: consistent and deductively closed.
To be more precise, we say your state of belief is consistent iff the strongest
proposition Bθ you believe—the conjunction of all the propositions you believe—
is non-empty. We say your state of full belief is deductively closed iff (1) you believe
the proposition B if you believe A and A entails B, and (2) you believe A∧ B if you
believe A and you believe B. Hence, you believe a proposition A iff your strongest
belief Bθ is consistent and entails A.

We show now that your beliefs in the prisoners example cannot be rational if you
adhere to the simple threshold view. If so, you are justified in believing that one
prisoner is innocent because your credence PΠ Πð Þ¼ 1 is maximal. At the same time,
you are justified in believing of each prisoner that he is guilty because your credence
PΠ Π∖ πif gð Þ¼ 99=100 is high enough (1≤ i≤ 100). If your justified beliefs were

13Jonathan J. Koehler and Daniel N. Shaviro, Veridical Verdicts: Increasing Verdict Accuracy Through the
Use of Overtly Probabilistic Evidence and Methods, 75 C L R 264 (1990).

14Ronald J. Allen and Christopher K. Smiciklas observe in The Law’s Aversion to Naked Statistics and
Other Mistakes, 28 L T 179 (2022) that there is no general aversion to probabilities in common
law decision-making. Our account of legal proof provides a normative foundation for this legal practice.
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closed under conjunction, you would also be justified in believing that all prisoners
are guilty:

Π∖π1ð Þ∩ Π∖π2ð Þ∩…∩ Π∖π100ð Þ¼∅:

But you should never be justified in believing the contradiction that all prisoners are
guilty and one is innocent. Indeed, the “simple threshold you” is not justified in
believing that all prisoners are guilty because your credence P ∅ð Þ in that proposition
is minimal. Your “justified” beliefs are rather not closed under conjunction and so
they are not deductively closed. The simple threshold view cannot satisfy the two
standard rationality norms on justified belief.

Consequently, a simple threshold believer with non-maximal threshold is not
guaranteed to have a rational state of belief: there is no strongest but consistent belief
that entails all her other beliefs. This is a cost. To see that, imagine you are found
guilty but the fact-finder’s “justified” beliefs are inconsistent. Surely you have a reason
to contest the verdict. For one, the fact-finder believes everything, in particular that
you are innocent. Moreover, imagine there are only three elements to be proven in
court for a finding of guilt. The fact-finder is well justified in believing each elementA,
B, and C in isolation. However, the fact-finder’s beliefs are not closed under
conjunction. So it could be that they are not justified in believing all elements
A∧B∧C. This is indeed a possibility on the simple threshold view. Should the
defendant then be found guilty? If so, the simple threshold view of legal proof is
false. If not, what else is required for a justified finding of guilt besides the justified
beliefs in each element? And how should the verdict of not guilty be explained
considering the justified beliefs in A, B, and C? To give up deductive closure seems to
lead to more questions than answers.

Unlike the simple threshold view, my threshold view guarantees that you have a
rational belief state. There is always a consistent and deductively closed belief state
represented by the strongest non-empty proposition Bθ you are justified in believing.
Your credence PΠ Bθð Þ is typically non-maximal. In the prisoners example, however,
you are not justified in believing of a particular prisoner that he is guilty even though
your credence in his guilt is very high. For then you would be justified in believing of
each prisoner that he is guilty due to the symmetry of the example. But then, as your
justified beliefs are deductively closed, you would believe that all prisoners are guilty
and that one is innocent. Fortunately, you are rational enough not to believe such a
contradiction. All you are justified in believing is that one prisoner is innocent and the
other 99 are guilty—you just don’t know which one. Your rational belief state is
Bθ ¼Π, where Π is both the partition induced by your total evidence and the
strongest proposition of which you are certain. Assuming your total evidence is
non-empty, you are at the very least justified in believing your total evidence—and
more generally any proposition to which you assign maximal credence.

We can assume that a notion of justified belief that guarantees rationality is better
than one that doesn’t. This suggests that the rationality of our belief states explains the
intuition that belief is not justified in the prisoners example—the unease to say yes that
is felt bymany when asked whether they believe the prisoner is guilty. There is no such
unease in the director’s example. And no wonder. In this example, the consistency,
deductive closure, and evidential support of your beliefs are not in any tension: you
have a high enough credence in his guilt and expect it to remain more likely than not.
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VI. Thresholds and Legal Proof
My notion of justified belief entails a threshold view. Your state of justified belief is
represented by the “strongest” non-empty proposition Bθ you are justified in believ-
ing. Hence, you are justified in believing a proposition A⊆Π iff Bθ⊆A. Bθ⊆Π is then
the smallest set of possibilities of which you have a high enough credence and you
expect it to remain more likely than not. As Bθ is non-empty, it is consistent with the
partition Π induced by your total evidence such that PΠ Πð Þ¼ 1. As your PΠðBθjΠÞ
must exceed 1=2, so does PΠ Bθð Þ. And any superset ofBθ has a credence that is at least
as high. This means you are justified in believing a proposition A⊆Π iff
PΠ Að Þ≥ PΠ Bθð Þ.15 Your (variable) threshold for justified belief is your (current)
credence in the strongest proposition you are justified in believing.

I propose that a legal standard of proof should be tantamount to justified belief of
guilt relative to a certain credence threshold. Murder is a matter of criminal law.
A criminal conviction requires the prosecution to prove the defendant’s guilt “beyond a
reasonable doubt.” This means the admissible evidence presented in court must be
enough to “remove any reasonable doubt in themindof the fact-finder that the accused
is guilty of the crime with which they are charged.” What the phrase is supposed to
mean, however, is less clear. It can be explained as follows: proof beyond a reasonable
doubt should be tantamount to justified belief in a criminal trial. A defendant’s guilt
should be proven beyond a reasonable doubt iff your justified beliefs Bθ entail his guilt.
You have a reasonable doubt if you consider a proposition to be relevant which would
lower your credence inBθ to 1=2 orbelow. If you consider a set of possibilities consistent
with your beliefs that would make the defendant’s innocencemore likely than not, you
have a reasonable doubt. If so, your belief in guilt is not justified.16

Let us turn to the long-anticipated question: what credence is high enough for
justified belief? The answer is that your credence should exceed a threshold that
depends on your value assessments or “stakes.” You are fair in that you consider how
valuable the possible outcomes of your verdict are. The argument rests on orthodox
decision theory, where utility is a proxy for value. The theory says we should
maximize expected utility. In this paradigm, a defendant should be found guilty iff
finding him guilty has greater expected utility than finding him innocent.17 The legal
decision problem can be summed up as follows:

15This consequence has been proven in detail by Hannes Leitgeb, Reducing Belief Simpliciter to Degrees of
Belief, 164 A  P  A L 1338 (2013), and Leitgeb, supra note 7.

16Our account of legal proof can be understood as a probabilification of Lackey’s in Norms of Criminal
Conviction, 31 P I 188 (2021). She proposes: “Convict a defendant if and only if you
(i) justifiably judge that the defendant is guilty on the basis of the admissible evidence and (ii) justifiably judge
that there is no plausible account of innocence consistent with the admissible evidence” (p. 198). We may
interpret condition (i) as requiring that you have a high enough credence in the defendant’s guilt based on the
available and admissible evidence and condition (ii) as requiring that you consider no “plausible account” B
such that your credence P(I | B) in his innocence is more likely than not. Let us stipulate: an account is
plausible iff you assign it non-zero credence and it is consistent with your strongest justified belief induced by
your available and admissible evidence. A plausible account of the defendant’s innocence is then a reasonable
doubt of his guilt. (i) and (ii) taken together simply mean: you should convict a defendant iff you are justified
in believing that the defendant is guilty.

17John Kaplan, Decision Theory and the Factfinding Process, 20 S. L. R. 1065 (1968).
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Your available options are finding him guilty or innocent. Let’s denote your
credence that the prisoner is guilty by P(G), and so your credence that he is innocent
by 1 � P(G). Each option—together with the prisoner’s actual guilt or innocence—
determines an outcome: a true finding of guilt (TG), a false finding of guilt (FG), a
false finding of innocence (FI), and a true finding of innocence (TI). Your utility
function U assigns each outcome a value. According to the principle of maximizing
expected utility, you should find the prisoner guilty iff

U TGð Þ �P Gð ÞþU FGð Þ � 1�P Gð Þð Þ≥U FIð Þ �P Gð ÞþU TIð Þ � 1�P Gð Þð Þ:

The inequality is equivalent to

P Gð Þ≥ U TIð Þ�U FGð Þ
U TGð Þ�U FGð ÞþU TIð Þ�U FIð Þ¼ θ:

Standard decision theory recommends finding guilty just in case your credence of
guilt meets the threshold obtained from the utility values you assign to the outcomes.
We borrow the threshold θ to choose among the sets Bθ you expect to remain more
likely than not: pick the least probable Bθ such that PΠ Bθð Þ≥ θ:

Plausibly, you neither disvalue a true finding of guilt nor a true finding of innocence.
Let’s say the cost of true findings is zero:U TGð Þ¼U TIð Þ¼ 0.Under this assumption, we
obtain

P Gð Þ≥ �U FGð Þ
�U FGð Þ�U FIð Þ :

Furthermore, let’s say you disvalue falsely finding the prisoner guilty much more than
falsely finding him innocent. Blackstone thought “the law holds that it is better that ten
guilty persons escape than that one innocent suffer.”18 Assuming you deem a decision-
theoretic version of the Blackstone ratio to be true of the prisoners example, you think a
false finding of guilt is ten times worse than a false finding of innocence:

UðFGÞ¼�10 andUðFIÞ¼�1:

Your credence threshold for justified belief is then 10=11, or approximately 0.91. You
deem a credence above this threshold to be high enough for justified belief in the

Guilty Innocent

Finding guilty TG FG

Finding innocent FI TI

18W B, C   L  E: I F B, (J. B. Lippincott
ed.) 358 (1753).
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prisoner’s example. This is howwe use orthodox decision theory to obtain a threshold
for your “high enough” credence.

To be clear, we propose a justified belief account of legal proof, not one that
maximizes expected utility. And we do not aim to reconcile the two approaches.
Indeed, you think finding prisoner 1 guilty has greater expected utility than finding
him innocent in the prisoners example. Yet you are not justified in believing that
prisoner 1 is guilty—at least on my notion of justified belief. Rational truth-seekers
and expected utility maximizers may come apart.19 The maximizers achieve a much
higher accuracy than our truth-seeker in the prisoners example: 99 correct verdicts
and only one incorrect one. But they cannot justify their verdicts in terms of full belief
without further ado. Perhaps they could do so by adopting the simple threshold view.
But there is some tension. Their value assessments in certain cases may be as follows:
finding guilty has greatest expected utility but the credence threshold for finding
guilty, and so for justified belief in guilt, is below 1=2. As I explained above, such a
simple credence threshold leads to “justified” beliefs in contradictions. Our rational
truth-seeker does not maximize expected utility and is not prepared to sacrifice the
rationality of belief for a gain in accuracy.

I leave a thorough comparison ofmy justified belief account of legal proof to one of
maximizing expected utility for future work. There, I will discuss an avenue for
reconciling the two approaches to a large extent, namely by investigating what value
assessments are appropriate in what legal cases. For now, Imerely use decision theory
to borrow a credence threshold for justified belief. And I can do this without further
problem: if the threshold imported from decision theory happens to be exactly 1=2 or
below, your threshold is just above 1=2—youmust still expect your justified beliefsBθ
to remain more likely than not.

My account of legal proof is unifying. Evidential standards other than beyond a
reasonable doubt just require a less-high credence of guilt. The reason seems to be this:
the difference between disvaluing a false finding of guilt and a false finding of innocence
diminishes in these cases, compared with the “high stakes” cases like murder.

The evidential standard of civil law is known as “preponderance of the evidence”
and is typically interpreted thus: a plaintiff’s claim counts as proven in court just in case
the claim is established to be more likely than not. In a civil trial, you should have no
preference for either a finding for the plaintiff or a finding for the defendant. This
means in our framework that a false finding of liability and a false finding of innocence
should be equally costly. Together with the above assumption that the cost of true
findings is zero, the borrowed threshold for finding liable should then be exactly 1=2. A
defendant’s liability should be established by preponderance of the evidence iff the fact-
finder is justified in believing that the defendant is liable. And this is the case whenever
Bθ entails the defendant’s liability and they expect Bθ to remain more likely than not.
This solves the “blue bus” case—a case of civil law that is structurally similar to the
prisoners example20—and other structurally similar cases such as the “paradox of the
gatecrasher.”21 In sum, my account of legal proof solves the “proof paradoxes.”22

19I would like to thank an anonymous reviewer for this point.
20The blue bus case originates in LaurenceH. Tribe,Trial byMathematics: Precision and Ritual in the Legal

Process, 84 H. L. R. 1340–1350 (1971).
21The gatecrasher case originates in L. J C, T P   P (1977).
22See Redmayne, supra note 5.
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VII. Conclusion
I have argued that legal proof should be tantamount to justified belief of guilt. A fact-
finder should find a defendant guilty just in case they are justified in believing that the
defendant is guilty. Pace Buchak, my notion of justified belief implies a probabilistic
threshold view that solves the problem posed by statistical evidence. And unlike other
accounts, mine need not impose any further condition on legal proof but justified
belief.23 On my view, proof beyond a reasonable doubt should be justified belief in a
criminal trial. And proof by preponderance of the evidence should be justified belief
in a civil trial.

My threshold view improves upon the simple threshold view. The latter says you
are justified in believing that a defendant is guilty just in case your credence in his
guilt is high enough based on the available and admissible evidence. My threshold
view adds that your strongest justified belief should entail guilt and you should expect
your strongest justified belief to remain more likely than not. Both views admit the
fact that you—our truth-seeking fact-finder—find yourself in a position where both
your beliefs and credences should be rational. You must make a binary decision—to
find guilty or not—based on your available and admissible evidence, which induces
almost always non-extreme credences of guilt. You should therefore have a rational
procedure to translate your evidence-based credences into a final verdict. The two
threshold views can both serve as such a procedure: find guilty just in case you are
justified in believing that the defendant is guilty. But only ours guarantees that your
justified beliefs are rational. And only ours discerns statistical from non-statistical
evidence.
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