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Abstract. The weighted energy theory for Navier-Stokes equations in 2D strips is
developed. Based on this theory, the existence of a solution in the uniformly local phase
space (without any spatial decaying assumptions), its uniqueness and the existence of
a global attractor are verified. In particular, this phase space contains the 2D Poiseuille
flows.
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1. Introduction. It is well known that the Navier-Stokes system

o+ (u, Vi)u = vAsu — Vyip + g,
t X X, (1.1)

divu=0, ulyo=0, uli—o=uo

in a bounded 2D domain Q CC R? is well-posed and generates a dissipative semigroup
S(?) in the appropriate phase space (of square integrable divergent-free vector fields);
see [6], [23], [24] and references therein. We also recall that these results are strongly
based on the so-called energy estimate. In order to obtain this energy estimate one
multiplies equation (1.1) by u, integrate over 2 and uses the fact that the nonlinear
term disappears:

(u, V), 1) == / (W0, Vu(x).u(x) dx = 0, (1.2)

for every divergent-free vector field with Dirichlet boundary conditions.

In contrast to that, the situation is essentially less understood when the domain Q
is unbounded. Moreover, although there exists a highly developed theory of dissipative
PDEs in unbounded domains (mainly based on the so-called weighted energy estimates,
see [7-10, 18-19, 27-30] and references therein), up to the moment, it was very difficult
to extend it to the concrete Navier-Stokes problem in unbounded domains, due to
several principal obstacles.

Indeed, in contrast to bounded domains, in the unbounded ones the space
of square integrable (divergent-free) vector fields is not a convenient phase space,
since the assumption u € L?(2) imposes too restrictive decay conditions on u(x) as
x — oo. So, under this choice of the phase space, many classical hydrodynamical
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objects, like Poiseuille flows, Couette-Taylor flows, Kolmogorov flows etc. are
automatically out of consideration. Thus, following the general theory mentioned
above, it is reasonable to replace the assumption u € L*(2) by more relevant one:
ue Lﬁ(Q) where the uniformly local Sobolev spaces Wé’p () are defined via the
following standard expression:

1, ’
Wbl’(Q) = {u e D'(Q), ||u||W;,ﬂ(Q) 1= sup ||u||W/‘,;(QmB<|\0) < oo} .

X0e2

Here B! denotes the ball of radius one of R? centred at xo € R* and W'? means the
classical Sobolev space (see Section 1 for details). But here arises the main difficulty:
how to obtain a priori estimates for the solution u(¢) in the uniformly local spaces?

Indeed, since u(#) is not square integrable any more, we cannot multiply (1.1) simply
by u and use identity (1.2) (the integrals do not have sense). So, following the general
strategy, we need to multiply it by ¢u where ¢ = ¢(x) is an appropriate weight function.
But in that case the nonlinear term does not vanish and produces the additional cubic
term like ¢’u>. We note that this cubic term is not sign-defined and the remaining terms
in the energy equality are at most quadratic with respect to u, so it was not clear how
to control this cubic term in order to produce reasonable a priori estimates.

Another obstacle is related with the fact that ¢u is not divergent free, so the
pressure p does not disappear in the weighted energy equality and one should be also
able to control the term (¢’'p, u). Of course, this problem is closely related to finding
the reasonable extension of the Helmholtz projector (to divergent free vector fields) to
uniformly local spaces.

The above mentioned difficulties stimulated the developing of the alternative
methods to handle the Navier-Stokes equations in unbounded domains. In particular,
rather helpful is the so-called vorticity equation

dw — Ayw + (“a Vx)w = 8xZgl - 8x|g2 (13)

where w := dy,u; — dy,u>. Indeed, if 2 does not contain boundary, e.g. Q= R? or
Q =S! x R where S! is a circle (like in the Kolmogorov problem), the maximum
principle applied to (1.3) allows us to obtain global a priori estimates for the vorticity
o which, together with the accurate analysis of the explicit formulae for the Helmholtz
projectors, allow us to obtain the global in time a priori estimates for the solution
u(t) and, thus, to prove the global solvability of the Navier-Stokes equation in the
uniformly local phase spaces (see [2] and [12]). Unfortunately, the a priori estimate for
vorticity obtained from the maximum principle grows linearly in time, so all of the
further estimates will also grow in time (to the best of our knowledge, for the case
Q = R?, it gives double exponential (Necec') growth rate and polynomial (~3) growth
rate for @ = S! x R). The other essential drawback is that this method seems to be
non-applicable to the problems with boundary, e.g. in the case where € is a cylindrical
domain.

Another attractive possibility to avoid direct weighted energy estimates is to use the
bifurcation analysis. Indeed, in the situation where the basic steady state of the Navier-
Stokes problem is slightly above the instability threshold, the solutions remaining close
to that steady state can be described in terms of the so-called modulation equations
which are essentially simpler than the initial Navier-Stokes problem (usually it is
Ginzburg-Landau or Swift-Hohenberg equations); see [1, 1315, 17] and references
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therein. Since the well-posedness and dissipativity of these modulation equations is
well-understood, the standard perturbation methods sometimes allows us to obtain
global in time estimates for solutions of the initial Navier-Stokes problem starting from
the small neighborhood of the basic steady state. In particular, the global existence
and dissipativity of such solutions for the 3D Couette-Taylor flow is obtained in [21]
and “almost global solvability” (on the exponentially long with respect to perturbation
parameter time interval) for the case of Poiseuille flow can be found in [22].

It is worth emphasizing that, in the case where the domain  C R? possesses the
Friedrich’s inequality

el G2y < Ml VattlFoy 1 € Wy P(R) (1.4)

with positive A; and under the restrictive assumption that u is square integrable, all of
the above mentioned obstacles disappear and Navier-Stokes problem (1.1) possesses a
standard (unweighted) energy theory similar to the case of bounded domains, see [5],
[24]. We also mention the survey paper [3] on existence of spatially decaying solutions
of the Navier-Stokes problem in various domains (not necessarily satisfying (0.4)); see
also [11] and [26].

The main aim of the present paper is to develop weighted energy theory for the
2D Navier-Stokes problems in a strip Q := R x (—1, 1), (x1, x3) € Q overcoming the
obstacles mentioned above. For simplicity, we will mainly consider the model Navier-
Stokes problem

ou+ (u, Vou= Ayu—Vyp+g,
(1.5)

divu=0, ulyo=0, ul—o=uo

with v = 1 (the case of arbitrary v can be reduced to v = 1 by the appropriate scaling,
see the end of Section 8). Moreover, in order to make problem (1.5) well posed, we
need to add the average flux condition:

1
(Suy)(t, x1) = 1/2./1 w(t, x1, x2)dx, = c, (1.6)

where ¢ € R is a given constant (assumption (1.3) can be considered as a kind of
“boundary conditions” at x; = +00).

The main result of the paper is a comprehensive study of the Navier-Stokes
problem (1.5), (1.6) in the uniformly local spaces (i.e. requiring the solution u(z) be only
bounded as x| — F00, no decaying conditions are imposed). In particular, we prove
the existence of a solution, its uniqueness and regularity, dissipativity and existence
of a locally compact global attractors for the Navier-Stokes problem (1.5), (1.6).
We emphasize that, in contrast to the previous results on this topic, our phase space
contains all of the Poiseuille flows and all known structures bifurcating from them.
Moreover, our result allows us to embed the 2D Navier-Stokes problem in a strip into
a general scheme of investigating dissipative PDEs in unbounded domains mentioned
above, including the study of the dimension and Kolmogorov’s entropy of attractors,
topological entropies, spatial and temporal chaos, etc. We return to these questions in
the forthcoming paper [31].

The paper is organized as follows. We recall in Sections 2 and 3 some basic facts on
the theory of weighted spaces and the regularity of elliptic boundary value problems
in these spaces which will be systematically used throughout the paper.
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Section 4 is devoted to study the Helmholtz projector IT and the Stokes operator
A = TIA, in weighted and uniformly local Sobolev spaces. The results of this section
are similar to [4] and [5] (and are, actually, inspired by these papers).

In Section 5, we study the auxiliary linear non-divergent free problem

—0,v = Ayv + Vg, Hv’r:T =0, divu=¢u, U‘asz =0 (1.7)

where ¢(x) is the appropriate weight function and u(¢) is a solution of the Navier-Stokes
problem. This auxiliary problem is necessary in order to overcome the obstacle related
with the appearance of the term containing pressure in the weighted energy equality.
Roughly speaking, we will multiply equation (1.5) by the function ¢u(t) — v(r) where
v solves (1.7). Then, since div u(¢u — v) = 0 the pressure term disappears (and the
derivative of our weights will be small, so the corrector v will be also small and will not
produce any essential difficulties in its estimating, see Sections 5 and 6 for the details).

We note that it is not clear how to overcome this obstacle in more simple way.
Indeed, the “most natural” multiplication by IT(¢u) does not work since IT(¢u) has
nonzero trace at the boundary which leads to additional uncontrollable boundary
terms under the integration by partsin (A,u, [1(¢u)). Another possibility is to construct
a new “projector” Q to divergent free vector fields which preserves the boundary
conditions, and multiply the equation by Q(¢u). This, however, leads to essential
difficulties with the term (9,u, Q(¢u)) which should be a complete time derivative from
something. We also note that the multiplication of the equation by the combination of
¢ou and ¢ITA u (as in [4] and [5]) is useless for us, since it works only if the unweighted
L?-norm of A,uis a priori known.

In Section 6 we overcome the main obstacle to the weighted energy theory for
Navier-Stokes equations — the cubic term ¢'u> mentioned above. In order to do so, we
use the special weights

Be. vy (X) := (1 4+ &%x — xoH)!/? (1.8)

with very small ¢ which actually depends on the solution « considered. Then, the careful
analysis of the obtained weighted energy inequality allows us to obtain the globally in
time bounded a priori estimate of the Li-norm of u(z). Based on this a priori estimate,
we then establish the existence of such solution. In fact, we first consider the case of zero
flux ¢ = 0 (see Theorem 6.5) and, after that, reduce the general case to that particular
one using the trick with the auxiliary “energy stable” equilibrium (see Theorem 6.6).

The uniqueness of such a solution is verified in Section 7 (see Theorem 7.1).
Moreover, we also verify here the Li- Wbl’2 smoothing property for that solution which
is necessary for global attractors (see Theorem 7.4).

Finally, in Section 8, we prove the dissipative estimate (=existence of an absorbing
ball) for solutions of Navier-Stokes problem in the uniformly local phase space
(Theorem 8.1) and establish the existence of a global attractor 4. Moreover, using
the scaling arguments, we obtain the following estimate for the size of attractor in
le,-norm in terms of the kinematic viscosity v:

Il = v (6 + gl +v*) (1.9)

where the constant C is independent of v, ¢ and g. We recall that in bounded domains
(in square integrable case), the best known estimate is the following one:

Al 2@ < Cv7lIgl 2 (1.10)
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We see that, although estimate (1.9) is “worse” than (1.10), it remains polynomial as
v — 0 (with a reasonable degree 3). Thus, our method is not “extremely rough” and
can be used in order to obtain reasonable quantitative bounds for the solutions.

To conclude, we mention that our method seems to be applicable to more general
2D domains satisfying (1.4) and even to 3D cylindrical domains (of course, up to the
uniqueness problem). We return to these topics somewhere else.

2. Functional spaces. In this section, we briefly recall the definitions and
basic properties of weight functions and weighted functional spaces which will be
systematically used throughout the paper (see also [9], [28] for more details). We start
with the class of admissible weight functions.

DEFINITION 2.1. A function ¢ € Cj,.(R") is a weight function of exponential growth
rate u > 0 if the following inequalities hold:

P(x +) < Cpp(x)e"", p(x) > 0, 2.1
forall x, y € R".
The following proposition collects the evident properties of these weights.

PROPOSITION 2.2. (1). Let ¢ be a weight function with exponential growth rate L.
Then, for every e > u, ¢ is a weight function of exponential growth rate & (with the same
constant Cy ).

(2). Let ¢ and r be weight functions of exponential growth rate p. Then the functions
W) = ¢(xX)¥(x) and Yy = ¢(x)/ ¥ (x) are weight functions of exponential growth rate 21
with the constant Cy, < CyCy.

(3). Let ¢ be a weight function of exponential growth rate u and let W € Cj,o(R")

satisfy
Cip(x) < ¥ (x) < Gp(x), xe R (2.2)

Then  is also a weight function of exponential growth rate . and Cy, < Cl_1 G, Cy.
(4). Let ¢ > 0 and ¢(x) be a weight function of exponential growth rate . Then the
Sfunction ¢.(x) 1= ¢(ex) is of exponential growth rate e and with Cy, = Cg.

All of the assertions of the proposition are simple corollaries of estimate (2.1).
The natural example of such weights is the following one:

B (x) = eVl g e R, e R. (2.3)
Obviously, they are of exponential growth rate |u| and the constant Cy, =1
(independent of xy € R"). However, these weights are nonsmooth at x = xy. In order
to overcome this drawback, it is natural to use the following equivalent weights:
Do (X) 1= eV IHRR=0l e R (2.4)
Indeed, since |x| < +/x2 + 1 < |x| + 1, then these weights satisfy

e B (X) < @ (¥) < €My, (x), xR (2.5)
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and, consequently, ¢, ,, are also weight functions of exponential growth rate p (with
Coy = 11y, Moreover, in contrast to (2.3) these weights are smooth and satisfy, for
u <1, the additional obvious inequality

|DX 0 2o (X)| < Crlptlpp vy (x), x € R (2.6)

where k € N, DX denotes a collection of all x-derivatives of order k and the constant
Cy is independent of x and w. This inequality is crucial for obtaining the regularity
estimates in weighted spaces (see [9-10, 27-30] and Section 3 below).

Another important class of weight functions is the so-called polynomial class:

00 (x):=(1+|x—x|)™"* meR 2.7)

It is not difficult to verify that these weights are of exponential growth rate u for every
w > 0 with the constant Cy,  depending on u and m, but independent of x, € €.

We now introduce a class of weighted Sobolev spaces in a regular unbounded
domain Q associated with weights introduced above. Since we actually need below
only the case where €2 := R x (—1, 1) is a strip which obviously has regular boundary,
in order to avoid the technicalities we do not formulate precise assumptions on the
boundary a2 (which can be found e.g. in [9] or [10]).

DEFINITION 2.3. Let ©2 be a regular domain and let ¢ be a weight function of
exponential growth rate. Then, for every 1 < p < oo, we set

L{;(Q) = {u € Lfoc(Q), ||u||12,; = / d(xY|u(x)P dx < oo} (2.8)
Q
and
L (@) = {u e L, (). lull, = sup (Gl any)) < oo} X))
X0ER

Here and below B/, denotes an r-ball of R" centred at xo and we write L} instead of
L.

Moreover, for every [ € N, we define the weighted Sobolev spaces W(ll;” () and
W;:Z(Q) as spaces of distributions whose derivatives up to order / belong to L{;(Q) and
L, ;(S2) respectively.

Furthermore, the weighted Sobolev spaces qu;p (02) and W,i:’;(a Q) on the boun-
dary 92 can be defined analogously, only the integral over € (resp. supremum in

(2.9)) in (2.8) should be naturally replaced by the integral (resp. supremum) over the
boundary 92, see [9], [10].

REMARK 2.4. In the sequel, we will also use the functions u(f) with values in the
weighted Sobolev spaces defined above. In slight abuse of the notation, we denote by
LY(R, W,") the space generated by the following norm:

lutll 1 g vy = SUP SUP [[ull o7, 7417, Wi (20BL, ))- (2.10)
b b XOEQ TeR 0

The following proposition collects some useful facts on the spaces introduced
above.
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PROPOSITION 2.5. Let 2 be a regular domain and ¢ be a weight of exponential growth
rate .
(1) For every r > 0 and every u € LZ,(Q), 1 <p< oo,

I/p
qﬂwwms< wumw@m%ﬁm) < Gllull e .11

X0€ER

where the constant C,. depends on r, u and on the constant Cy from eq (2.1), but is
independent of u and of the concrete choice of the weight ¢.
(2) For every a > p, every q € [1, 00] and every u € L;)(Q), we have

q 1/q
( ¢me’f”ﬂwmw)WQ < Gl 2.12)
X()EQ xe ¢

where the constant Cy, depends on o, i and on the constant Cy, but is independent of u
and of the concrete choice of ¢ and q.
(3) For every a > u and every u € L§Y¢(Q), we have

—1 P < —ap|x—xo| 4 < P
Ca ”u”L‘,:(,,(Q) — j(}ég{(l)(x())p cq e |1/I(X)| dx} — Cot ||u||L//zd>(Q) (213)
where the constant C, depends on o, w and on the constant Cy, but is independent of u
and of the concrete choice of ¢.

The proof of these estimates is given in [9] (see also [10], [26]).

REMARK 2.6. As we will see below, estimate (2.11) allows us to reduce the proofs
of embedding and interpolation theorems for weighted Sobolev spaces to the classical
unweighted case in a bounded domain. Estimates (2.12) and (2.13) allow, in turn, to
obtain the elliptic regularity in weighted spaces with arbitrary weights of exponential
growth rate if the analogous result for the special weights e=*~=%! (or which is the
same, for the equivalent smooth weights (2.4)) is known; see Section 3. Moreover,
these estimates allow us to control the dependence of the constants in embedding,
interpolation and regularity theorems on the concrete choice of the weights which is
crucial for our study of the nondecaying solutions of NS equations.

We need now to introduce also the weighted Sobolev spaces with fractional
derivatives. To this end, we first recall that in the unweighted case the space W/'7(Q)
for s € (0, 1) and / € Z, is usually defined via

f | Diu(x) — Diu(y)|”
yeQ

|x =y

Nl rssney = Nt prn e +/ dxdy (2.14)

xeQ
and, for negative /, the space W"?(Q) is defined as a conjugate space to Wy l’q(Q) where
1/p+ 1/q = 1, see [16], [25]. Then, estimate (2.11) justifies the following definition.

DEeFINITION 2.7. Let ©Q be a regular domain and ¢ be a weight function of
exponential growth rate. For every 1 < p < oo and every / € R, we define the space
Wé’p (2) as a subspace of distributions for which the following norm is finite:

p
[[uel

W;”(Q) = ¢(x0)p”u”pw'/,p(gmg’r‘-'0) de (215)

X()EQ
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where r is some positive number (it is not difficult to verify that this space is independent
of r). Analogously the norm in W;f; is defined via

Ik, g 7= 5D {9G0Y g, |- (2.16)
Xo€

For simplicity, we fix r =1 in definitions (2.15) and (2.16) of the weighted norms.

Indeed, according to (2.11), we see that, for [ € Z, the spaces thus defined coincide
with the spaces from Definition 2.1. Moreover, it is not difficult to verify, using the
explicit formula (2.14), that in the unweighted case ¢ = 1, the norm (2.15) is equivalent
to (2.14).

The following proposition describes the weighted negative Sobolev spaces in terms
of conjugate spaces.

PROPOSITION 2.8. Let Q be a regular domain and let ¢ be a weight function of
exponential growth rate w. Then, for every | > 0, and every 1 < p,q < oo with 1/p +

l/g=1,
w, (@) = Wyt (@] (2.17)

where Wé:;(ﬂ) denotes the closure of C§°(2) in the Wé,’q-norm and * means the conjugate
space (with respect to the standard inner product in L*(2)). Moreover,

Cl”””w*’/’(g) = ”u” "/ (@ CZ”“”[/V*I/’(Q (218)

where the constants Cy and C, depend on ., I, p and C,, but are independent of the
concrete choice of u and ¢.

Proof. In order to avoid the technicalities, we give below the proof of (2.18) only
for the case of a cylindrical domain 2 := R x w where w is a smooth bounded domain
of R"~! (only that case will be used in the sequel) although the slightly modified proof
works for a general regular domain. In that particular case, we can restrict ourselves to
consider only one dimensional weights ¢ € Cj,.(R). Indeed, since w is bounded, (2.1)
implies that

C1¢(S, EO) =< ¢(S’ g) = C2¢(S7 EO)9 s € Ra E cEw (219)

where & € w is some fixed point and, consequently, the weight ¢(s, £) is equivalent to
P, (5) := P(s, &). Moreover, it is more convenient to use, instead of balls B} , the finite
cylinders ©; := (s, s + 1) x w, i.e. to define the norm in W¢p(Q) via

gy = | #6F Nl s (2.20)

seR

(since the norms (2.15) are equivalent for different r and w is bounded then (2.15) and
(2.20) are also equivalent).
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We first verify the right inequality of (2.18). To this end, we introduce a partition
of unity {,},er € C°(R) such that

suppl/’y C (y’y + 1)7
Yy(s)dy = 1, (2.21)
yeR

| Dk ()] < C,

where the constant Cj is independent of s € R (obviously such a partition of unity
exists and can be chosen in a smooth way with respect to y € R).

Now letu [Wé:;_, (£2)]* be a functional over Wé:;_] (2) and let v be an arbitrary
test function from that space. Then, using (2.21) and Hélder inequality, we have

[{u, )| 5/ |{u, wyv)ldyS/ lullw-1r@) I ¥yvllniae,) dy
yeR yeR

<C / SO Null-@,y - #0) Mol 4y < Cllly oy 1ol
ye
(2.22)

which, together with the definition of the norm in a conjugate space gives the right-hand
side of inequality (2.18).
Let us now verify the left-hand side of that inequality. Indeed, let u € W, 1”’(9).

We fix a family of functions v, € W_(R,), such that
(u, vy) = lullw-rr@,) llvyllweae,) (2.23)

and normalize these functions as follows:
oy llwrae,) = ¢0,)p||u”W ()" (2.24)

Since the spaces W4 (€2,) are uniformly convex, these family are uniquely defined and,
moreover, continuous with respect to y € R.
Let us also define the function v(x) as follows

v(x) = f . vy(x) dy. (2.25)
ye

We claim thatv € W4 (£2). Indeed, since v, € WZ (€2,), it can be naturally continued

0,01
by zero to the funct1on vy € W () with suppu, C Q,. Thus, the integral (2.25) is well

posed and defines a function v € lef,(Q) vanishing at the boundary 9. So, we only
need to estimate the W;’fll (2)-norm of it.
Using now the fact that ||v, || g, = 0if |s — y| = 1, we have

ollwiag, < / vy llwrage,) dy = / SO lully g, d
ls—yl<1 [s—yl<1

< Co(sY Nl g,y v < oY | e ullf g dy
[s—y|<1 yeR
(2.26)
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where the constant « > 2pu/q can be arbitrary (here we have implicitly used (2.1) in
order to estimate ¢(y) via ¢(s)). Taking the g-th power of both sides of that relation,
applying the Holder inequality and using that g(p — 1) = p, we arrive at

O N1y = COEY [ P2 ull, g dy.

yeR
Integrating this relation over s € R and using (2.12), we finally obtain

Il o < Collul?, (2.27)

i) @)’

We are now ready to finish the proof of the proposition. Indeed, due to (2.23)—(2.25),
we have

— _ 4
ww-/mwwwwwmw—MWm
yeQ ¢

and, consequently, due to (2.27),

(u, v) 1-1
I = W = C”u”[;(/—lp(/é)) (2.28)
Wl (@) ¢

”u”[Wéinl(Q)
Since p(1 — 1/q) = 1, (2.28) implies the left-hand side of inequality (2.18). Proposition
2.8 is proved. O

REMARK 2.9. Proposition 2.8 shows, in particular, that in the case ¢ = 1, the
spaces W'?(Q) introduced in Definition 2.7 coincide with the standard Sobolev spaces
for any / € R. Moreover, arguing analogously to the proof of Proposition 2.8, one can
verify the interpolation representation of the weighted spaces W;Jr“’p (£2) with fractional
derivatives (/ € Z, « € (0, 1))

Wrr(@) = (W' (), W, () (2.29)

a.p
in a complete analogy with the unweighted case, see e.g. [25].

We now recall also the embedding and trace theorems for the weighted functional
spaces.

PrOPOSITION 2.10. Let Q be a regular domain and ¢ be a weight function of
exponential growth rate w. Then
(1) For every 1 < p; < pa < oo and every 0 < I, < Iy satisfying

— 2> 1 (2.30)

there is a continuous embedding Wéj PYQ) € WhP(Q) and the norm of the embedding
operator depends on l;, p;, w and Cy, but is independent of the concrete form of the weight
Sfunction ¢. If the inequality (2.30) is strict, then we can take also py = oo.

(2) Foreveryme Z4,1 < p < ooandl > m+ 1/p the trace operator T},

Mou = (”|as2’ Bnuim, e 8,:"u|89) (2.31)

(where 0,u denotes the normal derivative of the function u at the boundary 9Q2) maps
W;;p (Q) 10 ®, W;_k_l/p P(dQ) and there exists the associated extension operator
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(175171 (right inverse to T1%v,) and the norms of that operators depend on I, m, p,
and Cy, but are independent of the concrete choice of the weight ¢.

Furthermore, the above results hold also for the family of spaces WIQZ)(Q).

Proof. As in the proof of Proposition 2.8, we restrict ourselves to consider only the
case of a cylindrical domain @ := R x w, one dimensional weights and the equivalent
norms (2.20). Moreover, we will consider below only the case of spaces W (the spaces
Wb » can be considered analogously).

Indeed, let u € qu; ?1(Q). Then, according to the classical Sobolev embedding
theorem (see [25]), we have

lull i,y < Cllullypn P1(Qy) (2.32)

where the constant C is independent of s. Taking the power p, of both sides of that
inequality, we transform it to the following form (for simplicity, we consider only the
case pp < o)

- p2/p1
P2 —api|s—y 4!
el gy < C2 MUl 01 ) < C ( / K ||u||W[1my)dy)

s€

where o > p is arbitrary and the constant C) is independent of u. Multiplying this
relation by ¢(s)P? integrating by s € R and using inequality (2.12), we obtain

ualt”” < Goul®

w2 Q) — W@

which proves the first part of the proposition.

Let us verify the second assertion of the proposition. Indeed, the existence and
boundedness of the trace operator ITj, can be verified based on the analogous
property for domains €2, exactly as before (so we leave it to the reader). Thus, we
only need to construct the extension operator [I15]™ ! Indeed, let U := {u )iy €
®o W; k=Vpr (0€2) be arbitrary. Using now the partition of unity (2.21), we construct
the family Uy := ¢,U = {¢au}}_,. Then, since all of these functions vanish at the
origins of the cylinder €, there exists an extension operator [I"I’;“QY]‘1 for bounded
domain €, which maps U, to W"?(£;,) and its norm is independent of U and s, see
[25]. The required extension operator [I12,]~! can be now constructed as follows:

[my,]'v = / [1175, ] U, ds. (2.33)
seR

Indeed, the fact that this operator is well defined, and the required uniform (with

respect to ¢) estimate for its norm as the map from ®}", W;jkil/p 2(3Q) to qu;p (),

can be verified exactly as estimate (2.27) for the function (2.25) from the proof of

Proposition 2.8., Proposition 2.10 is proved. O

Our next task is to formulate some trace theorems for classes of less smooth
functions which are closely related to the theory of NS equations. To this end, we need
the following definition.

DEFINITION 2.11. Let © be a regular domain of R”, ¢ be a weight function
of exponential growth rate 4 and 1 < p < oo. Let us define the space EZ(Q) of
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vector-valued functions u := (u!, - - -, u") € [D'(Q)]" by the following norm:
» e P o llP

The spaces EZ’ ¢(§2) are defined analogously. Moreover, for every sufficiently smooth
vector-valued function u := (ul, .-, u"), we denote by Lu:= (u,n the normal

component of that function at the boundary.

e

PROPOSITION 2.12. Let 2 be a regular domain and ¢ be a weight function of
exponential growth rate . Then the operator I, : Eg(SZ) - W, Vpp (0R2) is well-defined
and

ity 1003y < Clltl gy (235)
where the constant C depends on w and Cy, but is independent of the concrete choice of
the weight function ¢. Moreover, the analogous result holds also for the spaces Eg, ¢(Q).

Proof. As before, we verify estimate (2.35) only for the cylindrical domains. Indeed,
let u and v; be smooth functions in €,. Then, due to Green’s formula,

(Lau, v)aq, = (divu, v)g, + (4, Viv)g,. (2.36)

As usual, we see that the right-hand side of (2.36) is well-defined for all u € EP(S2;)
and v € W9(Q,) where 1/p + 1/g = 1. Moreover, due to the classical trace theorems,
there exists an extension operator [I1,]~! : W!=1/44(3Q,) — W'4(2,) whose norm is
obviously independent of s. Thus, (2.36) shows that the functional /,u is well-defined
and satisfies

| btll w-1mra0y) = Wt ppr-1aapayr < Clluller,)- (2.37)

Multiplying this relation by ¢(s)” and integrating over s € R, we deduce (2.35) and
finish the proof of the proposition. Here we have implicitly used that

I Luttll 1m0 (s 541y x00) < IMattll w10 3,)-

The estimate for Egy ¢(Q) can be obtained analogously using the supremum instead of
integral over s € R. O

As we have already mentioned, estimates of Proposition 2.5 allow us to reduce the
proofs of elliptic regularity in arbitrary weighted spaces to the particular case of special
weights (2.4). The following evident proposition will be useful in order to reduce the
case of these special weights to the classical unweighted case ¢ =1.

PROPOSITION 2.13. Let Q be a regular domain and let T, , be a multiplication
operator by the weight ¢, ,(x) (i.e. (T, x,u)(x) := @, x,(X)u(x)). Then, for every [ € R
and 1 < p < o0, this operator realizes an isomorphism between the spaces ng,lp ., (§2) and
Whr(Q). Moreover,

C_l [leell W;ﬁ,xo Q) = ”—H—M,X()u” wir(Q) = Cllull Wvﬁf.xg(g) (238)

where the constant C depends on I, p and v, but is independent of u and x, € R".
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Indeed, this estimate is an immediate corollary of inequalities (2.6) and Defini-
tion 2.7 of the corresponding weighted spaces.

We now formulate the weighted analogue of one standard interpolation inequality
which is crucial for the theory of 2D Navier-Stokes equation.

PROPOSITION 2.14. Let Q2 := R x (0, 1) be a strip ((x1, x2) € Q) and let ¢;, i = 1,2
be weight functions of the exponential growth rate . Then the following interpolation
inequality holds:

172 (2.39)

1/2
Ielzs, e < ClulS gl

where the constant C depends on Cy, and p, but is independent of Zhe concrete choice of
weights ¢;. Moreover, the analogous estimate holds for the spaces Wb ¢(Q) as well.

Proof. Indeed, due to the interpolation inequality, we have

llfagy < Ntl2ag e (2.40)

where the constant C is independent of s, see e.g. [16]. We transform this inequality as
follows:

2
lullF o,y < C (Ilull 2 el wr2g,)
2
<C ( / Re—“S—y'||u||u<gyug,,+l>||u||WLz(Q,uwdy) . (24D
NS

Multiplying this relation by ¢(s)’¢»(s)* and using estimate (2.12) and the Holder
inequality, we obtain

2
||u||L4 (@ = G <f ¢1(S)¢2(S)||u||L2(Q.\usz.\+l)||u||Wl«l(sz.,.usz.\.ﬂ)dS)

(#1912

<G / $15)’ 1ull 72 0,00,,,) 45 - / $2(9)* [ull 20,00, 95

<O [ 0PI ds [Pl ds (2.42)
which implies (2.40). The case of spaces Wé’_é can be considered analogously.
Proposition 2.14 is proven. U

REMARK 2.15. The proof of Proposition 2.14 shows a general way of proving
the weighted analogue of various interpolation inequalities. The most important for
us here is the fact that the constants in these inequalities will depend only on the
exponential growth rate u and on the constants C, and will be independent of the
concrete choice of the weights.

We conclude by formulating some useful results on the weighted and local
topologies on bounded sets of W,ﬁ’p ().

PROPOSITION 2.16. Let Q2 be a bounded domain | € R and p € [1, oo] and let B be a
bounded subset of W,ﬁ’p (2). Then, for every weight function ¢ of exponential growth rate
W satisfying

Nl @y < o0, (2.43)
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the set B belongs to W;’p () and the topology generated on B by this embedding is
independent of the weight ¢ and coincides with the local topology on B generated by

embedding to W' ().
Proof. Indeed, due to (2.43), we have

P _ P P < P P
(L. f B 50 = 181 1

which shows that W,fp Q) C WQI;P (2). Suppose now the sequence u, — u in W]l(;’;(ﬁ).
This means that, for every xo € Q and every R € R,

nll)nolo ”Un — u|| WLT’(QQBARO) =0. (244)

Let also u,, u € B and ¢ be an integrable (in the sense of (2.43)) weight. Then, since
the set B is assumed to be bounded in W,ﬂ”’ (),

Rh—>rrolo [zl Wd[;ﬂ(Q\B{f) =0 (245)
uniformly with respect to n € N. Assertions (2.44) and (2.45) imply in a standard
way that u, — uin Wé’p (). Since the embedding Wq[;p (R) C W,7(Q) is obvious, then
Proposition 2.16 is proven. U

3. Elliptic regularity in weighted spaces. In this section, we recall some standard
elliptic regularity results in weighted Sobolev spaces which are necessary to deal
with the Navier-Stokes equations in unbounded domains. For simplicity, we restrict
ourselves to consider only the case of a strip Q: =R x (=1,1) (x:= (x1, x2) € Q)
although some of the results of this section remain true for general regular domains;
see [9-10, 27-30] for details. We start with the weighted regularity estimate for the
Laplacian with Dirichlet boundary conditions.

PROPOSITION 3.1. Let us consider the following Dirichlet problem in a strip Q:
Asu=h, u|3Q =0. 3.1

Then, for every 1 <p < oo and! = —1,0, 1, there exists positive iy = wo(p) such that,
for every weight function ¢ with sufficiently small exponential growth rate pu (it < o)
and every h € W;;p (R2), equation (2.1) possesses a unique solution u € W(jfz’p (2) and the
following estimate holds:

where the constant C depends on Cg, but is independent of the concrete choice of the
weight ¢. Moreover, the analogous estimate holds also for the spaces W;Z)(Q).

Proof. We restrict ourselves to verify a priori estimate (3.2) only (the existence and
uniqueness of a solution can be then verified in a standard way, see e.g. [9], [10]).

As we have already mentioned, due to estimates (2.12) and (2.13), it is sufficient to
verify estimate (3.2) only for the special class of weights ¢, \,(x) introduced in (2.4).
Indeed, if we have estimate (3.2) for such weights with the constant C independent of
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Xo, then we obviously have the following estimate:

» < » < »
Iy < Gl ) < Cullily, o
— —7 p
< sz Re Pliols J|||h||W,'p(Qy) dy 3.3)
ye

where the constant C; is also independent of s € R. Multiplying now estimate (3.3) by
¢(s)? (where ¢ is a weight function with exponential growth rate u < ), integrating
over s € R and using estimate (2.12), we infer the required estimate (2.2). Analogously,
estimate (3.2) for the spaces W,i:’;b can be obtained by multiplication (3.3) by ¢(s)’,
taking the supremum over s € R and using estimate (2.13).

Thus, it only remains to verify (3.2) for the special weights ¢,,, ; with a sufficiently
small positive py and every s € R. In turns, due to Proposition 2.13 and estimates
(2.6), the case of special weights ¢, , can be easily reduced to the unweighted case
¢ = 1. Indeed, the function u € Wé:”oz”’ (2) solves (3.3) if and only if the function

v = @y, s € WITEP(Q) solves the following perturbed version of problem (3.2):

AV = Quosh — Ouos” o 0 = 2040 BuosO v = Tpgsh + by (), ], =0 (3.4)

We recall that, due to (2.6),

720 (W)l < Crrollvllwrzng) (3.5

where the constant C is independent of s and . Thus, if estimate (3.2) for ¢ = 1 is
known, then applying it to equation (3.4) and using (3.5), we infer

IT . sttll wrrzogey < CIT uo.shllwiny + mollvllwr2o())

with the constant C independent of 1 and s. Fixing 1y now to be small enough that
Cug < 1/2, we deduce from the last estimate that

vl wrzrg)y < 2CNT 4. shll were) (3.6)

which together with Proposition 2.13 implies estimate (3.2) for special weights ¢, .
Thus, we have reduced the verifying of the regularity estimate (3.2) in weighted
spaces to the unweighted case ¢ = 1. It only remains to note that (3.2) with¢ = lisa
classical I7-regularity estimate for the solutions of the Laplace operator, see e.g. [16],
[25]. Proposition 3.1 is proved. O

REMARK 3.2. Surely, regularity estimate (3.2) holds not only for / = —1, 0, 1, but
we will need it in the sequel only for these values of /. We also note that estimate (3.2)
holds for the unweighted space since the spectrum of the Laplacian in a strip with
Dirichlet boundary conditions is strictly negative.

The next proposition gives the elliptic regularity for the biLaplace operator in a
strip .

PROPOSITION 3.3. Let Q2 be a strip and let us consider the following boundary value
problem in Q.

Au=h,

3.7
ulpe = ho, Oulse = hi. (3.7)
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Then, for every 1 < p < oo andl =0, 1,2, there exists o = po(p) such that, for every
weight function of a sufficiently small exponential growth rate p (i < o) and every

(h ho, h) € Wy 2(Q) x W72 (09) x w17 (3%)

problem (3.7) has a unique solution u € qufz’p (2) and the following estimate holds:

el gy = C (Illys20(0y + W0l sz nnogy + Il 1) (3.8)

where the constant C depends on Cy, but is independent of the concrete choice of weight
Sfunction ¢. Moreover, the analogous result holds for the spaces W;g as well.

Proof. We first note that, due to the embedding (trace) theorem for weighted
spaces formulated in Proposition 2.10, we can assume without loss of generality that
hy = h; = 0. Moreover, arguing as in the proof of Proposition 3.1, we can reduce the
derivation of estimate (3.8) to the unweighted case ¢ = 1. After that it only remains to
note that the spectrum of the biLaplacian —A? in a strip Q with homogeneous Dirichlet
boundary conditions u|aQ = 8,,u|aQ = 0 is strictly negative. Thus, for the unweighted
case (3.8) is just a classical 17-regularity result for the 4th order elliptic operator —A2,
see [25]. Proposition 3.3 is proved. O

We are now going to consider the Newmann-type boundary value problems for
the Laplacian in a strip Q. The main difficulty here is the fact that, in contrast to
the Dirichlet problems considered above, the Newmann problem for the Laplacian
has an essential spectrum at A = 0, which makes the situation much more delicate.
We however start with the regularized Newmann-type problem where the spectrum
remains strictly negative.

PROPOSITION 3.4. Let Q be a strip and let us consider the following boundary value
problem in Q:

Aau—u=0, 8,1u|3Q = hy. 3.9

Then, for every 1 < p < oo andl =0, 1,2, there exists iy = po(p) such that, for every
weight function of sufficiently small exponential growth rate u (u < wo) and every
hy € W;_l/p’p(E)Q), problem (3.9) has a unique solution u € Wdlfl’p(Q) and the following
estimate holds:

10y < Clbolli-1mn ey (3.10)

where the constant C depends on Cyp, but is independent of the concrete choice of weight
Sfunction ¢. Moreover, the analogous result holds for the spaces W;g as well.

Proof. Indeed, in the case / = 1, 2 estimate (3.10) can be verified exactly as in
Propositions 3.1 and 3.3 (by reducing to the homogeneous and unweighted case), so
we leave it to the reader. In the case / = 0 the situation is slightly more delicate since
we do not formulate the extension theorem for the space W, lipp (R2) in Proposition
2.10 and, consequently, we need to work with the nonhomogeneous boundary value
problem. Nevertheless, the reduction to the unweighted case based on introducing the
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function v := ¢, ;1 wWorks in this case as well. Indeed, this function obviously satisfies
Ay —v = hy(v), 8"”|a§z =T ,.5h0 (3.11)
and

17, (Wl zre) < Crollvllpeg)- (3.12)

Thus, we can split the solution v of (3.11) as follows: v = v; + v, where v; solves the
homogeneous problem

Ayvy — vy = hy,(v), an1|m =0 (3.13)

and the remainder v, solves the analogue of (3.9) with A replaced by T, ;1. We see
also that the right-hand side of (3.11) belongs to L7(£2) and, consequently, due to the
classical I7-regularity, we have

lvillwer@) < Cllhu (@) < Cruollvllpr ). (3.14)

If we assume now that estimate (3.10) for the unweighted case ¢ =1 and / =0 is
known, then, due to (3.14), we obtain

lvllwiry < lvillwie) + lv2llwiegy < CIT  shollw-1mrpey + Crrollvllneg)

which implies the estimate
vy < 2CIT .sholl w-1erp) (3.15)

if wo is small. Thus, the case of general weight naturally reduces to the case of ¢ = 1
for [ =0 as well. It remains to recall that, for ¢ = 1, estimate (3.10) is a classical
L7-regularity result for the Laplacian, see [25]. Proposition 3.4 is proved. ]

In order to treat the case of the Newmann problem without the regularizing term
—u, we need to introduce the following averaging operator with respect to the variable
X2 (x1, x) e Rx (—=1,1):=Q):

1

(Su)(xy) = %/1 u(xy, s)ds. (3.16)

The next proposition gives the solvability of the Newmann problem for some natural
closed subspace of the the space of external forces 4.

PROPOSITION 3.5. Let Q be a strip and let us consider the following boundary value
problem in Q.

Avu=h, Bnu]m =0. (3.17)

Then, for every 1 < p < oo andl =0, 1,2, there exists o = pno(p) such that, for every
weight function of a sufficiently small exponential growth rate p (n < o) and every
he qu;p () satisfying

Sh=0,
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problem (3.17) has a unique solution u € Wdlfz’p (), Su = 0 and the following estimate
holds:

where the constant C depends on Cy, but is independent of the concrete choice of weight
function ¢. Moreover, the analogous result holds for the spaces ng’; as well.

Proof. We first note that the operator S commutes with the multiplication operator
T,, and with the xj-derivatives dy,. Thus, arguing exactly as before, we can reduce the
proof of (3.18) to the unweighted case ¢ = 1. So, we will prove below (3.18) for the
case ¢ = 1 only.

To this end, we first consider the case p = 2. In that case we can multiply equation
(3.17) by u and obtain, after integration by parts,

||qu||iz(g) < WAl 2y lull 2(g)- (3.19)
Since we have assumed additionally that Su = 0, we have the Friedrich’s inequality
lullpr2q) < CliViull 2 (3.20)
which together with (3.19) implies that
llull o) < CllAll g (3.21)

In order to prove estimate (3.18) forp = 2 and ¢ = 1, we now use the following standard
interior regularity estimate:

2 2 2
lellyyriaxg, = € (”“”Wl-z(nsfluszsuszm) + ”h”W'»Z(sz,?))

< le o5l <||u”%/V142(Q),) + ||h”2va2(szv)> dy. (3.22)
yeQ

Integrating this estimate over s € R and using (2.12) and (3.21), we deduce the
unweighted estimate (3.18) for p = 2. Thus, due to the trick with the multiplication
operator T, s, estimate (3.18) is verified for p = 2 and all weights with sufficiently
small exponential growth rate. Moreover, we have also the analogue of estimate (3.18)
with p = 2 for the spaces W;z{;(ﬂ).

Let us now consider the case p # 2. We first consider the case p > 2 and will
prove estimate (3.18) for the spaces Wbl‘p (2). Indeed, since W}f’p () C Wlfz(sz), then
we already have the estimate

lull iz < Cllill g < Cillhl ). (3.23)
Using now the interior regularity estimate
lullwrengy < Clullnzg, uaua,) + 1hlwing,)

< Cysup {e™* 7 (lull pra,) + 1l wing,) }-
yeR
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taking a supremum over s € R from the both parts of that inequality and using (2.3)
and (3.23), we finally obtain

||M||W,/7+lp(9) = C”h”W}il’(Q) (324)

Now let I < p < 2. Then we split the solution u of (3.17) as follows: u = u; + u, where
u solves problem

Axul — U = h, anul ‘BQ =0 (3.25)
and the remainder u, solves
AXLQ = —Uj, 8,,u2|m =0. (326)

We first note that, due to the L”-regularity (see Proposition 3.4), for equation (3.25),
we have

ety gs2sgy = Cllll oy (3.27)

Moreover, applying the operator S to both sides of equation (3.25) and using that
Sh = 0, we have

(Suy)” — Su; = 0 and, consequently, Su; = 0. (3.28)
Furthermore, due to the embedding theorem (see Proposition 2.10), we have
lutllweze) < Cllull yivze g, (3.29)

for every 1 < p < 2. Thus, we can apply estimate (3.23) for equation (3.26) which
together with (3.27) gives estimate (3.24) for 1 < p < 2 as well.

Thus, estimate (3.24) is verified forall 1 < p < oco. Then, due to the above described
trick with the multiplication operator T, ;, we deduce estimate (3.18) for the spaces
W[J“2 () for all weight functions of sufficiently small exponential growth rate.

So it only remalns to obtain it for the spaces W (). To this end, we note that

(3.18) for the spaces W, ,) on, (Q) implies, in particular, that

||u||[;V,+2,, @) = Csug{ —Mopls—y\”h”W[p(Q )} < Cl/ —uopls—y\”h”W[p(Q dy.  (3.30)
ye yeQ

Multiplying (3.30) by ¢(s)’, integrating over s € R and using (3.12), we deduce finally
estimate (3.18) and finish the proof of Proposition 3.5. ]

REMARK 3.6. As we see from the proof of Proposition 3.5, the weighted regularity
estimates can be deduced not only from the unweighted estimates in W?(), but
also from its analogies in the spaces Wli"” (2). The last scale of spaces is sometimes
(e.g., in the proof of Proposition 3.5) more convenient, since, in contrast to spaces
L17(Q), the spaces L »(€2) have usual (for bounded domains) embedding properties
(L () C LX), forpl = p2).

We now note that assumption Si =0 in Proposition 3.5 is essential for
the weighted estimate (3.18). Indeed, in general case Sh # 0, for the quantity
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Su = (Su)(x;) we have the following equation:
(Su)(x1)" = (Sh)(x1), x1 €R (3.31)

whose solution Su, obviously, does not possess any weighted regularity estimates for
general 4. Fortunately, for problems arising in the weighted regularity theory for the
Helmbholtz operator, the function S/ has a special structure which allows us to take one
primitive of it remaining in weighted Sobolev classes. To be more precise, the following
proposition holds.

PROPOSITION 3.7. Let Q be a strip and let us consider the following Newmann
boundary value problem in Q.

Avu=0, Ouulyg=1g (3.32)
where g € [LP(Q)] is a divergent free vector field
divg=0. (3.33)

Then, for every 1 < p < oo andl =0, 1,2, there exists o = po(p) such that, for every
weight function of a sufficiently small exponential growth rate p (v < pg) and every
ge Wé,’p () satisfying (3.33), problem (3.32) has a unique solution (up to adding a

constant) satisfying Vyu € Wdl)‘p (), and
(Su)(x1) = (Sg1)(x1), x1 €R (3.34)
and the following estimate holds.

where the constant C depends on Cy, but is independent of the concrete choice of weight
function ¢. Moreover, the analogous result holds for the spaces W;g as well.

Proof. For simplicity, we deduce below only a priori estimate (3.35). The existence
and uniqueness of a solution can be verified in a standard way (see also [4].
We first define an auxiliary function v as a solution of the following problem:

Ayv—v =0, 8nv|3Q =g (3.36)
Then, due to Propositions 3.4 and 2.12, we have
|| v || Wdl)ﬂ.p(ﬂ) < C”an” Wq/;l/n»ﬂ(ag) < C2 ”g” Wd/}p(Q) (337)
Moreover, applying the x,-averaging operator S to equation (3.36), we have
(Sv)(x1)" = (Sv)(x1) = —=1/2(g2(x1, 1) — g2, =1)), x1 € R. (3.38)

Furthermore, since the vector field g is divergence free, we have

1/2(g2(x1. 1) — ga(x1. —=1)) = (S[0x,82]) (x1) = —(Sg1)(x1)

and, consequently,

(Sv)(x1)" = (Sv)(x1) = (Sg1)(x1)' (3.39)
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Let us consider now the remainder w := u — v which obviously satisfies the following
equation:

Axw = —v, 8,1w|aQ =0. (3.40)

Then, according to Proposition 3.5, the function w := w — Sw satisfies the following
estimate:

1811000y = ClBl iy < Crllghyiney: (3.41)
So, it only remains to consider the equation for Sw, i.e.
(Sw)(x1)" = —=(Sv)(x1)
which together with (3.39) gives

(Su)(x1)" = (Sg)(x1)". (3.42)

This relation shows that we can indeed take one primitive and satisfy condition (3.34). It
only remains to note that the function (Su)(x;) is independent of x, and, consequently,

Vu = Vi + ((Su)', 0). (3.43)
Thus, estimates (3.37), (3.41) together with the obvious fact that

”Sg” Wé‘”(R) < Cligl W(L‘I’(Q) (344)
yield (3.35) and finish the proof of Proposition 3.7. 0

4. Weighted spaces and the Helmholtz projector. In this Section, we discuss the
weighted analogue of the classical Helmholtz decomposition of the space [L*(Q)]* to
divergent free and gradient vector fields, which is necessary for excluding the pressure
from Navier-Stokes equations. To this end, we first need to define the corresponding
spaces of divergent free vector fields.

DEeFINITION4.1. Let Q be a strip. Then, forevery/ > 0,1 < p < ooand every weight
function ¢ of exponential growth rate, we define the following space of divergent free
vector fields:

H(Q) = [v e [WP (@], divuw =0, |,, =0, Sv =0} @.1)

which is considered as a closed subspace of W(fl)’p (2) and endowed by the norm induced
by this embedding. Here the normal component /,v of the trace on the boundary is
well-defined due to Proposition 2.12 and the x;-averaging operator S is defined by
(3.16). The spaces HZ%(Q) can be defined analogously. Moreover, for simplicity, we
will henceforth write H};($2) and H; ,(€2) instead of Hg’p () and Hg:Z(Q) respectively.

We also define the space Vg(sz) as follows:
VH(Q) = {v € Hy (),

v|asz=0}

and the analogous space Vf’ +(82).
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The following natural proposition clarifies the additional conditions lnv| 90 =0
and Sv; = 0 in formula (4.1).

PROPOSITION 4.1. Let Q2 be a strip and ¢ be a weight function of exponential growth
rate w and 1 < p < co. Then the space HP(2) coincides with the closure of all divergent
free vector fields v € [D(Q)] in the topology of [LY(Q)):

HA(Q) =[v e [DQ), divv= Olizz op 4.2)

where [-]y denotes the closure in the topology of the space V.

Proof. Indeed, let v be a divergent free vector field from [D(2)]>. Then, obviously,
lnv] 5o = 0. Moreover, integrating the relation dy,v; = —dy,v2, we infer that Sv; =
constant = 0 (since v; has a finite support). Since all these properties preserve under
the closure (see Proposition 2.12), then the right-hand side of (4.2) is a subset of the
left one.

Thus, it only remains to approximate every function from u € ’H{;(Q) by divergent

free vector fields belonging to [D(2)]%. In order to do so, it is natural to use the stream
function @ of a divergent free vector field u:

uy = 8x3q)a Uy = —3xl® (43)

which can be defined by the following natural formula:
®(x1, x2) 1= / ui(x1, 6)do. (4.4)
~1

Indeed, obviously, ® € L{(£2) and
“cD”L‘;(Q) = C””l”L{;(Q)‘ (4.5)

Moreover, dy,® = u; and

X

X2
Oy, D(x1, x2) = / Oy, u1(x1, 8)ds = —/
1 _

2
Onyua(x1, 8) dis = —up(xy, X2)
1
(here we have implicitly used that div u = 0 and u>(xy, —1) = ua(x1, 1) = 0). Thus, the
function @ indeed satisfies relations (4.3) and, consequently, ® € W(;‘p (2) and

19000y < Cllul 7. (4.6)

Finally, since Su; = 0, then &(x;, —1) = ®(x;, 1) = 0 and, consequently, ® € Wol,’q’:.
It only remains to note that every function ® from Wol”g (2) can be approximated by
the smooth functions with compact supports. Then, formula (4.3) gives the required
approximation of the vector field u. Proposition (4.2) is proved. O

REMARK 4.3. In Proposition 4.2, we have actually proved that formulae (4.3) and
(4.4) realize the isomorphism between spaces Wolg (2) and Hg(Q) (and also between
the spaces Wol”,’)’! +(82) and Hﬁ, +(§2)). Moreover, it is not difficult to see that this map
also realizes an isomorphism between V}($2) and Wg”g(Q) (and between V; ,(2) and

Wor () as well).
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As usual, we define the operator IT : [L*(Q)]> — H?*(RQ) as an orthoprojector to
the divergent free vector fields. Then, as known (see e.g. [23] or [24]), every vector
field u € [L*(R2)]? can be split in a unique way as a sum of a divergent free vector field
v € H*(RQ) and a potential one V,p € [L*(Q)]? for the appropriate p € H} (Q):

u=v+Vy, divv=0, v:=TIu 4.7)

The next theorem shows that the analogous splitting holds in weighted spaces as well.

THEOREM 4.4. Let Q be a strip and let T1 be the orthoprojector defined above. Then,
for every 1 <p <ooand ! =0,1,2, there exists a sufficiently small positive g such
that, for every weight function with exponential growth rate u < o, this projector can
be uniquely extended by continuity to a bounded operator from [Wé’p (Q)P to pr’p () and
the following estimate holds:

”Hu”']—(é;l'(g) = C”””[Wd[;"(Q)]z (48)

where the constant C depends only on p, | and Cgy, but is independent of the concrete choice
of the weight ¢. Thus, for every u € [Wé"" (Q))? there exists a unique decomposition in the
form of (4.7) with v € Hé;p(Q) and p € WNP(Q). In this formula v = Tu. Moreover,

loc
the analogous result holds also for the spaces W,ﬁ’;

Proof. Indeed, assume that (4.7) is satisfied for some functions u, v and p. Let

us also introduce the stream function ® € Wolg (R2) associated with the divergent free
vector field v via (4.4). Then,

AXCD = 8xZUl — 8x1 V) = 8xZu1 — Bx, Uz, Cb|aQ =0. (49)

Thus, due to Proposition 3.1, there exists a unique ® € Wétpl”’ (2) which satisfies (4.9).
Moreover, the following estimate holds:

1@l g = Clldstn = g tallyiinggy < Culllyin (4.10)

for every weight function of a sufficiently small exponential growth rate. Since the
vector field v can be found via @ by (4.3), then (4.10) shows that the projector IT is
really well defined for every u € [Wq];p (R2)])? and satisfies estimate (4.8). So, we only need
to verify decomposition (4.7).

Indeed, let u € [W;;"(Q)]2 be arbitrary and let v := INu and w := u — v. Then,
obviously, w € [W,l(f,(ﬁ)]2 and satisfies (in the sense of distributions) the following
relation:

8xlw1 = Bxl wy. (411)

Consequently, since €2 is simply connected, there exists a potential p € W,[;l’p (R) such
that w = V,p (this potential is obviously defined up to a constant, see [23]). Thus
splitting (4.7) is also verified and Theorem 4.4 is proved. ]

REMARK 4.5. There exists a more general (and a slightly more complicated) way
to find the potential p from relation (4.7). Indeed, taking a divergence from the both
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parts of (4.7), we get
Ayp =divu (4.12)

and using the fact that /,v | s = 0, we infer the boundary condition for p:

0np|yq = hitt] - (4.13)

We note however that the right-hand side of (4.13) is ill-posed for general u € [L7(Q2)]*.
In order to overcome this difficulty, we introduce an auxiliary function p; which solves

Apr =divu, p |3Q =0 (4.14)
and then the remainder p := p — p; solves
Axﬁ = 0, anﬁ|89 = In(h - vxp)|8§2~ (4-15)

We now note that div (4 — V,p;) = 0 and, consequently, due to Proposition 2.12, the
trace [,(h — V,p;) on the boundary is well-defined and we can apply Proposition 3.7
which gives a unique solvability (up to a constant) of (4.15) and estimate (3.35) for the
gradient of p. It remains to note that condition (3.34) now reads

9y, Sp = Suy; — 3, Sp1 and, thus Sa,,p = Sy

which shows that p is indeed correctly defined (Svy = Su; — Sdy,p = 0, div v = 0 and
I,v =0).

The advantage of this method is that, in contrast to the scheme used in the proof
of Theorem 4.4, it works not only for 2D strips, but also for 3D cylindrical domains,
see [4] and [32] for the detalils.

COROLLARY 4.6. Let the assumptions of Theorem 4.4 hold and let v € Hg(Q). Then,
for every potential vector field w = V. p such that w € [Lg,l(Q)]z, we have

(U, U))[LZ(Q)]Z =0. (416)

Indeed, according to Proposition 4.2, the function v can be approximated (in the
metric of LQ(Q)) by a sequence of smooth divergent free vector fields with a compact
support. Since for such vector fields (4.16) is obvious, then passing to the limit, we
obtain (4.16) for all v € HJ ().

The next proposition gives the estimate for the weighted norms of the commutator
of IT and the multiplication operator T, ,, introduced in Proposition 2.13.

PROPOSITION 4.7. Let Q be a strip, 1 < p < o00,[=0,1,2andT, , amultiplication
by the special weight ¢, «,(x1). Then there exists o = po(p) > 0 such that, for every
weight function of exponential growth rate & < g, every pu < wo and every xo € R, we
have

[(Tuxoo M —ToT, . )ul Wi (g S Crellullyir g (4.17)
1, X()

where the constant C depends on Cy, but is independent of |1, u, xo and on the concrete

choice of the weight ¢. Moreover, the analogous result holds for the spaces WIQZ)(Q) as
well.
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Proof. Indeed, let ® and ®,, be the stream functions associated with divergent free
vector fields v := IMu and v, := (g, u) respectively. Then, according to equation
(4.9), the function W := ¢,, (& — P, solves

AW =h:= 2<pl/m()8x1 P+ go/;/’x()tb + ‘p;/axouz’

(4.18)
W}asz =0.

Now using estimates (2.6) for the derivatives of ¢, \, and estimate (4.10) for &, we
obtain

Wellyir (@ = Crtllullyiog, (4.19)

Hpp.xg)

where the constant C is independent of u, xyp and on the concrete choice of the weight
¢. Applying now Proposition 3.1 to equation (4.18), we arrive at

Wl ye (g < Criellull i g (4.20)
Bepxg) ! ¢

In order to verify estimate (4.17) it is now sufficient to recall that
PuxoV1 — Vg 1 = axz Wa DPu,xgV2 — Vp2 = _axl W+ (p;//,,xoq)'

Thus, (4.17) is proved. For the case of the spaces WZZZ(Q), the proof of (4.17) is
completely analogous. Proposition 4.7 is proved. ]

We now consider the elliptic operator 4 := ITA, defined on the space of divergent
free vector fields and formulate the natural regularity result for this operator.

PROPOSITION 4.8. Let Q be a strip and let A := T1A,. Then, for every 1 < p < 00
and | = 0, 1 there exists positive o = wo(p) such that, for every weight function of a
sufficiently small exponential growth rate (i < ), operator A realizes an isomorphism
between spaces Vf;(SZ) N Hf;z’p () and ’Hé;p (2) and the following estimate holds:

—1
C ||u||H;+2,p(Q) = ”HAxu”prﬂ(Q) = C”“”}(é}“-”(g) (421)
where the constant C depends on Cg, but is independent of the concrete choice of the

weight function ¢. Moreover, the analogous result holds for the spaces Hg’fp(Q) as well.

Proof. We first note that the right-hand side of (4.21) is an immediate corollary of
Theorem 4.4, so, we only need to verify the left one.

Indeed, let g =TIAu, uec Hifz‘p (2). Due to the decomposition (4.7) and
Theorem 4.4, that is equivalent to the following stationary Stokes equation in 2:

Axu+ Vyp =g,
] (4.22)
ulpe =0, divu=0.

In order to solve (4.22), we use again the stream function ® for the divergent free vector
field u. Then, the function ® should satisfy the following bilaplace equation in :

ALD = 0,81 — 0x82. P, = ®P]|,, =0. (4.23)
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Vice versa, let ® solve (4.23) and let u = (9, P, —9y, ®). Then, the vector field w :=
A u — g satisfies (4.11) and, consequently, it is potential and u solves (4.22). Thus,
problems (4.22) and (4.23) are equivalent.

It only remains to note that, due to Proposition 4.7, problem (4.23) is uniquely
solvable and

”(DHW‘;“-I’(Q) = C||8X2gl - 8x1g2||W4’;14’(Q) = Cl”g”'}-‘iﬁ(g) (424)

which, together with (4.3) and the fact that g = ITA ,u gives the left-hand side of (4.21)
and finishes the proof of Proposition 4.8. ]

COROLLARY 4.9. Let the assumptions of Proposition 4.8 hold and let p = 2. Then,
for every weight function with a sufficiently small growth rate 1, we have

C_l(quxu, dAu) < (PITA u, pITIA u) < C(PpAxu, pAxu) (4.25)

where (-,-) denotes the standard inner product in [L*(Q)]* and the constant C is
independent of the concrete choice of the weight ¢ and u € Vé(Q) N H;’z(ﬂ).

Indeed, estimate (4.25) is an immediate corollary of (4.21) with p = 2 and the
following elliptic regularity estimate for the Laplacian in © with Dirichlet boundary
conditions:

C_l [|ze]] W;-Z(Q) = ”Axu”Li(Q) < Cllul W;-Z(Q)v (426)

see Proposition 3.1.

We conclude this section by considering the action of operator 4 := ITA, in weaker
spaces Vg which will be used in the sequel in order to define weak weighted energy
solutions of the Navier-Stokes equations and derive the appropriate energy estimates.
To this end, we need to define the corresponding functional spaces.

DEFINITION 4.10. Let © be a strip and let Dg;(2) be the space of all smooth
divergent free vector fields in  with compact support. As usual, we denote by
Dy;,(2) the space of all linear continuous functionals on Dgiy(2). We denote also
by H~1(Q;) C Dl (R;) the conjugate space to V() with the standard norm.

Finally, for every weight function ¢ of exponential growth rate u, we define the
spaces H (@) and H, ;(Q) as subspaces of D}, (2) with the following finite norms:

0y i= [ GO W g =<
4 SEQ ’

€

”u”H;;”(Q) = ilel[g {¢(S)”u”H’IJ’(QS)} < 0.
Arguing exactly as in Proposition 2.8, one can show that
H, (@) = V()] (4.27)

We note however that the spaces H;l’p (2) are not the subspaces of distributions and,
in fact larger than the corresponding spaces [V, L (S)J? of distributions. Nevertheless,
there is a natural map of [W, Lp (Q) to H;l’p (£2) (which is usually considered as an
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extension of the projector IT to the negative Sobolev spaces and is also denoted by IT)
(Tu, v) gy = (u,v), divo =0 (4.28)

where in the left-hand side we have the pairing in D);,(€2) x Dgiy(€2) and in the right-
hand side the standard pairing in distributional sense is written.
Thus, the Stokes operator 4 = I[TA, can be naturally extended to the operator

from V() to H;l’p () (and, analogously, in the spaces V; ,(€2)). The last result of
that section shows that this operator is an isomorphism, i.e., Proposition 4.8 holds for
/= —1 as well.

PROPOSITION 4.11. Let Q be a strip and let A = T1A, be as above. Then, for every
1 < p < oo, there exists positive g = o(p) such that, for every weight function ¢ with
a sufficiently small exponential growth rate p (u < wo), the operator A realizes an
isomorphism between spaces Vg(Q) and ’H;l‘p (2) and the following estimate holds:

CMlullvg(@) = M Al gy = Cllullyye (4.29)

where the constant C depends on Cy, but is independent of u and of the concrete choice
of the weight ¢. Moreover, the analogous result holds for the spaces sz, ¢(Q) as well.

Proof. As it was established in Proposition 4.2, maps (4.3) and (4.4) give an

isomorphism between spaces Vq,](Q) and WO2 ;’ 1(2). This isomorphism naturally
generates an isomorphism of the conjugated spaces, namely, between W 2p (Q) and

1p(Q) Indeed, let g € H,, 2(Q). Then, the associated functional g € W Q) is
deﬁned via

(8, ®) = (g, (95, P, =0y, ®))y,, = — (01,81 — 9y, 82. D). (4.30)

Vice versa, forevery g € W, 2P (£2), one defines the associated functional g € H;l‘p (R)
by

<g7 U)div = (gi qDU))

where @, is a stream function associated with v. Moreover, the operator 4 = ITA, is
conjugated to the biLaplacian under that isomorphism. Indeed, we have

(Axtt, v)giy = — (B3P, ) (4.31)
and, consequently, equality [TA ,u = g reads
APy, = -8 = g1 — 082, P, = 3, P|,, =0. (4.32)
Thus, due to Proposition 3.3, we have

1Dl le’(g) = C”g”W‘;Z-I’(Q) < ”g”H;lW(Q) (433)

and the analogous estimate for the spaces Wi’g (R2). This estimate finishes the proof of
the left-hand side of (4.29). Since the right-hand side of it is obvious, Proposition 4.11
is proved. ]
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5. An auxiliary linear Stokes problem. In this section, we study the following
nonstationary linear Stokes problem in a strip Q:

dw = Ayw — V,q,
divw = A(t), Sw; =0 .0
w|3Q =0, l'Iw’[:0 =0
where h(f) = h(t, x) is a given function satisfying
Sh(t)(x1)=0, te[0, 7], x; €R. (5.2)

This auxiliary problem will be essentially used in the next section in order to obtain the
weighted energy estimates for weak solutions of the nonlinear Navier-Stokes system.
The following theorem gives a priori estimates and the solvability result for problem

(5.1).

THEOREM 5.1. There exists a positive pgy such that, for every weight function ¢ of
sufficiently small exponential growth rate u (u < o) and every

he L*([0, T, W, () N C([0, TT, L(S)) (5.3)
for which (5.2) is satisfied, problem (5.1) possesses a unique solution w from the class
w e L([0, T1, W, () N C([0, TT, W, (),
9w e L*([0, T], L3(R)). ¢ € D'([0.T] x Q) (5.4)

and satisfying the following estimates:
T T
/ e Sl(Ha Hw(s)||L2(Q) + ”w(s)nzw”(sz)) ds = C/ e ”h(s)”W‘ S
0 0

T
[0(1y130, < (nh(r)uy(m /0 i OTERRE ) (5.5)

where « is a sufficiently small positive constant depending only on g and the constant C
depends on Cy, but is independent of the concrete choice of the weight ¢.

Proof. In order to solve (5.1), we are going to reduce it to the divergent free case.
To this end, we need the following lemma.

LEMMA 5.2. Let the above assumptions hold and let us consider the following
stationary Stokes problem:

Ao —V,r=0, divv =h, =0. (5.6)

U|zm

Then there exists positive gy such that, for every wezght function of sufficiently small
exponential growth rate p (u < o) and every h € W (Q) [ =0, 1 satisfying (5.2),
equation (5.6) possesses a unique solution v € WIJrl 2(Q) Sv; = 0, satisfying (5.6) in the
sense of distributions and the following estimate holds

vl W;“-z(g) < Clia| Wé-z(g) (5.7
where the constant C depends on Cgy, but is independent of the concrete choice of the

weight ¢.
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Proof. Let us define the function K as a unique solution of the following problem:

AK =h, 3,K|,, =0, SK=0 (5.8)
(which exists due to condition (5.2) and Proposition (3.5) and let 6 := VK. Then,
obviously,
dive = h, 1,6 =6,],, =0 (5.9)
and, due to Propositions 2.13 and 3.5, we have
10125120y + 16|yl 220y = Cllll ey (5.10)

Let us now put v := v — 6. Then, this function should satisfy

A=V F=0, divo =0, ,0,, =0, 1|, = —61],o. Svi =0. (5.11)

l_”aQ
In particular, we see that v € Hé;z(Q) and, consequently, we can use transformation
(4.3) and (4.4) to the associated stream function ® which should satisfy the following
equation:

AP =0, Plygo =0, 9,Ple=—0 (5.12)

e
The assertion of the lemma is now an immediate corollary of estimate (5.10) and
Proposition 3.3. 0

We are now ready to finish the proof of the theorem. To this end, we introduce
a new dependent variable w(7) := w(f) — v(¢) where, for every ¢ € [0, T] function v(?)
solves the stationary problem (5.6) with % replaced by /(¢). This function obviously
satisfies the following equation:

(W +v) = Ay — Vg, divio =0, w|,, =0, w|_, =—Tlv| . (5.13)
Applying the projector IT to both parts of (5.13), we obtain
(W + Mv) = MAw, divo =0, o|,, =0, ¥|_,=—Tv|_,. (5.14)

In order to obtain an a priori estimate for solutions of (5.14), we multiply it
by the expression g2 x,(x1)37, (W 4 TTv) + By, [@2,1.x, (x1)0x, (D + Tv)] where xo € R is
arbitrary, u > 0 is small enough and the weight ¢ is defined by (2.4). Then, we get
1/20/( @20+ [V + TT0)) + (@270, 1AL, Asi)
= — (@l TTALD, B, D) — (92,0, [TALD, ATT0) — (), TTALiD, By, TT0).
(5.15)

We estimate the second term in the left-hand side of (5.15) using estimates (4.17), (4.8)
and (4.25) in the following way:

(P2 TA W, Ax) = ((p2,u,xov |HAxw|2) - (HAXa)v (@2;}.,)(0 oll—1IIo (pr.,xo)Axa))
= C(¢2M,xov |Axa}|2)_cl ((0—2M,x0, |(§02u,x0 oIl-ITo (qu,xo)Axﬁ)F)
> (G = GIADI (g (5.16)
Pu.xp
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where the constants C; are independent of  and xy. Fixing  now to be small enough,
estimating the right-hand side of (5.15) by Holder inequality and using (4.8) and (4.21),
we have

— 2 -2
3, (I V(@ + o) iz, @) TellAdls, o

- 2 2
IV TG (@) < Clolee o (G17)
where the positive constants « and C are independent of xy € R (here we have also
implicitly used [ V(@ + TTo)llz2, @ < CUVllzs, @ + 0lngz, o)
Applying the Gronwall inequality to (5.17) and using estimate (5.7) with / = 1 (for
every fixed ¢), we arrive at

t
- 2 —a(t—s) || 2
V3@ + TvO)lz; (@) + /0 e ”w(s)”Wé;f_,\-o(Q)ds

t
<C /0 S O REs (5.18)
(here we have also used w(0) + IMw(0) = Mu(0) = 0). Moreover, since the constant
C in (5.18) is independent of xo € R, then, multiplying (5.18) by ¢>(x,), integrating
over xo € R and using (2.12), we obtain (exactly as in Section 3) the analogue of
estimate (5.18) not only for the special weights ¢, v,, but also for arbitrary weight ¢ of
exponential growth rate ¢ < u.
In order to deduce a priori estimate (5.5) from (5.18), it only remains to recall that
w = w + v and (due to (5.7) with / = 0)

w(@®)]] Wit = C(IVe(w(r) + v r2) + ||h(l)||L§,(sz))'

Indeed, this estimate together with (5.18) gives the required estimate for the W‘;’z -norm
of w(?); the estimate for the Wé‘z-norm of w is also an immediate corollary of (5.18)
and (5.7) with / = 1. Finally, the required estimate for d,ITw = 9,(w + ITv) can be now
obtained from equation (5.14). Thus, a priori estimate (5.5) is proved.

We also note that, due to our construction, we have

v(?) = (7)) 4+ V. K(7) (5.19)
where K(¢, x) = Kj(x) solves problem (5.8) for every fixed ¢. Thus,
(Id — Md,w(1) = 9,V K1) = Vi Ka,na), (5.20)

and we see that, in contrast to the divergence free component of d,u its potential
component does not belong to Lé(Q) for general external forces /4, but if, in addition,
we have 9,1 € Lé(Q), then (5.20) and Lemma 5.2 show that d,u will be also in Li(Q)
and equation (5.1) can be naturally understood as an equality in L*([0, T, Lé(Q)).
The above observation gives a natural way to construct the required solution w(?)
of (5.1) based on the obtained a priori estimate. Indeed, let us approximate the external
force h € C([0, T7, Lé(Q)) N L([0, T, W;’Z(Q)) by a sequence of smooth (with respect
to ¢ and x) functions /" having the compact support in x; and satisfying (5.2). Having
such /", we construct the associated functions v" € C!([0, T], W>?(2)) by Lemma 5.2.
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Then, the associated equation (5.13) for w"” will be the standard nonstationary
Stokes equation with the external forces d,v(¢) belonging to the unweighted space
C([0, T], W>*(Q)).

It is well-known that, for such external forces the nonstationary Stokes equation
possesses a unique solution w” € W2([0, T, L*(2)) N L*([0, T], W?>%(R)), see e.g. [4]
or [5]. Thus, the approximating sequence of solutions w” is constructed. We also note
that, since w”() belongs to L*(2) and is divergent free, one has

Sw! = 0 and, consequently Sw} = 0. (5.21)

Moreover, since the /4" have compact support in xj, then a priori estimate (5.5) holds
for w” uniformly with respect to n — oco. Passing now to the limit » — oo and using
(5.21) we construct the required solution w(#). Theorem 5.1 is proved. ]

REMARK 5.3. Condition Sw; = 0 is essential for the uniqueness part of Theo-
rem 5.1. As we will see below, for every function ¢(¢) € Cy(R), equation (5.1) possesses
a solution w satisfying Sw(¢) = ¢(¢).

The next corollary gives one more estimate for the solutions of problem (5.1) which
will be used in Section 7 in order to verify the uniqueness theorem for the nonlinear
Navier-Stokes problem.

COROLLARY 5.4. Let the assumptions of Theorem 5.1 hold. Then, the solution w(t)
of problem (5.1) satisfies the following estimate:

t t
2 2
[ 10 gy e = € [ g (5.22)
where ¢ is a weight function of sufficiently small exponential growth rate and the constant
C depends on Cy, but is independent of the concrete choice of h and ¢.

Proof. Indeed, due to Lemma 5.2, it is sufficient to verify estimate (5.22) only
for the solution w(?) of equation (5.14). In order to do so, we multiply this equation
by ¢~ integrate over ¢ € [0, s] and introduce a new dependent variable Z(s) :=
Jo € “~Dw(#) dr. Then, this function satisfies the following equation:

8,7(s) — TIALZ(s) = H(s), divZ(s)=0, Z(0)=0 (5.23)
where H(s) := [y e ) Tv(r) dr — Tu(s).

Arguing now as in the end of the proof of Theorem 5.1 (see (5.15)—(5.18)), we
deduce that the solution Z(s) of equation (5.23) satisfies

N N
fo 120N 0 + IZE)y 22, d < € fo IH @)} g dr. (5.24)
Moreover, due to Lemma 5.2, we have also the estimate

/ IH(OI} g dt < € / M), gy dr < C / IOy gy dr. (5:29)

Combining estimates (5.24) and (5.25) and taking into account the evident relation
w(s) = 0,Z(s) + Z(s), we derive estimate (5.22) for the function w(7). Corollary 5.4 is
proved. ]
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We conclude this section by preparing some technical tools for obtaining the
energy estimates for the nonlinear Navier-Stokes equation in a strip. To this end, we
need to introduce some more functional spaces.

DEFINITION 5.5. Let  be a strip and let W, ([0, T] x ) consists of vector fields
u e LX([0, T], VA(2)) N L}([0, T], H}(S2)) (see Remark 2.4) such that the r-derivative
d;u belongs to Dy, (2) a.e. and satisfies

du e L2([0, T1, 1, () + L ([0, T1, 1y (). (5.26)

We recall that, as usual, the space U+ V' is defined as the space of functions
(functionals) ¢ which can be presented in the form ¢ =u+v where ue U, ve V
with the norm

I¢llg+y == inf{llulv + lvlly; ue U veV, u+v=4¢} (5.27)

Let us consider also an arbitrary weight function 6 of a sufficiently small
exponential growth rate u and a smooth nonnegative function ¢ satisfying the following
assumptions:

|¢' ()] + @(s) < CO(s), se€R, / 6%(s) ds < oo. (5.28)
seR

In order to obtain the weighted energy estimates for the solution u € Wy ([0, 7] x 2)
of the Navier-Stokes equation in Lé(Q) (which contains LIZJ(Q) due to the integrability
assumption on ¢), it would be natural to multiply it by the function ¢>« and integrate
over 2, but, unfortunately, this function is no more divergent free and, consequently,
this way does not allow to exclude the pressure. Instead of that, we will multiply it by
the function ¢?u — v where v(7) := (P4u)(?) is the appropriate corrector which makes
this multiplier divergent free. To this end, the function v(¢) should satisfy

divo(f) = hu(t) 1= 2¢¢'u1 (1) (5.29)

(here we have used that divu = 0). Due to the integrability assumption on ¢, the
function 4 € L*([0, T1, WHIL%(Q)) and, moreover, since Su; = 0, we have Sh = 0 and
(5.2) is satisfied.

Furthermore, it is convenient for us to fix the corrector v(f) ;= (Pgu)(?) as a
solution of the following auxiliary nonstationary Stokes problem in :

9w = Axv — Vag, divo(t) = (o), =0, My|_,=0. (5.30)

v‘asz

This equation, obviously, can be reduced to (5.1) by the time change t — T — ¢. Thus,
Theorem 5.1 and estimate (5.5) hold for this equation as well. The following theorem
Justifies our choice of the corrector Py and gives the main technical tool for the weighted
energy estimates of the Navier-Stokes equations.

THEOREM 5.6. Let Q2 be a strip and let ¢ be a smooth nonnegative function, satisfying
(5.28) for some square integrable weight 6 of sufficiently small exponential growth rate
u. Then

W, ([0, T] x Q) € C([0, T, L3(2)). (5.31)
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Let Py be defined as the solving operator for problem (5.30). Then the following equality
holds:
d
E[1/2(¢2u(t), (1) — (u(0), (Peu)(1)] + (Vaau(1), Vi(¢*u(1)))
= (Bau(1) — A (1), p*u — (Ppu)(1), (5.32)

which means that the function 1/2(¢*u, u) — (u, Pgu) is absolutely continuous as a scalar
function on [0, T] and (5.32) holds almost everywhere.

Proof. Let ue W,([0, T] x Q) be arbitrary and first let ¢ = ¢, ,,. Let us
approximate u by a uniformly bounded sequence u, € W, ([0, 7] x ) of smooth with
respect to ¢ functions such that

u, — win LA([0, T], V3(R)) N L3([0, T] x Q) and

: —-1,2 4/3 (5.33)
ity — O in L*([0, T, H, () + L, ([0, T] x ).

We recall that the initial function u belongs to the spaces involved in (5.33) since
¢ = ¢,.x, 1s exponentially decaying and, consequently, arguing in a standard way,
it is not difficult to show that such approximation exists. Indeed, in order to do
so, it is sufficient to extend the initial function u € W;([0, T x Q) till the function
1€ Wy(R x ) (using e.g., the even extension through =0 and 7= T). The
required approximating sequence u, can be constructed after that using the standard
convolution operator with respect to :

u, (1) == 5;1 / CD(rs;l)it(t —1)dt
TeR

where g, — 0 asn — oo, [, _p ®(t)dr =1 and supp ® C [, 1].

For smooth with respect to ¢ functions u, we can freely integrate by parts with
respect to #and verify (5.33). Indeed, since 8,ITv, + ITA v, = 0 and divu, = div(¢>u, —
v,) = 0, we have

(atun — ITAup, ¢2un - Un) = (at”n — Aty ¢2un - Un)
= at[l/z(d)zun’ ) — (U, v2)] + (Vity, Vx(¢2un)) + (U, 0,vy + Axvy)
= 8t[1/2(¢2un» un) - (una vn)] + (Viuty, Vx(¢2“n))- (534)

Let us now prove embedding (5.31). Indeed, equality (5.34) has the form of %Rn(t) =
0,(1). Consequently, using the standard estimate

T
R/(0)] < C /0 (10,9)] + [Rs))ds, T > 1

for that equation, we deduce

T
IRy()] < C /0 [(Va(@10n(5). Vixtn(s)

Flvallz: o) F 10ua(8) = Asttn(s). $ua(s) = va()]ds (5.35)
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where R,(s) := 1/2(¢%u,(s), uy(5)) — (14,(s), v,(s)). We now recall that, due to Theo-
rem 5.1 and (2.6), we have the following estimate:

IOz @)+ fo Te“'”'||vn(s>||iV;JI @9
<Cu (”“n(’)”i;m) + /OTea’S'||””(S)||2vV;'Z(Q) ds). (5.36)
This estimate shows that
Ru(s) = 1/41tn(5) 1730 — ||vn(s)||i;4(m
> (14— Cllun(5)1 )~ i /O ' oy s (537

Fixing the constant u to be small enough, inserting (5.37) into (5.35) and using (5.36)
again, we get

T T
(0133, = Ci /0 112 s + fo (G1a(s). $n(s) = (sl s, (5.38)

Using now the fact that

[£7([0, T1, V-1 (@)) N L([0, T], Hy ()]
= L2([0, T, H, () + L*3([0, T1, H, ()

(due to (2.17), (4.27), and the general topological fact that [U N VT* = U* + V*, see
[20]), we can estimate the last term in the right-hand side of (5.38) as follows:

T
/ |(atun(s)a ¢2“n(s) - Un(s))| ds = C”atu””Lz([O,T],H;l‘z(ﬂ))-kL“B([O.TJ,'H“”(Q))
0
2
X ¢7u, — Un”LZ([O,T],V;_](Q))ﬁLi_]([O,T]XQ) < Cllunllw,q.11x2)

X ([lunllw, 0. 112 + ||Un||Lz([o,T],W;fl(g)) + ||U11||L;71([0,T]><Q))' (5.39)

The W;Lzl -norm of v, can be easily estimated by (5.36), so we only need to estimate
its Lz,l—norm. To this end, we will use the interpolation inequality (2.39) and again
estimate (5.36). Then, we get

Clivn

4 2 2
” Up ”L;—l ([0, TTxR) S ”Lm([OqT]YLi,I (Q) ” v””Lz([O.T], W;E] Q)

4 4
= Cut (1o, ry 2 + 1050y i) - (540)
Inserting estimates (5.39) and (5.40) into the right-hand side of (5.38), we arrive at

2
||Hn||Loo([0,nL;(m) < Cllunllw,qo.71x2 (lttnllw, 0. 71x2) + ||Mn||Lw([o,T],L;(Q)))
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and, consequently,
letallcqo, 71, 23) = Clltnllw,yqo. 71x2)- (5.41)
Applying now the same scheme for the function u, — u,, instead of u,, we will have
lttn = timll o, 77,122y = Cllttn = thmllwy(10.77x2)- (5.42)

Since u, — u in Wy ([0, T'] x ) then the right-hand side of inequality (5.42) tends
to zero as m, n — oo and, consequently, u, is a Cauchy sequence in C([0, T, L2 5(§2)).
Thus, we have proved that the limit function

u e C([0, T1, L;#_xo(sz)) (5.43)
and

lull oo, 11,22 @) < Cllullw,, . (0.71x2) (5.44)

Yu.xg P1.x0 (

(we recall that we have first considered the case of special weights ¢,, ., defined by (2.4))
where u is small enough, x¢ € R and the constant C is independent of x,.

Taking now the supremum over xy € R from the both parts of (5.44) and using
(2.13), we get

el oo, 17,2202 = Cllullwy o, 71x2) (5.45)

and, consequently, W, ([0, 7] x ) c L>([0, T], L? »(82)).

We now consider the case of general weights satlsfymg (5.28). We first note that
the continuity (5.43) for the special weights together with estimate (5.45) and the fact
that fs 6(s) ds < oo imply in a standard way the continuity of u() in the space L2(£):
see [10] and Proposition 2.16. Thus, (5.31) is verified for general weights as well.

Let us now verify equality (5.32). To this end, it is sufficient to pass to the limit
n — oo in the integrated version of (5.34)

Ru(t) — R,(0) = /Ot(at“n(s) — TTA cuu(s), ¢2un(s) — Uu(5))
— (Vsttn($), Vi(@*un(s))) ds. (5.46)

Indeed, we have proved before that u, — uin C([0, T] L2 (Q)) Since u, are uniformly
bounded with respect to n in the space L>¥([0, T, L (Q)) and 161l 2@y < o0, then, due
to Proposition 2.16, we establish that u, — u in C([O T], L3(R)) and, analogously,
u, — uin L*([0, T], V3(2)). Then, estimate (5.36) and Theorem 5.1 gives that

ve = v in C([0, T, L3-.(Q)) N L([0, T, W, 3(<2)). (5.47)
Thus, R,(f) = Roo(t) := 1/2(¢?u(t), u(t)) — (u(t), v(¢)) and we can pass to the limit in

the left-hand side of (5.46). So, we only need to pass to the limit in the right-hand side
of (5.46). The only nontrivial term there is the following one:

f t 1(0,14(5), > () — V() — (B,u(s), P*u(s) — v(s))|ds — 0 asn — oo.  (5.48)
0
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The passing to the limit in the other terms is straightforward due to the above
established convergences. In order to prove (5.48), we first note that u, are uniformly
bounded in Wy([0, 7T x @) and u, — u in W, ([0, T] x ). Thus, analogously to
Proposition 2.16,

By — dat, in L2([0, T), Hy " 2()) + L¥3([0, T]. (%) (5.49)

(here we have used that [|6%/?|| LR) < C||«9||i/2?R) < 00). Thus, in order to verify the
convergence (5.48), it is sufficient to check that

¢%uy — v, > d*u—v in L*([0, T], V;-.(Q)) N LH([0, T], Hy:2(R)). (5.50)

In order to verify (5.50), we recall that, due to Proposition 2.14 (analogously to (5.40)),
the sequence u, is uniformly bounded in L}([0, 7] x Q) and, consequently, u, — u in
L3,.([0, T] x ) (since [|6"/?[| 13y < 00). Thus, ¢*u, — ¢*uin L3 ([0, T] x Q) and,
consequently,

¢*up — ¢*u in L*([0, T], W,3(2)) N L([0, T, L} () (5.51)

(we cannot write V7, here since div(¢?u,) # 0, but the vector field ¢*u — v is divergent
free, so we will automatically obtain (5.50) if we verify separately the convergence of
¢*u, — ¢*uand v, — v in the space (5.51)).

So, we now need to establish this convergence for v,. We also recall that the
convergence in L*([0, T7, W;L%(Q)) is already obtained in (5.47) and we only need to
verify the convergence

vy = v in Ly ([0, T] x ). (5.52)

To this end, we note that the function %, = 2¢¢’u, in (5.30) is uniformly bounded
in the space LX([0, T], W7 .(2)) U L*=([0, T]. L , .(%)) and, consequently, due to
Theorem 5.1, the sequence v, is uniformly bounded in

L2([0, T]. L ,»(2)) N L*([0. T]. W, 75 .())

and, due to Proposition 2.14, we also have that v, is uniformly bounded in the
space Lg o—2([0, T] x Q). Moreover, due to (5.47) and Proposition 2.14, we have also
the convergence v, — v in L} ([0, T] x ). Therefore, since 672 -6'/2 = §=2 and
ZRE 4®) < 00, this, together with Proposition 2.16, give the convergence v, — v
in Lg,m([o, T] x ). Thus, convergence (5.52) is verified and, consequently, the
convergences (5.50) and (5.48) are also verified. Passing now to the limit n — oo
in (5.46), we finally verify that

1/2(¢u(t), u(?)) — (u(t), v(1)) — 1/2(¢*u(0), u(0)) + (u(0), v(0))
= / (Dpttn(8) — TIA (), @*tn(5) — V() — (Vittn(8), V(@ un(s))) ds  (5.53)
0

which is an integral equivalent of (5.32). Theorem 5.6 is proved. U
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6. Nonlinear NS equations: a priori estimate. The aim of this section is to obtain
a weighted energy estimate for the solutions of the Navier-Stokes equation

oyu+u,Viou=Au—Vyp+g,
u ]agzO, divu =0, (6.1)

u ’t:O = U

in a strip Q. Moreover, this problem is endowed by the natural additional flux
assumption

Sui(f) = ¢ (6.2)

where ¢ is a given constant which plays the role of a “boundary” condition at x; = Fo0.
For simplicity we start our consideration with the case of zero flux

Sui(t) =0 6.3)

and the case of general flux ¢ will be considered at the end of this section. We assume
also that

g€ L}(Ry, L3(Q), uo € HA(Q) (6.4)
and the solution u satisfies
u € Wy([0, TT x ) (6.5)

(see Definition 5.5), and satisfies equation (6.1) in the sense of distributions Dy, (2)
over the divergent free vector fields.

REMARK 6.1. Due to Theorem 5.6, u € L>([0, T}, H;(R2)) N C([0, T], H3(2))
for every square integrable weight function of exponential growth rate, so the
initial condition u| 1—o = to is well-defined. Moreover, since u € L>([0, T, L%(Q)) N
L3([0, T], V}(Q)) then, due to the interpolation inequality of Proposition 2.14
(analogously to (5.40)), we have

u e Ly([0, T], HA(RQ)). (6.6)
Then, due to the Holder inequality, the inertial term (u, V,u) satisfies

”(u’ vx)u”L:”([()j]XQ) =< lul - |Vxul ||L2/3([0,T]><Q)

= C||U||L;‘([0,T]XQ)||Vx”||L§([0,T]XQ) (6.7)
and, consequently, (u, V,u) € Li/ 3([0, T] x 2). Theorem 4.4 now implies that
M, Voul € L,([0, T), 1, () (6.8)

(where IT is the projector on the divergent free vector fields introduced in Section 4).
Thus, applying this projector to equation (6.1), we obtain

ou = IAwu — I[(u, Vy)u] + g (6.9)
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which shows that, indeed, the derivative d,u should belong to the space:
du e L3([0, T), H;, () + L ([0, T), 1y () (6.10)

(see Proposition 4.11 for the term ITA  u). This shows that the definition of a solution
u in the form (6.5) is not contradictive and equation (6.1) can be understood as
equality (6.9) in the space (6.10). We also note that zero flux assumption (6.3) is now
incorporated into the definition of the space W, ([0, 7] x 2).

We now introduce a special family of polynomial weight functions 6,(s) = 6; y,(s)
by the following expression:

By (8) = (1 + &2|s — x0/)™'2, £ >0, 5,x €R. (6.11)

Obviously these functions are weight functions of exponential growth rate u, for every
wu > 0 with the constant Cy, depending on w, but independent of xp € Q and ¢ € [0, 1].
This means that all of the weighted estimates formulated in previous sections will hold
for weights (6.11) with the constants independent of ¢ — 0 which is crucial for our
method. Moreover, these weights also satisfy the following improved version of (5.28):

19 o (O] < €ldexo (D, [1ell 2wy < 00 (6.12)

Thus, Theorem 5.6 holds for these weights as well. The next proposition gives basic a
priori estimate for the solutions of (6.1).

PROPOSITION 6.2. Let the above assumptions hold and let u € Wy ([0, T] x 2) be a
solution of the Navier-Stokes problem (6.1). Then, the following estimate holds:

T
—a|t—s| 2 _ , —a|t—s| 2
sup {e O |+ (€1 = Coelllino s, 00) % /0 &S0,
2 ! 2
—at —a|t—s|

< Gy ||u(0)||L§S(Q) + C3/(; e @ ”g(s)”Lﬁg(Q) ds (6.13)
where the positive constants a and C;, i = 1,2, 3 are independent of u, uy, g, ¢ > 0, T
and xo (we recall that we write for brevity 0. instead of 6; x,).

Proof. Indeed, let u be a solution of (6.9) belonging to the above class. Then, due
to Theorem 5.6, we have the following identity:

d
E[I/Z(Og2 u(t), (1)) — (u(t), v(O)] + (Vu(t), Vo(67u(0))
= —(02u() — v(2), (u(r), Vyu(r) — g(1)) (6.14)

where v := Py u solves the auxiliary problem (5.30). Using (6.12) and the inequality
lullz2 @) = IVxull2 (), we transform (6.14) as follows:

d
SR+ @R + 1720113 ) = OFu(0), w(0), V(D))

+10(0), W), VuO)] + CIgDIT; ) + CllVl: g = Hilt)  (6:15)
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where R,(7) := 1/2|u(1)|]?
(6.15), we infer

2@ — (u(?), v(1)). Applying now the Gronwall inequality to

t
R.(1) + / —ali— S>||u(s)||W1 () ds < Ce ™R, (0)+ C /0 e I H, (s)ds. (6.16)

We now need to estimate the auxiliary function v(z). To this end, we note that, due to
(6.11), the function £,(f) := 26,0, u(t) satisfies

”hu(t)” W[[éjrz(ﬂ) < Ce ”u(t)” W;f(Q) (617)

where the constant C is independent of ¢ — 0. Applying now Theorem 5.1 to the
auxiliary equation (5.30), we deduce the following estimates:

O, gy = DI, g + CE* /O )R 5
(6.18)

T T
el 2 e alt=s|
/ IOy gy ds = € [ 412
where o > 0 is small enough and the constants C and « are independent of ¢ — 0.
Inserting these estimates into (6.16) and arguing analogously to (5.38), we get

t
)12, g + / U3 s = Ce N g

T T
+ e /0 &N u($) 12, s + /0 U H(s)ds. (6.19)

This estimate, in turn, implies in a standard way that, for sufficiently small & > 0,

T
—a|t—s]| 2 / —alt S|
sup {e =S u(n)|) }-i— C / llus)|12 ds
5€[0,7] L@ 0 Wa'(@

T
< Ce*"‘tH“‘)”igf(Q) + C/(; e*altfs\ ”g(S)HZLgs(Q) ds
T
+C f e~ =1|(02u(s), (us), Vyuls))| ds
0
T
+C / e (u(s), (u(s), Vou(s)) ds =L, + I, + L + L. (6.20)
0

Indeed, in order to obtain the estimate for the first term in the left-hand side of (6.20),
it is sufficient to multiply (6.19) by e #11—"l where B < «, take the supremum over
t € [0, T] and use Proposition 2.5. Analogously, in order to obtain the estimate for the
second term, we only need to integrate over ¢ € [0, T] instead of taking the supremum
(rigorously speaking, we obtain (6.20) for some new exponent 8 which is less than «
(say, 8 = «/2), but, in order to simplify the notations, we denote this new exponent by
a as well.

Thus, in order to finish the proof of Proposition 6.2, we only need to estimate the
integrals /; and I in the right-hand side of (6.20). To this end, we note that, integrating

https://doi.org/10.1017/50017089507003849 Published online by Cambridge University Press


https://doi.org/10.1017/S0017089507003849

564 SERGEY ZELIK
by parts in the term (62u, (u, V,)u) and using divu = 0 and inequality (6.12), we have

|(62u, (u, Viu)| = 1(20:6.u, [ul*)| < Ce([8:1|ul, lul*)

2 2
< Cuellull gz @)l (o) = Callulz @ lull 0

@ (62D

where the constant C, is independent of ¢ (here we have implicitly used also the
embedding W;E’z(SZ) C ng(SZ) where the embedding constant is independent of &; see
Proposition 2.10).

Inserting this estimate into the expression for I}, we arrive at

T
—alt-s| 2
I < C38”u”L°@([O,T],L§S(Q))/(; e ”“(S)”ng(g) ds. (6.22)

Let us now estimate the integral /,. To this end we will use the following embedding
estimate of Proposition 2.10:

ol L@ = Clvlpe: g

where again the constant C is independent of ¢. Thus, we can estimate the term 7, as
follows:

T
L=C e " u(s)ll 12 @IVl 2 @llv)ly2e ) ds
0 e ve (012

T
< C“u(s)”LOO([O,T],LgF(Q))/0 e~ (5””(1)”%,2(9) +e7 @700 2(9)> ds.
' -
(6.23)

Using now (6.18), we finally arrive at

T
—a|t—: 2

12 = C38||u||L°C([O$T].LgS(Q)) /0 e el ”u(S)”W(JSZ(Q) ds. (624)

Inserting estimates (6.22) and (6.24) into the right-hand side of (6.20), we obtain (6.13)

and finish the proof of Proposition 6.2. 0

In order to deduce the existence of a solution u € W;([0, T'] x ) of problem (6.1)
from a priori estimate (6.13), we need the following simple proposition.

PROPOSITION 6.3. Let w € Li(Q) and let the weight 0, = 6. , be the weight function
defined by (6.11). Then, the following estimate holds:

lwllzz @ < Ce™llwll g (6.25)

where the constant C is independent of ¢ — 0 and x¢ € R.

Proof. Indeed, according to (2.11), we have

Il = € [

se

= CllwliZyge™ [ew(l + s~ ds = Cre ! il g

R95(5)2||w||i2(9lv) ds < C||w||i%(ﬂ)f R(1 +&%|s — xo/) " ds
s€

and Proposition 6.3 is proved. U
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Proposition 6.3 allows us to simplify basic a priori estimate (6.13) as follows.

COROLLARY 6.4. Let the assumptions of Proposition 6.2 hold and let u € Wy ([0, T x
Q) be a solution of (6.1). Then, the following estimate holds:

2 2
el oo, 71,22, 2 (Cl B CZS”””L”([Oﬂli@”) 1l 200,79, w22
-1 2 2

where the positive constants a and C;, i = 1, 2, 3 are independent of u, uy, g, ¢ > 0, T
and xy (we recall that we write for brevity 0, instead of 0 x,).

Indeed, in order to deduce (6.26) from (6.13), it is sufficient to use (6.25), take the
supremum over ¢ € [0, 77 and use (2.13).

We are now ready to prove the existence of a bounded solution of the Navier-Stokes
problem (6.1).

THEOREM 6.5. Let the above assumptions hold. Then problem (6.1) possesses at least
one solution u € Wy([0, T] x Q) which satisfies the following estimate:

2 2
el Lo 11, 3@ L300, 11 W) 202 = C(l +lluolzq) + lig ”L,%([o.ﬂxsn) (6.27)

where the constant C is independent of T, g and uy.

Proof. The idea of the proof is based on the following observation: let

12
Kung = (1 0], + 1812200 1) - (6.28)

Then, a priori estimate (6.26) gives the following conditional result: let the solution u
a priori satisfy

Ci
el Lo, 7,2, (2 = Yo (6.29)
Then, we necessarily have
12 —
”u“LOO([O,ﬂ,LgS(Q)) + Cl/2||u”Li([0,T],W9]E‘2(Q)) = C3/ 3 1/2Kuo,g- (6.30)
Let us now fix ¢ <« 1 in such way that
C
12 —1/2 1
C3 & / Kg.uo < E (631)
or, which is the same,
&~ [Kiy ol . (6.32)

In this case estimates (6.29) and (6.30) allow us to deduce estimate of the form (6.27)
using the standard continuation by parameter arguments. Indeed, let «°, s € [0, 1] be a
continuous curve of solutions of (6.1) such that

Kipo < Ky (6.33)
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and estimate (6.30) is satisfied for s = 0. Then it is satisfied for s = 1 as well, since, due
to (6.31), we cannot achieve the bound (6.29) before crossing the bound (6.30) and,
consequently, the continuity arguments show that (6.30) holds for every s € [0, 1].

Let us now proceed in more rigorous way. To this end, we first prove estimate
(6.27) for the square integrable case:

up € HX(Q), g e L¥(0, T], L*(Q)). (6.34)

It is well-known that, in this case, the Navier-Stokes problem has a unique square
integrable solution u:

u e C([0, T], L*()) N L*([0, T], Wh2(Q)). (6.35)

Moreover, this solution depends continuously (in the metric of (6.35)) on the initial
data uy and external forces g; see e.g. [4], [5], [24].

Thus, the solutions «*, s € [0, 1], associated with the initial data u, := sug, g’ := sg,
generate a continuous curve in the space (6.35) and, evidently, (6.30) is satisfied for
u® = 0. Therefore, due to the above continuity arguments, we have estimate (6.30) for
s = 1 as well. Taking into account (6.32), we can rewrite it in the following way:

O, x e, xq

2
Il o2z, @pnzqo. w2, @) = ClKuel (6.36)
where the constant C is independent of xy € R. Using now the obvious estimate

V|| 2 < Csu V|| .2 , 1=0,1
I ”Wb ©@ = xOGEE I ”Wﬁs,xo(m

where C is independent of ¢ <« 1, we deduce the required estimate (6.27).

Thus, the assertion of the theorem is verified in the square integrable case (6.34).
Let us now consider the general case of #, and g satisfying only assumption (6.4). To
this end, we approximate the data uo and g by a sequence of square integrable ones 1
and g” satisfying (6.34). Moreover, we assume that

lugllre) + 18" 1 2q0.71x ) = € (6.37)
where C is independent of # and that

Uy — up in L?o(,(ﬁ), g — g in L2 ([0, T] x Q). (6.38)

loc

Then, due to already proven part of estimate (6.27), the associated solution u” of the
Navier-Stokes equation (belonging to the class (6.35)) satisfies

||Un||Loo([0,T],Lﬁ(Q)) + ||”n||Lg([0,7],W};~2(g)) + ||”n||L‘h‘([o,T]XQ) <G (6.39)
where C; is also independent of n. Moreover, from equation (6.9), we infer also that

10241 20117 2@ 0. 11 @ = € (6.40)

Thus, passing to the subsequence if necessary, we can assume without loss of generality
that the sequence u” converges weakly to some u € W, ([0, 7] x 2) in the local topology,
i.e., for every square integrable weight ¢ satisfying (5.28), we have

u" — u weakly in Wy ([0, T x Q). (6.41)

https://doi.org/10.1017/50017089507003849 Published online by Cambridge University Press


https://doi.org/10.1017/S0017089507003849

THE 2D NAVIER-STOKES EQUATION IN A STRIP 567

Moreover, due to the embedding W, ([0, 7] x ) C C([0, T7, L;(sz)) (which is actually
proved in Theorem 5.6), the limit function u satisfies the initial condition u(0) = uy.

Thus, we only need to verify that the constructed function u satisfies equation (6.1)
(or which is the same, equation (6.9)) in the sense of distributions, i.c., we need to verify
that, for every w € C§°((0, T) x ) with divw = 0, we have

—(u, d,w) = (u, Ayw) — ((u, Vyou, w) + (g, w). (6.42)
Indeed, since u” solves the Navier-Stokes equations, we have
—W", 0w) = (", Ayw) — (W', Vou'', w) + (g", w). (6.43)

Moreover, passing to the limit # — oo in all linear terms of (6.43) is evident and we
only need to pass to the limit in the inertial term (¢, V. )u". To this end, it is sufficient
to verify that

u" — u strongly in the space L,ZOC([O, T] x Q). (6.44)

Indeed, since V,u" — Vu weakly in L ([0, T] x Q), then (6.44) implies the weak

loc iy
convergence (1", Vio)u" — (u, Vy)u in L}OC([O, T] x Q).

In order to prove (6.44), we note that HZ/ 3(Q) C H;l‘z (2) and, consequently, for

every square integrable weight function ¢, we have
o' — du weakly in L¥7([0, T], H,)*(%)). (6.45)
Furthermore, due to (6.41), we have also
' — u weakly in L*([0, T, V;()). (6.46)
Since we have the standard embeddings
V3(Q) CC H(Q) € H,, A(Q)

and the first embedding is compact, then, due to the compactness theorem (see e.g. [23]),
we have the strong convergence «" — u in L*([0, T], Héz(Q)). Thus, the convergence

(6.44) is proved and Theorem 6.5 is also proved. ]

We now return to the general case of nonzero flux ¢ # 0 in (6.2). Then the Navier-
Stokes equation (6.1) with g = 0 possesses the classical Poiseuille solution

ve(x) := (%c(l -x3), 0) ) (6.47)

Obviously, if (6.2) is satisfied, then the difference u — v, has zero flux and, consequently,
it is natural to define a weak solution of (6.1) as a function u € v. + Wp([0, 7] x )
which satisfies (6.1) in the sense of distributions over the divergent free vector fields.
Moreover, the assumption on uy should be also naturally replaced by

Uy € Ve + Hg(Q).

The next theorem is an analogue of Theorem 6.5 for the case of nonzero flux.
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THEOREM 6.6. Let the above assumptions hold. Then, for every ¢ € R, uy € v, +
'Hg(Q) and g € Li([O, T] x ), the Navier-Stokes problem (6.1), (6.2) possesses at least
one weak solution u € v, + W, ([0, T] x Q) which satisfies the following estimate:

3 2 >
el < g0, 1y 2@ 2200, 71, W2 = € (1 ¢+ lluollyzg) + lig ”Lz([o,nxm) (6.48)

where the constant C is independent of T, uy, g and c.

Proof. We want to reduce the general case to the particular case of zero flux
considered above. The most natural way to do so is to make the variable change
u = u — v. where the v, is the Poiseuille flow, but this scheme does not work, since the
Poiseuille flow can be unstable. Instead of this, we construct below some special solution
of the stationary Navier-Stokes problem (6.1), (6.2) of the form V.(x) := (V.(x»), 0),
V.(£1) = 0 (with the appropriate nonzero external force g.) and introduce a new
unknown % := u — V.. Then, this function belongs to W,([0, 7] x 2) and solves

0t + (U, Vi)t = Ayt + Lyt — Vip + g — g,
divie =0, ﬁ|BQ =0, Su; =0, (6.49)

uj,_o =uo =up — V..

which differs from (6.1) by the presence of the additional linear operator Ly,
Lyw:= Ve, Vow + (w, V) V. (6.50)

The next Lemma specifies the choice of the special function V..

LEMMA 6.7. Let ¢ € R be arbitrary. Then there exist a vector field V.(x) =
(Ve(x2), 0), V(1) = 0 such that

(Ly,w, w) < 1/2[wll}q) Yw € Wy*(R) (6.51)
and
IVelleqeray < «lely 1V lzg—11) < & (Icl¥* + |l), (6.52)
where the constant « is independent of c and g. = — V.

Proof. We seek the required function V.(x;) in the following form:

A ze[-1+8,1-3]
V)= 42" \(1-2), ze[l-8,1], (6.53)
A\ (142), ze[-1,—144]

where § <« 1 is small positive constant and A is close to ¢. Obviously, in order to satisfy
the flux condition, we need

1
2 = / Vi(2)dz = M2 — 28) + A8 = 20 — A6. (6.54)
-1

So, we now need to fix § in such a way that (6.51) will be satisfied. Indeed, let w €
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[Wy ()] Then, direct calculation gives

(Ly,w, w) = (w2dy, Ve, w1) = (V,, wawy)
—1+6 1
< 25! / (/ w(xr, )| doxs + f |w(x1,xz>|2dxz) dx1. (6.55)
X]ER —

1 1-6

We now recall that w(x;, £1) = 0 and, consequently,

—1+6 1
/ w(xr, x2) dxy < 8 / o w(xr, x) dxs
—1 -1

and the analogous estimate holds near x, = 1. Thus,

(Lyw, w) < 2281 wllf 1o, (6.56)

and we only need to satisfy the following conditions:
2e=21—A8, 0<8<1, 228 <1/2. (6.57)

These inequalities will be satisfied if we take, e.g., § := min{1, 1/(4|A])} (and A is
uniquely defined by ¢ from the first equation of (6.57). It is also not difficult to
verify that the function ¥V, thus defined also satisfies inequalities (6.52). Lemma 6.7
is proved. ]

We are now ready to finish the proof of Theorem 6.6. This proof repeats, with
minor changes, the proof of Theorem 6.5 for the case of zero flux. The only difference
is that we now have the additional linear term Ly, # in equation (6.49) which is not
essential due to estimate (6.51).

Indeed, proving the analogue of basic a priori estimate (6.13), we will only have
the additional terms

(Ly, i, 070) — (Ly,it, v) — (V. 3y, (021 — v)) (6.58)

in the right-hand side of (6.15). The first term of (6.58) can be estimated using
Lemma 6.7 as follows:

(Ly,t, 02) = (Ly,(0:11), 0:11) — (Ve, 0.6, |l

< 1/21V0:)l|72(q) — K cellull 7

o (6.59)

where the constant « is independent of i, ¢ and ¢.

In order to estimate the second additional term of (6.58) we split it into a sum of
two terms ((V,, Vy)u, v) and ((z, V)V, v). The first of them can be easily estimated by
(6.52) and Holder inequality as

((Ver Vi, )| < el gVl (@)
and the second one can be estimated exactly as in (6.55), as follows:
(@ V) Ve, )] < Kl 102 oy
Thus, the second additional term is estimated as follows:
(L) < k(e + DIyl g (6.60)

where the constant « is independent of ¢, ¢, u and v.
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Finally, the third additional term of (6.58) can be estimates using (6.52) and Holder
inequality:

(Ve 05, (620 = )| < GsllVIIT: () +8 (nanzW;,z(Q) + vl (9))
¢ € [0e1~

< k(¢ + e +6 (uanzw.z(m + ol I(Q)> (6.61)
€ [6e]~

where § > 0 is arbitrary and the constant x5 depends on &, but is independent of ¢, ¢,
uand v.
Estimates (6.59)—(6.61) show that, under the additional assumption

ce <k (6.62)

where x > 0 is a sufficiently small number independent of ¢ and ¢ (we recall that, due
to (6.18), v ~ eu), we can repeat word by word the proof of (6.13) and obtain the
following analogue of (6.26):

—n2 - =12
1 e g0, 71,22, o F (Cl - C28||“||L°°<[0ﬂli<9>>> 102 00,79, w2

where the positive constants & and C;, i = 1, 2, 3 are independent of u, uy, g, ¢ — 0,
T, ¢ and Xxy.

Furthermore, arguing exactly as in the proof of estimate (6.27), we deduce a priori
estimate (6.48) (see (6.28)—(6.32)). The existence of a solution can then be verified
exactly as in the case of zero flux ¢. Theorem 6.6 is proved. Il

REMARK 6.8. Arguing analogously, it is not difficult to verify the existence of a
solution of more general Navier-Stokes problem with the nonautonomous flux

Su () = (1) (6.64)

where ¢ € C'([0, T]) is an arbitrary given function. Moreover, the assumption on the
external force g can be relaxed to

g € L([0, T], H; (). (6.65)

Furthermore, the weighted theory developed in this section allows to consider not only
bounded with respect to x; — oo solutions, but also slowly growing solutions of the
NS equation (growing not faster than |x;|'/?>~%, § > 0 is arbitrary). We however will
not use these facts in the sequel and, for this reason, do not give their rigorous proofs
here.

7. Nonlinear NS equations: uniqueness and regularity. In this section, we verify
that the solution of the Navier-Stokes equations constructed in the previous section
is unique and prove some smoothness of these solutions. We start with the following
theorem which gives the Lipschitz continuity of weak energy solution of the N-S
equations with respect to the initial data.
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THEOREM 7.1. Let the assumptions of Theorem 6.6 hold. Then there exists positive ju
such that, for every two solutions uy, uy € v, +Wy([0, T] x Q) and every weight function
¢ of sufficiently small exponential growth rate € (¢ < ), the following estimate holds:

llu1 (2) — Uz(f)”L;(Q) < CeX'luy (0) — u2(0)||L§,(Q), (7.1)

where the constants K and C depend on the Li-norms of u1(0) and uy(0), g and constant
Cy, but are independent of the concrete choice of uy, u; and ¢.

In particular, the weak energy solution of the Navier-Stokes is unique. Moreover, the
analogous estimate holds for the spaces Li s aS well.

Proof. We first note that it is sufficient to verify (7.1) for ¢ < 1 (for other ¢ it can
then be obtained by iteration) and the weights ¢, ,(s) only.
We introduce also a family of cut-off functions ¥,(s) € [0, 1], s € R such that

Y =1, sely,y+1],
suppy, € (v — 1,y + 2), (7.2)
|Dfry(s)] < .

Let now uy, up € v. + W, ([0, T] x 2) be two solutions of the Navier-Stokes problem
(6.1)and let v := uy — u; € W,([0, T] x ). Then, this function satisfies

ov + I[(v, Vy)v] + O[(uy, Vy)v] + I[(v, Vi)u;] = A, dive = 0, U‘asz =0. (7.3)

Let us now fix an arbitrary 7 € (0, 7], y € R and construct the corrector function
vy (7) = vfm(t) as the solution of the following analogue of (5.30):

—d:vy = Axvy — Viq, divoy(t) = 29, ¥70(7),

(7.4)
va|t:1 = 0, v,/,|m =0.

Then, applying Theorem 5.6 and (5.32) to equation (7.3), we have
t
12053000, 00) + [ (V2000 V(3000

= 1/2(y;v(0), v(0)) — ((0), v¢(0))—/0((u1(f), V() + (v(z), Va)u(r)
+ (), Voui (1), Yy 0(e) — vy (1)) dT (7.5)

(here we have implicitly used that ITvy(¢f) = 0). We now recall that the function
Iy, (1) == 29, ¥ v(7) has the finite support with respect to x; (belonging to (y — 1,
y + 2)). Consequently,

”hv,VJ(T)”WLEI(Q) = C”U(T)”W;ﬁy(gz)s = 07 1 (76)

where the constant C is independent of 0 < ¢ <1 and y € R. Moreover, since v €
W5 ([0, T] x ) the function 5,y also satisfies assumption (5.2). Thus, due to Theo-
rem 5.1, we have the following estimates:

t t
/0 ||v¢(r)||2W:,_zl @dt=C /O 0@ o) 47 (1.7)
£,y
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and
t
20O 1 g = CIOE, g+ € | 1 o (7.8)

(where ¢ < u > 0 is small enough and the constant C is independent of y € R).
Furthermore, due to Corollary 5.4, we also have

t t
/0 oy (OlI72 (g dT < C fo DIz (@ 97 (7.9)

Combining now estimates (7.9) and (7.7) and using the proper interpolation inequality,
we deduce

t
2 2
fo oy (D12 (g, + 10y (D2~ @ d7
be.y vey

I3 !
<G [ IR, g de+d [ O g dr (7.10)
0 €.y 0 ve,y

where the constant § > 0 is arbitrary and the constant Cj is independent of y € R.

We are now ready to estimate the integral in the right-hand side of (7.5). We start
with the terms containing the function v, (7). Indeed, since u € Wy ([0, 7] x ) then,
due to Theorem 5.6 and estimate (5.45), |Ju;(?)]| @ = C and, consequently,

2 2
(1, Vi)v, vy)l < Cllunll 2 Vsvllzz (Q)||U¢||sz_(s2) = 8lvlle o) F Ca||vw||in}(Q)

(7.11)

which together with (7.10) gives

| 1@ 9000 vy @1 < G [, g7 +5 [ IO o
(1.12)

where § > 0 is arbitrary. Recalling now that v = u; — u; and arguing analogously, we
obtain also that

[ 1@, Tou. vpondr = G [ 1 gydr+0 [ 100, g dr
(7.13)

Moreover, integrating by parts, we have

(v, Vur, vy)l < (farl, [Vl - fvg ) + (s vl - [Vivg ).

The first term in the right-hand side of this inequality can be estimated exactly as
(7.11)—(7.12), so we only need to estimate the second one. Indeed, due to Proposi-
tion 2.14 and Holder inequality,

(], ol - [Vavg]) < Cllunll e llvlize, @I Vavpllzs | @)
Pe.y

4
Ve,

12
< (i <||U ”Lf)s_y(ﬂ) [lv]] Wi () llvy |l Wvl’;ll-(g) lvy |l W;ZJI(Q)>

£, e,

< Gllvlg, @+ 5(”””%&,@ Flvpllne g + vy l5en (m).
’ bey Gey
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Using now estimate (7.7), we infer

1@ 9 uw vyl < G [0, g+ [ IO o 7
(7.14)

where the constant § > 0 can be arbitrary. Thus, the terms under the integral in
the right-hand side of (7.5) which contain the function vy are estimated. Let us
now estimate the terms containing wyzv. Indeed, using the interpolation inequality
of Proposition 2.14 and the fact that v, has a finite support, we get

|((v, Vui, l/ffv)| < Cl|Viuy ||L3)w(sz)||1/fyv||i4(9)
< /3||1ﬁyv||2W|.z(Q) + Cgllu ||%/V;§),(sz)||%’v||iz(9) (7.15)

where the positive constant § can be arbitrarily small and the constant Cg is
independent of y € R.
Moreover, integrating by parts and again using Proposition 2.14, we also deduce

[, Vv, yv)| = 200l - % 199D < Clunll oy vl @)

2

<3 Csllvllz
< 8lvliyz @ + GlIVIL, @

which gives

[ 1@, Zoun vy dr <6 [0l g de+ G [ 1 o
(7.16)

where § > 0 can be arbitrarily small. Recalling now that v = u; — u; and arguing
analogously, we prove that

t I3 t
/0 |((v(2), Vou(r), yiu(r)) | dT < 8 [0 [0(),12 ) 47 + Cs /0 0@ (o dr.
(7.17)
Thus, all of the integral terms in equality (7.5) are estimated. So, we only need to

estimate two remaining terms. Indeed, due to estimate (7.8) and Holder inequality, we
have

|(0(0), vy (NI = Gsllv(O)I7, (@) + 8Ny ONIZ:
Yoy
t
2 2
< GO o+ [ IO o dr (718)

where § > 0 is again arbitrary.
Finally, it is not difficult to prove, integrating by parts, that

(Vev, Vi(v0)) = 172 (||wyvxv||iz(9) + ||vx(x/fyv)||iz(m) = Clvlg @ (719)
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Inserting estimates (6.10) and (7.12)—(7.19) to equality (7.5) and fixing the arbitrary
positive constant 8 (involved in (7.15)) to be small enough, we deduce that

t t
1,0 (D117 2 + / 19, V()75 dT < C / IV @Iz (@190 4T
0 0 oy

t t
+3 /0 [W(,12 g 47 + C fo IO (o d7+ GIVOIE: (g
(7.20)

where the positive constant § can be arbitrarily small and the constants C and C; are
independent of y € R (it is very important that the constant C in (7.20) is independent
also of §). In order to transform (7.20), we need the following standard version of the
Gronwall inequality.

LEMMA 7.2. Let the function Z € C([0, 1]) satisfy the following integral inequality:
t

Z(t) < / H(t)Z(r)+ P(r)dt+ K, te][0,1] (7.21)
0

for some integrable functions H, P € L'([0, 1]) such that H(f) > 0 and some constant K.
Then, the following estimate holds:

Z(1) < CIK| + C/t \P(0)| dt, tel0,1] (7.22)
0

where the constant C depends only on || H|| 1o 17)-

Proof. Indeed, let W(f) := fOI(H(‘E)Z(‘L')-i-P(T))dT. Then, due to (7.21), this
function satisfies the following differential inequality:

W'ty < HOW () + KH(t) + P(1), € [0,1].

Integrating this inequality and using W (0) = 0, we get
t
W) < / el T (P(s) + KH(5)) ds
0

t
< el g (/ |P(7)|dt + |K]| - ||H||L'([0,1])> .
0
Inserting this estimate in the right-hand side of (7.21), we deduce (7.22) and finish the
proof of the lemma. O

‘We are now able to finish the proof of the theorem. To this end, we apply Lemma 7.2

to inequality (7.20) with Z(¢) := ”Wyv(t)”iZ(Q)' Then, using the fact that the integrals

fol ||u1(r)||2W 12 o) dt are uniformly (with respect to y € R) bounded (since u; € v, +
W, ([0, T] x £2)), we have
I3
100 + /0 Vool gy 4 = G VOV, g

t t
48 [ WOy gy dr+ G [ 1 @ 10,1 (.23
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where the constant § > 0 can be arbitrarily small and Cj is independent of y € R.
Recalling now that v, > 0 and equals 1 identically if s € [y, y + 1], we transform (7.23)
as follows:

t
me@mﬁ+£IWwﬁmﬂmMerW@M%ﬂm
t t
+6f (12,12 (Q)dr+csf @I g dr. 1€[0.1]. (7.24)
0 Ye,y 0 Ye,y

Multiplying this inequality by ¢, -(y) with y < ¢, integrating over y € R and using
(2.12) with ¢ = 1, we deduce that

!
O @+ [ IO 7 = GO, g

t t
2 2
48 [ W g7+ Cs [ I gy dr. reD01)

where § > 0 is still arbitrary and C; is independent of z € R. Fixing § to be small
enough (say, § = 1/2), we finally arrive at

t
O o+ [ 10O g, dr
ey.z 0 oy.z
t
< IOl 0+ C [ 11 g dr, reD0.1)

Applying now the Gronwall’s inequality to this relation, we obtain

t
|womgwmy+ﬂ|wun@%amdrscmwmﬁaﬁm,zem,u (7.25)

Estimate (7.1) is an immediate corollary of (7.25) and (2.12). Theorem 7.1
is proved. O

REMARK 7.3. In the proof of Theorem 7.1, it seemed natural to multiply equation
(7.3) by gof,yv(t) — vy, ,(?) where ¢, is defined by (2.4) (instead of using the cut-off
functions ,). However, this scheme works only if the estimate

t t
AH%mﬁM%wdf=As%W%mhwamMTSG (7.26)
ye ’

is a priori known, but we have only that Vu; € L}([0, T, L(2)). This means

t
swfnwmmm%msq; (7.27)
yeR JO

see Remark 2.4. It is worth emphasizing that (7.27) is weaker than (7.26) and, in
fact, we do not know how to control the integral (7.26) of a weak solution u(¢). In
order to overcome this difficulty, we use (in the proof of Theorem 7.1) the localization
technique based on the cut-off functions ,. This technique allows us to prove the
uniqueness using the weaker inequality (7.27) which follows from the assumption
uy € ve + Wy ([0, 77 x Q).
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Our next task is to verify that the weak solution u(#) of the Navier-Stokes problem
(6.1) becomes more regular for ¢ > 0. To be more precise, the following smoothing
property holds.

THEOREM 7.4. Let the assumptions of Theorem 6.6 be satisfied and let u € v, +
Wy ([0, T x 2) be a weak solution of (6.1) constructed in that theorem. Then,

'2u(ty e L*([0, T, W, () N LE([0, T1, W} () (7.28)

and the following estimate holds.

t
@512, + [0 @)z, 47 < Q(lluoll 2 + gl 2q0.11xe) 1 € [0, 1]
(7.29)

where the monotonic function Q is independent of y € R.

Proof. We give below only the formal derivation of estimate (7.29) which can
be easily justified using the approximations of a solution u by the square integrable
solutions as in the proof of Theorem 6.5 (we recall that the uniqueness theorem is
already proven and, consequently, every solution can be obtained by this procedure).
Moreover, for simplicity, we restrict ourselves to the case of zero flux Su; = 0 only.
The general case Su; = ¢ can be easily reduced to that one by introducing the new
dependent variable v(7) := u(t) — v, where v. = v.(x3) is a classical Poiseuille flow (see
(6.47) and the proof of Theorem 6.6).

Now let y € Rbe arbitrary and the cut-off functions ¥, satisfy (7.2). Let us multiply
equation (6.9) by

10, (V7 0w, 1) + 9505, u) = 197 Aut + 20,3, 0, u (7.30)
and integrate over [0, T] x €. Then we have
T
Tl V(T g + 2 / H(TA (1), w2 Au(0) di
0

T

T
= /0 19y V(D)7 dt — 4 /0 HTTA cu, Yy, 0, u) dt
T T
+2 / (T0(u, Voul, Y7 Acu) di + 4 / ((T1[(u, V)ul, Yy dy, 1) dt
0 0

T
-2 / 1(TIg. ¥y A + 2405, u0) dt. (7.31)
0

In order to estimate different terms in equality (7.31), we need the following lemma
which gives the analogue of (4.17) and (4.25) for the cut-off functions .

LEMMA 7.5. There exists a sufficiently small ¢ > 0 such that, for every u € Vp(2) N
HZZJ’Q(Q) and every y € R the following estimate holds:

1Vyullya9) < ClV AW T2 g) + 8l 20 o) + Collul: (g (7.32)
where § > 0 can be arbitrary, the constants C and Cy are independent of y and u and, in

addition, the constant C is independent also of §.
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Moreover, for every u € [L%(SZ)]Z, the following estimate holds:

Iy o =TT o Y )ull iz o) < Cllullzz, @) (7.33)
Ve,y

where the constant C is also independent of 'y and u.

Proof. Indeed, let i := ITAu. Then, the function u solves the following Stokes
problem:

Awi+Vig=h, divu=0, u|,,=0. (7.34)

Introducing the stream function ® associated with the divergent free vector field u (see
(4.3) and (4.4)), we rewrite this equation as follows:

ALD =3,y — 0y by, @, = Vi®|,, =0 (7.35)
which, in turns, implies that
ALYy ®) = 8y, (Yyh1) — B, (Yyho) + Yy + T(®, Y1) (7.36)

where the operator T contains the derivatives of ® of order at most 3 and, consequently,
satisfies

Il < Cl®ly22 o) (7.37)
Moreover, according to Propositions 3.3 and 4.11, we have
”cD”WV%é‘ZV(Q) = C”HAxu”H;;vyz(Q) <( ||u||H;,el",(Q)- (7.38)
Using now Proposition 3.3 once more, we deduce from (7.36)—(7.38) that
1Yy @l w2 < C(”WyHAx””LéH(Q) + llully, @) + Clv hallw-12)- (7.39)

So, we need only estimate the W~"?-norm of ¥, = ¢/ (TIA u),. Indeed, let ¢ €

Wol’z(Q) be arbitrary and let ¢ € H'?(£2) be computed via

o 0
()

Then, according to Theorem 4.4, we have

18152 (o) < Clidllwrzga- (7.40)
On the other hand, integrating by parts, we arrive at
(W (A, ¢) = (A, ) = =(Vitt, Vi) + (3ut4, Plscr- (7.41)
Thus, due to the trace part of Proposition 2.10, we have
(Wyh, @) < Nl iz () |9 W)
+ ||8nu”L5,€.y(i)Q)”d;“Lig_’}(SQ) < C“u”W;£$3(9)||¢||W1~2(Q)- (7.42)
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Inserting estimate (7.42) into the right-hand side of (7.39) and using the standard
interpolation inequality

lall 2y < Sllullyzz () + Csllullzz, (@) (7.43)
we obtain
1, @l ) < Cliy Axull o) + 8llull w22 @ T Csllullzz, (- (7.44)

Since u; = d,,® and up = —9,, P, estimate (7.44) (together with (7.38)) implies
inequality (7.32). Thus, the first part of the lemma is proved.

Let us now prove the second part (inequality (7.33)). Indeed, let ®, and @, , be
the stream functions associated with the divergent free vector fields ITu and IT(y/,u)
respectively. Then, analogously to (4.18), the difference W := v, &, — @, , satisfies the
following equation:

AW = H =20, Dy + Y] Dy + Yz, W, =0. (7.45)
Thus, due to Proposition 3.1, we have

“ W” szl Q) =< C”H"L;ﬁl.(ﬂ) <G ”q)u” qufv(g) +C ”u”Lée_‘v(Q) < C2||“||L§,gl",(9)
which implies estimate (7.33) (see the end of the proof of Proposition 4.7). Thus,
Lemma 7.5 is proved. O

We are now ready to estimate the integrals involved in identity (7.31). We start
with the integral in the left-hand side. Indeed, denoting Lu := (711 — Ty} A u and
integrating by parts, we get

(A, ) Asu) = (|9, TTA ] 2 — (Asu, TLLu)
= 1Y, TTA w72 + (Vatt, ViTTLu) — (31, TTLu)sq.  (7.46)
Moreover, due to Lemma 7.5, estimate (7.33) and Theorem 4.4, we also obtain

I TTLul| W;flv(ﬂ) + [ Lu|| W;flv(g) = C”Axu”ng(Q)- (7.47)
Now using (6.47) and arguing exactly as (7.41)—(7.43), we obtain

|(Vtt, VeTLLt)| + | @t, WLtthag| < 8llull3a0 o) + ColllT () (7.48)

2,2
W'ﬂs‘y

where the constant C; is independent of y and u and the constant § > 0 can be chosen
arbitrarily small. Inserting estimates (7.48) and (7.32) into the right-hand side of (7.46),
we arrive at

(A, Yy Au) > a1y, TTA w72 g + 1y ully )
= 8lullya g = Gollullg () (7.49)
€,y €,y

where @ > 0 1s some fixed constant which is independent of y, u and § and § > 0 can be
chosen arbitrarily. Recalling now that u(¢) is a solution of the Navier-Stokes problem

https://doi.org/10.1017/50017089507003849 Published online by Cambridge University Press


https://doi.org/10.1017/S0017089507003849

THE 2D NAVIER-STOKES EQUATION IN A STRIP 579

(6.1) which is bounded in W,([0, 7] x €2), we finally deduce that

T
/ 1(TTA u(t), ¥y A u(t)) dt
0
T

T
>« /0 (1, TIA (D172 + 1V u(D)]155g) dE = 8 /0 20 ot =
(7.50)

where T € [0, 1], the constant Cs depends on § and on the Wp-norm of the solution u,
and the constant o > 0 is independent of § and u.

Let us now estimate the most complicated third integral in the right-hand side of
(7.31). To this end, we transform it as follows:

([, Viul, 7 Au
= ((u, Vx)(wyu)v I)0yHAxu) — ((u, Vy)u, Lu) — (ullﬁ}% I,”yl_[Ax“)- (7.51)

where Lu is the same as in (7.46). Using estimate (7.47), embedding W'-?> ¢ L* and the
interpolation inequality (2.39), we have

(. Vo L)l < Cllull e IVt ol Ladl ey
£,y

1/2 3/2
S lullY,

< Cillul eyl g Il o

= 0 L A

Multiplying this inequality by ¢, integrating over [0, 7], T € [0, 1], and using that the
solution u € W,([0, T] x 2), we deduce that

T
/0 1|(u(t), Vou(t), Lu(f))| dt < Cs + & fo t||u(t)||2W£fy @At (7.52)

where § > 0 is arbitrary and Cs; depends on the Wy-norm of u. Moreover, arguing
analogously, we can estimate the integral from the third term in the right-hand side of
(7.51) as follows:

T
[t namra < G [ ol g (7.53)

We are now ready to estimate the first term in the right-hand side of (7.51). Indeed,
using again the interpolation inequality (2.39) and the fact that 1, has a finite support,
we deduce

(@, VW), Yy, TTA w)| < Clllul - V()72 + /419, TTA w72 g
< Cllullzs (oI Vel gy + /A1 TTA w2 g
< Cillullzz, @l 12 o) I Vx (W)l 2o 1yl w2y + /419 T A 72 g

= C2||u||L€20&y(Q)”u”WVL‘:.Z}_(Q)”Vx(wyu)”Lz(Q) + a/4(”wynAxu”L2(Q) + ”wyunwz.qg))
(7.54)
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where the constant « is the same as in (7.50). Estimates (7.51)—(7.54) together with the
fact that u belongs to W, ([0, T'] x ©2) give the following estimate:

T T
/0 (M), Vou(n)]l, ¥y M) de < Cs + C fo 312 o IV 22 dt

T T
+a/4 / (1 TTA Ul gy + IWullyangy) d + 6 / NI}, 22 g At (7.59)
0 0 Ye,y

Thus, the most complicated third term in the right-hand side of (7.31) is estimated.
The remaining terms are much simpler. Indeed, arguing analogously to estimating the
second term in the right-hand side of (7.51), we have

T T
| o, Vo vt dr < Gt s [l gy (.56

The term containing Ilg can be easily estimated by Holder inequality:

T T
/0 1|(T1g(0), ¥y Asuu(t) + 29,9, 0, u(0)) | di < C fo g2z, @ lull 2z (g dt

T
2 2
E CB ||g||L127([(),T]><Q) + 5 A t”u” W‘il}(g) dt (757)
Analogously,
T T
| Ao, v uorde = s [l g, dr (7.59)
0 0 e,y

And, finally, the first term in the right-hand side of (7.31) is obviously bounded since
u € Wy([0, TT x ).

Inserting estimates (7.50), (7.55) and (7.56)—(7.58) into identity (7.31), we deduce
the following integral inequality

T
TIV W T s + @ [0 Dy e o

T T
< C [ IOy 0 (19, + Co48 [ O oy (7,59

where T € [0, 1], the constants C and C; depend on ||g||le and |lu|lw,, but are
independent of y, § > 0 is arbitrary and, in addition, the constant C is independent
of 8.

We now recall that the integral fol ””(1)”%4/“ @ dt < Cllullw,o,11xe) < C1 uni-
Pe,y

formly with respect to y € R. Consequently, applying the Gronwall inequality (see
Lemma 7.2 with Z(7) := t||Vx(¢yu(t))||iz(Q)) to (7.59), we deduce that

T T
TNV (D)l + /0 YD)y dt < Cs + 8 /O )20 o dt - (7.60)

where T € [0, 1], the constant § > 0 is arbitrary, « > 0 and the constant Cs depends
on ||u|lw, and gl Lz, but is independent of y € R.
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Since the cut-off functions 1, satisfy assumptions (7.2), then (7.60) implies the
following estimate:

T T
T||Vxu(T)l g, + o /0 tu@®)lIy20q,) dt < Cy +8 fo t||u(t)||2W£ézy(Q)dt (7.61)

with some new constant Cj which is also independent of y € R.
Multiplying inequality (7.61) by ¢, -(y) with y < ¢, integrating over y € R and
using (2.12) with ¢ = 1, we obtain

T T
T||vxu(T)||i%w(Q)+a /0 z||u(z)||2W§,sz(Q) dt < C) + C8 fo t||u(t)||%4/£f:(m dt  (7.62)

where all of the constants are independent of z € R, § > 0 is still arbitrary and « is
independent of 8. Fixing finally § > 0 to be small enough, we arrive at

T
TIVATIE, o+ [ Olys: g i < C (7.63)

which implies (7.29) and Theorem 7.4 is proved. ]

The next corollary gives the analogue of Theorem 7.4 for more smooth initial
data.

COROLLARY 7.6. Let the assumptions of Theorem 6.6 be satisfied and let u € v, +
Wy ([0, T x 2) be a weak solution of (6.1) constructed in that theorem. Assume also that
the initial data u(0) := ug belongs to the space v. + Vlf(Q). Then the solution u is, in fact,
more regular:

u e L2([0, T], W, 2(2)) N L3 ([0, T1, W;2(2))

and the following estimate holds:

T+1

(D2, + f 1) y226,, d1 = O (ol oy + IElzgo ey ) - (7:64)

T
where the monotonic function Q is independent of y € Rand T € R,.

Indeed, for 7' > 1 estimate (7.6) follows from Theorems 7.4 and 6.6 and for small
T it can be proved exactly as (7.29) (and even slightly simpler since we need not to use
the multiplier 7 in (7.30).

We conclude this section by establishing some useful regularity results for the
pressure.

COROLLARY 7.7. Under the assumptions of Corollary 7.6, the pressure p(t, x)
associated with the solution of the NS equations (6.1) is uniquely defined up to a constant
depending on t and satisfies:

2 2 1,2
pr € Lb([ov T] X Q)s p— Sp € Lb([ov T]v Wb (Q))a

x (Sp)(t, x1) = (Sp)(1,0) € L ([0, T1, Wy, - (R)). (7.65)
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Moreover, the following estimate holds:

1+1
/[ (IVap(@) 1720,y + 1P() = SPOI12q,) dT < Olluolhz ) + gl 20.71x5)
(7.66)
where the monotonic function Q is independent of y € Randt € [0, T — 1].

Proof. We first note that, without loss of generality, one can assume that the
external forces g(7) = Ig(z) are divergent free. Indeed, otherwise, due to Theorem 4.4,
we can write

g(1) = Tg(1) + Viq(1) (7.67)

where, due to Theorem 4.4 and Remark 4.5, the function ¢ satisfies (7.65) and (7.66)
and, consequently, can be included in the pressure p. For simplicity, we also assume
that Su; = 0. The case of general nonzero flux can be considered analogously by the
transformation of the dependent variable v(¢) = u(f) — v..

Taking now the divergence from both sides of equation (6.1), we arrive at the
following elliptic problem for p:

Axp(t) = div[(u(?), Vo)u(t)] = (3x,u(t), Vu (1) + (0x,u(t), Vus(t)) := H,(t) (7.68)
which should be endowed with the Newmann boundary condition:
8,,p|3Q = —[,Au. (7.69)

Moreover, averaging the first equation of (6.1) and taking into account that divu =0
and Su; = 0, we obtain the following version of the Bernoulli law:

3, Sp = =S[Aur ()] + 3y, S[u7(1)]. (7.70)

It is also not difficult to show that S[H,(1)] = 97 S[uj(1)].
Furthermore, due to estimate (6.64) and interpolation inequality (2.39), we have

t+1

t+1
2 4
/t IH(Dl; @dr=C fr IVa(Ollz; | (@7
) t+1 5
= CI”VXMHLN([[’H'”’Li(Q))‘/t\ ”u(r)”Wé?b(Q)dr = CZ (771)

where the constant C; depends on u and ¢ > 0, but is independent of y € R and .
Let us now define a function py(¢, x) as a solution of the following auxiliary
problem:
Apo =0, dupolyg = —ldul, 5, 34Spo = —S[Aul. (7.72)

Since divA,u = 0, the solution of that equation exists (due to Proposition 3.7), defined
up to a constant and satisfies

IVpoDllzz, (@) + IPo = Spoll w2 @) = CllAUDI L, (@ (7.73)

https://doi.org/10.1017/50017089507003849 Published online by Cambridge University Press


https://doi.org/10.1017/S0017089507003849

THE 2D NAVIER-STOKES EQUATION IN A STRIP 583

and its x,-average obviously satisfies

(Spo)(t. x1) = (Spo)(, 0) = — fo i S[Axu(t, s, )] ds (7.74)

where C(f) := (Spo)(t, 0) can be chosen arbitrarily. Formulae (7.73) and (7.74) together
with estimate (7.64) show that the function py satisfies (7.65) and (7.66).
So it only remains to consider the remainder p; := p — po which should satisfy

Api(t) = H,(1),  0upi],g =0, 9y, Sp1 = 0y, S[ui(0)]. (7.75)

Due to Proposition 3.5, the function p; — Sp; is uniquely defined from (7.75) and
satisfies

1210 = SprOy22 (0 < CIHUONI22, (@) (7.76)

and the average Sp; is again defined up to the z-dependent constant C(¢) and satisfies

(Sp1)(t, x1) — (Sp1)(t. 0) = S[ui(t, x1, )] (7.77)
Thus, due to (7.71), the component p; also satisfies (7.65) and (7.66) and Corollary 7.7
is proved. O

REMARK 7.8. Corollary 7.7 shows that, in the regular case uy € v. + Vf(Q), the
Navier-Stokes equation (6.1) can be understood as equality in the space Lﬁ([O, T] x Q).
Moreover, we see from the last inclusion of (7.65) that the pressure p(z, x) can grow at
most linearly with respect to x; — oo in such a way that V,p remains bounded. It is
worth emphasizing that this result is sharp, since for the case of the classical Poiseuille
flow the pressure grows indeed linearly with respect to x;j.

8. Dissipativity and attractors. In this concluding section, we verify that
the Navier-Stokes problem (6.1) generates a dissipative dynamical system in the
corresponding phase space and prove the existence of the associated global attractor.
For simplicity, we restrict ourselves to consider the autonomous case only:

g =g e [L}Q)]" (8.1)

Then, due to Theorems 6.6 and 7.1, the Navier-Stokes problem (6.1) generates
semigroups S(¢) = S.(?) in the phase spaces

® =D, = v, + HIRQ) (8.2)
via the standard expression
S(Ouo = u(?), S(tr+12) =S(11) o S(2), 11,12 = 0. (8.3)

The following theorem, which gives a dissipative estimate for the solutions of the
Navier-Stokes problem, can be considered as the main result of the section.

THEOREM 8.1. Let the assumptions of Theorem 6.6 holds and, in addition, (8.1) be
satisfied. Then, there exist positive constants « and K and a monotonic function Q such
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that, for every weak energy solution u(t) of the Navier-Stokes problem (6.1)—(6.2), the
following estimate holds:

lu()llze) < Q(IuO)ll 30 + I8l 3@) €™ + K (1 +¢ + gl ) (8.4)

(we emphasize that the constant K in (8.2) is independent of t, |[u(0)|| 129 and the flux
¢ = Suy(0)).

Proof. In order to verify (8.4), it is sufficient to prove that the ball

Bi={u e [T, luwole = K(1+ + g 0)} (8.5)

is an absorbing set for Navier-Stokes problem (6.1), i.e., that, for every bounded subset
B C @ there exists time 7' = T(|| B, ||g||L%(Q)) such that

SHBcCcB, Vit>T. (8.6)

Moreover, for simplicity, we restrict ourselves to consider only the case of zero flux
¢ = 0. The general case can be reduced to this particular one exactly as in Theorem 6.6.

The proof of embedding (8.6) requires a little more detailed analysis of basic a
priori estimate (6.13) which we rewrite in the following more convenient way:

T
Uz @) + (Cr = Cogltll o, 1y 23, ) [0 eI 13 ) s
2
< (e MOz @ + I8l @) 8.7)
where the positive constants & and C;, i = 1, 2, 3 are independent of u, ug, g, ¢ — 0, T

and x (in order to deduce (8.7) from (6.13), it is sufficient to take s = ¢ in the left-hand
side of it).

LEMMA 8.2. Let the assumptions of Theorem 6.5 holds and let, in addition, the initial
data u(0) for problem (6.1) satisfy

Ci = 2G.Coe (IO, @+ gl @) = 0 (8:8)

where all of the constants are the same as in (8.7). Then the associated weak energy
solutions u(t) of the Navier-Stokes problem (with zero flux ¢ = 0) satisfies

@iz, @ = C (llu(O)lnge_xo(Q)e‘“’ + gl (m) , (8.9)

forallt > 0.

Proof. Indeed, estimate (8.7) implies (8.9) under the additional assumption that

Ci = Gellull o, 13, @) = 0- (8.10)
On the other hand, (8.9) gives

el oo, 22 @) = C3<||u(0)||L§MO(Q) + ”g”Lﬁmo(Q)) (8.11)

Oe, X,
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which formally implies (8.10). Thus, using the continuity arguments (analogously to
the proof of Theorem 6.5), we can verify that (8.9) really holds if the initial data satisfies
(8.8) and Lemma (8.2) is proved. ]

We now note that, although (8.9) looks like a dissipative estimate (in the phase
space ng_lo (€2)), it is not sufficient to immediately finish the proof of the theorem, since

the exponent ¢ > 0 in it depends on ||u(0)]| 2@ (through assumption (8.8)), namely,

-2
e < e0:= CIuON o+ el @+1) (8.12)

for some positive C, see the proof of Theorem 6.5.
Thus, we need to be able to increase the exponent ¢ as ¢t — o0o; this is guaranteed
by the following lemma.

LEMMA 8.3. Let the above assumptions hold. Then, for every bounded subset B C @,
there exists time T = T(|| B, lIgll) such that, for every xy € R, we have

1 =2G:Ce (D13 @+ lglzs @) = 0 (8.13)

withe > & := L(1 + ||g||L%(Q))_2 (where the constant L is independent of ug and g ), if the
initial data u(0) € B.

Proof. We will prove the lemma by the iteration procedure. Indeed, let 7p = 0 and
& = g be given by (8.12). Then, estimate (8.13) is satisfied with ¢ = g9 and T = Tj.
Let us assume that (8.13) is already proven for some 7} > 0 and g; := 2Kgy < &. Then,
we only need to prove that there exists Ty, > T} such that (8.13) is satisfied with
& = gxy1 .= 2¢r and T = Ty, ;. To this end, we note that

02, (%) := (1 4+ 4&”|x — x0|)™"% < 2(1 + £%|x — x0[)'/? = 26, 1, (x)
and, consequently,
”U”Li @ = 2||U||L5 () (8.14)
2e.x( £,X()
Let us now fix Ty, > T} in such a way that
||M(Tk+l)||L§Ek”\_0(Q) = 2C3||g||L§8k“\AO(Q)a (8.15)

for all u(¢) such that u(0) € B (it is possible to do this due to our assumptions on &
and “dissipative” estimate (8.9)). Estimates (8.14) and (8.15) together with (6.25) give

et (1Tl @+ I8l @) < 4ec(luTely, o+ lgls, @)
<4QCs+ Dexlgllyy o < 42C + DCelgl )
< 4Q2C3 + DCL gl ) (1 + gl 2@) ' < 4CQCs + DL,
Thus, if the constant L is small enough to satisfy
C) —8C,CC32C3 + HLY? > 0,

then estimate (8.13) is satisfied with 7' = Ty, and & = g1 = 2¢;. Thus, the iteration
finishes the proof of the lemma. U
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It is not difficult now to finish the proof of the theorem. Indeed, due to Lemma 8.3
and estimate (8.9), there exists 7= T'(|| B|, ligl|) such that

”u(l)”Lﬁs,vo(Q) < 2C3||g||Lng(Q)y t>T (8.16)

holds with ¢ > & := L(1 + | g|| L%(Q))‘Z and uniformly with respect to xo € R. Taking
now supremum over xo € R from the both sides of inequality (8.16) and using again
(6.25), we arrive at

@)l 2 < 2C3CL_1/2||g||L§(Q)(1 + ||g||L§(Q))7 t>T (8.17)

which shows that the ball (8.5) is really the absorbing set if K > 2C;CL~'/2.
Theorem 8.1 is proved. O

REMARK 8.4. It is worth noting that the intermediate estimate (8.16) gives slightly
more information on the solutions than the final one (8.17). Indeed, assume that
¢ =0 and g is square integrable g € [L?(2)]*. Then, instead of (6.25), we will have
llgll 1, @ < Cligllz2 () with the constant C independent of e. Thus, instead of (8.17),

we will have the better estimate
lull2@) < 2C3CNEN ), 1= T

for the radius of the absorbing set (which grows now linearly with respect to g in
contrast to the quadratic growth rate in general case).

We are now in a position to prove the existence of a global attractor for semigroups
(8.3) associated with the Navier-Stokes equation. We note however that, in contrast to
the dissipative systems in bounded domains, in unbounded ones the global attractor
is usually not compact in the initial phase space (® in our case). That is the reason why
we need to use the following weaker definition of a global attractor (following [6], [9],

[18]).

DEeFINITION 8.5. A set A C @ is a locally compact (global) attractor for the

semigroup S(7) : ® — @ if the following assumptions are satisfied:

(1) the set A is bounded in @ and compact in @, := v, + H; () (ie., the
restriction Alg, of the attractor A to any bounded subdomain Q; of Q is
compact in L*(2));

(2) the set A is strictly invariant: S(7).4A = A;

(3) the set A is an attracting set for the semigroup S(z), i.e., for every neighborhood
O(A) (in the local topology of the space ®;,.) and every bounded (in ®) subset
B, there exists time 7' = T(O, B) such that

S(HB C O(A), (8.18)

forallt > T.

COROLLARY 8.6. Under the assumptions of Theorem 8.1, semigroup (8.3) associated
with the Navier-Stokes problem (6.1)—(6.2) possesses locally compact attractor A = A€
which is bounded in v. + V,f(Q). Moreover, the following estimate holds.

1Al = K(1+¢ + gl ) (8.19)

where the constant K is independent of ¢ and g.
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Proof. As usual, in order to verify the attractor’s existence, we need to check
the standard conditions, namely, the existence of a compact absorbing set and the
continuity, see e.g. [6].

Indeed, due to Theorem 8.1, semigroup (8.2) possesses an absorbing set 5 C ®
which is, however, not compact in the space ®,,.. But, by Theorem 7.4, the set S(1)53
is bounded in v, + Vﬁ(Q) and, consequently, is compact in ®;,.. Thus, a compact
absorbing set B; := S(1)B for semigroup (8.2) is constructed. Moreover, due to
Theorem 7.1, the operators S(¢) : B — @ are continuous (in the topology of ®y,.)
for every fixed ¢ > 0. Thus, due to the standard attractor existence theorem, semigroup
S(t) possesses a global attractor A C By N B. Estimate (8.19) is now an immediate
corollary of Theorem 8.1. Corollary 8.6 is proved. ]

To conclude the paper, we restore the physical parameters in the Navier-Stokes
system (6.1), i.e. consider the problem

du+ u, Vou=vAu—Vyp+g, divu=20 (8.20)

in a strip Q and study the dependence of the size of attractor on v.

COROLLARY 8.7. The global attractor A = A(c, g, v) of problem (8.20) possesses the
following estimate:

Il 30 < Cv7HEV + 1181730, +v7) (8.21)

where the constant C is independent of ¢, g and v.

Indeed, the scaling ¢ = vt, ' = v~'u reduces equation (8.21) to equation (6.1)—
(6.2) with ¢ = v~!cand g = v2g. Since A’ = v~! A, then (8.19) implies (8.21).
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