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0. Introduction

The analogy between fields of meromorphic functions on algebraic curves and global

number fields has a very long history. It has been a rich source of inspiration, espe-

cially for number theory. One of the most classical objects of the theory of algebraic

curves is the group of divisors. The corresponding object in the number field case is

the group of Arakelov divisors (see, e.g., Section 5). In the geometric case, one can

associate to any divisor D a linear vector space H0ðDÞ; the space of its global sec-

tions. Its dimension h0ðDÞ plays an important role in many considerations. The clas-

sical Riemann–Roch theorem states that for every divisor D on a complete smooth

curve C h0ðDÞ � h0ðK � DÞ ¼ deg D þ 1 � g; where K is a divisor class of differential

forms and g is the genus of C. A principal corollary of the Riemann–Roch theorem is

that, when deg D is big, h0ðDÞ ¼ deg D þ 1 � g. The arithmetic analog of this is rela-

tively easy to obtain, see, e.g., Szpiro’s introduction article on Arakelov geometry

([9]). To get the exact arithmetic analog of the classical Riemann–Roch formula is

considerably harder. This was probably first obtained by John Tate in his thesis

([10]).

My attention was brought to this topic by the very interesting 1998 preprint of

Gerard van der Geer and René Schoof ([4]). Elaborating on the ideas of Tate, they

went further to define an analog of the theta divisor, and put together a lot of infor-

mation to support their choice of h0ðDÞ.
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There is, however, one important analogy that nobody was able to construct

before. Namely, in the function field case, a more modern version of the

Riemann–Roch theorem is available, due to Serre. Roughly speaking, it is the fol-

lowing. Besides H0ðDÞ one can associate to D another space, H1ðDÞ (the first coho-

mology group) such that

(1) H1ðDÞ is dual to H0ðK � DÞ (Serre’s duality),

(2) h0ðDÞ � h1ðDÞ ¼ deg D þ 1 � g (here h1ðDÞ ¼ dimðH1ðDÞÞ:

From the first statement, it follows that h1ðDÞ ¼ h0ðK � DÞ and then the classical

Riemann–Roch follows from the second statement. The main goal of this paper is to

construct an arithmetic analog of this Serre’s Riemann–Roch theorem. In order to

do this, we have to abandon the category of Abelian groups and use some group-like

objects, the convolution of measures structures. In order to define them, one needs

some notions and results from abstract harmonic analysis. The main features of

our theory are the following:

(1) H1 is defined by a procedure very similar to Ĉech cohomology.

(2) We get separately Serre’s duality and Riemann–Roch formula without duality.

(3) We get the duality of H0ðLÞ and H1ðK � LÞ as Pontryagin duality of convolution

structures.

(4) The Riemann–Roch formula of Tate and van der Geer and Schoof follows auto-

matically from our construction by an appropriate dimension function.

Our theory can be generalized to the higher rank case, which was done by Ichiro

Miyada in [5]. He also proposed a more adelic version of it. It would be nice to

extend the theory to curves over number fields, see [13] for a related program.

The paper is organized as follows. In Section 1 we recall some necessary defini-

tions and results from harmonic analysis. In Section 2 we define our basic objects

(ghost spaces) and their dimensions. In Section 3 we introduce some short exact

sequences of ghost spaces. In Section 4 we develop the duality theory of ghost

spaces. Finally in Section 5 we apply the theory to arithmetic and obtain our main

results.

1. Some Results from Harmonic Analysis

This section is intended primarily for arithmetic geometers and other readers with

little knowledge of harmonic analysis. All of the material presented here is contained

in basic harmonic analysis textbooks. We claim no originality whatsoever.

Most proofs are omitted. All the missing proofs can be found, e.g., in the

book by Folland [3]. See also Berg and Forst [1] for a more in-depth treatment of

positive-definite functions. We are only interested in the commutative case even
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though many of the results are true for arbitrary locally compact groups. We start

with some basic definitions.

DEFINITION 1.1. A locally compact Abelian group G is a topological group which

is Abelian and locally compact. We will use addition notation for the operation,

unless G � C
�.

DEFINITION 1.2. A character w on a locally compact Abelian group G is a group

homeomorphism w : G!C
�.

DEFINITION 1.3. A character w is called symmetric if wð�xÞ ¼ wðxÞ: This is equi-

valent to the image of w being a subset of the unit circle.

DEFINITION 1.4. All characters of G form an Abelian group, under pointwise

multiplication. Its subgroup consisting of symmetric characters is called the

Pontryagin dual group of G. It can be endowed with a natural topology of pointwise

convergence. It is denoted by bGG.

The following theorem is well known in abstract harmonic analysis.

THEOREM 1.1 ðPontryagin dualityÞ. The group bGG is locally compact. Its Pontryagin

dual
bbGGbGG is naturally isomorphic to the group G.

The isomorphism in the above theorem is the following. Every x 2 G gives a func-

tion on bGG by sending w to wðxÞ. This defines a map from G to
bbGGbGG. It is easy to show

that this map is a continuous homomorphism. The above theorem states that it is an

isomorphism.

Some of the main instruments in the proof of the Pontryagin duality theorem,

which we will also use a lot, are the notions of the Haar measure, the Fourier trans-

form and the inverse Fourier transform. Here are some basic definitions and results.

THEOREM 1.2. Suppose G is a locally compact group ðnot necessarily AbelianÞ.

Then there exists a nonzero left-invariant s-additive Borel measure on it. This measure

is unique up to a multiplicative constant. It is called a left Haar measure. When G is

Abelian ðor, in general, if this measure is right-invariant as well Þ it is called simply a

Haar measure of the group G:

DEFINITION 1.5. Suppose mG is a Haar measure on a locally compact Abelian

group G: Suppose f is a function on G. Then the Fourier transform of f, relative to

the measure mG is the function on bGG defined as f̂fðwÞ ¼
R

x2G fðxÞwðxÞ dmGðxÞ.

The Fourier transform is defined for all functions on G that are L1 with respect to

a Haar measure.
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DEFINITION 1.6. Suppose m is some complex-valued measure on bGG: Then its

inverse Fourier transform �mm is a function on G defined as follows �mmðxÞ ¼R
w2ĜG wðxÞ dmðwÞ:

The inverse Fourier transform is defined for all bounded measures m on bGG: Unlike

a Fourier transform it does not involve a choice of a Haar measure.

We are now going to discuss the notions of positive-definite functions and mea-

sures on locally compact Abelian groups.

DEFINITION 1.7. A complex-valued function f on a group G is called positive-

definite iff for all x1; x2; . . . ; xn 2 G the matrix f ðxj � xiÞ is Hermitian nonnegative-

definite.

Note that a positive-definite function need not be continuous. Examples of posi-

tive-definite functions include the characteristic functions of subgroups of G.

Another important example is a function e�QðxÞ on Rn, where QðxÞ is a positive-

definite quadratic form. For more examples, see [1], chapter 1, Section 5.

Positive-definite functions have many interesting properties, some of which will

be discussed later. One of the most important results about them, which can be

viewed as a step toward the Pontryagin duality theorem, is the following theorem

of Bochner.

THEOREM 1.3. Suppose f is a continuous positive-definite function on a locally

compact Abelian group G. Then there exists a unique measure m on bGG such that f ¼ �mm.

This measure is real-valued and nonnegative.

For any topological space G one can multiply functions on G. If G is given a struc-

ture of a locally compact group, then we get additionally an operation of convolu-

tion of measures. This operation can be described as follows. Given two bounded

measures m and n on G, one can take their Cartesian product, which is a measure

on G 
 G. Then their convolution m � n is the pushforward of that product with

respect to the addition map G 
 G ! G. This convolution will be called the standard

convolution in this paper. One can also define the convolution of functions by the

following integral. ð f � gÞðxÞ ¼
R

y2G fð yÞgðx � yÞ dmðyÞ Here m is a Haar measure

on G. This agrees with the operation of convolution of measures in a natural way:

ð f � mÞ � ðg � mÞ ¼ ð f � gÞ � m. Using the above convolution we can make the following

definition.

DEFINITION 1.8. A measure m is called positive-definite iff for any continuous

function f on G with compact support
R

Gð f �
�ff Þdm5 0

DEFINITION 1.9. For every element g 2 G the point (or Dirac) measure dg is

defined as usual. So for any continuous function f fðgÞ ¼
R

x2G fðxÞddgðxÞ:
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The point measure at 0 and the Haar measures are always positive-definite. If f is a

positive-definite function, which is L1 with respect to a Haar measure m, then f � m is

a positive-definite measure. Also any measure whose inverse Fourier transform is

real-valued and nonnegative, is positive-definite.

The convolution of measures makes the space of bounded measures on a locally

compact group an algebra. One can recover the group structure on the set G from

the operation of convolution of measures. Namely, the convolution of two point

measures is a point measure of the sum. Pontryagin duality essentially switches

the algebra of functions and the algebra of measures, via the Fourier transform. This

suggests that one can generalize the notion of a locally compact group to a arbitrary

sets X together with some algebra structure on some subspace M of the space of mea-

sures on X. Depending on algebraic and analytic restrictions on this convolution

algebra, many different versions of this were proposed. For some of those classes

of structures the Pontryagin duality theorem holds. For a quite general framework

and a good survey, see [11]. Harmonic analysts are mostly interested in the noncom-

mutative situation. We only need commutative convolution structures of rather par-

ticular kind. See Lemmas 2.1 and 2.2 for more details.

DEFINITION 1.10. Suppose G is a topological space. The weak topology on the

space of measures on G is the weakest topology such that for every continuous

function with compact support on G the corresponding linear operator is continuous.

DEFINITION 1.11. A commutative convolution of measures structure � on a space

G is called weakly separately continuous if and only if for any measure m 2 M the

linear operator from M to M sending n to m � n is weakly continuous in n. (If the

convolution is not necessarily commutative then one also needs n � m to be weakly

continuous in n.)

The linear combinations of point measures are dense in the set of all measures with

respect to the weak topology. Because of this, any weakly separately continuous con-

volution of measures structure is uniquely determined by what it does on the point

measures (see [6] for a more detailed discussion of this). Thus we can identify

the convolution structures with the map �: G
G!MeasuresðGÞ given by

ðx; yÞ 7! dx � dy. This is our convention in the next section. Of course, not all maps

as above extend to associative operations, so this always has to be checked.

2. Ghost Spaces and their Dimensions

First we would like to explain our motivation.

Suppose G is a locally compact Abelian group. Suppose H is a subgroup of G.

Then its characteristic function iH has the following properties.

(1) iHð0Þ ¼ 1,

(2) iH is even (i.e., iHð�xÞ ¼ iHðxÞ for all x 2 G),
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(3) iH is positive-definite,

(4) ðiHÞ
2
¼ iH.

One can check that any function satisfying the four conditions above is a charac-

teristic function of some subgroup of G.

In their paper [4], van der Geer and Schoof defined h0ðDÞ as a logarithm of the

sum of e�QðxÞ over some lattice, where QðxÞ is a quadratic form on that lattice. They

did not formally define H0ðDÞ but they essentially viewed it as a ‘subgroup’ of the

lattice defined by a ‘characteristic function’ e�QðxÞ. Note that this function satisfies

all of the conditions above except the last one. So we want to generalize the notion

of a subgroup (and therefore a group) by abandoning this last condition. In fact, the

first three conditions already have some interesting implications. For example, they

imply that the corresponding function never takes values bigger than 1. See Theorem

2.1 below for the proof.

Because we want our subobject to be supported on the whole group G we also

assume that its ‘characteristic function’ is strictly positive. We also assume that

it is continuous, because this is what we have in applications. We would like to

consider this subobject as a space with a convolution of measures structure. We

will call such a subobject a ghost space (because its elements ‘only exist with some

probability’). More precisely, we will call it a ghost space of the first kind, in order

to distinguish it from another kind of convolution structures, that will be defined

later.

LEMMA 2.1. Suppose G is a locally compact Abelian group. Suppose u:G!Rþ is a

positive, positive-definite continuous function on it such that uð0Þ ¼ 1: Consider the

convolution of measures � on G such that

dx � dy ¼
uðxÞuð yÞ

uðx þ yÞ
dxþy:

Then this convolution is commutative and associative.

Proof. Consider the space of all measures m with the property that u � m is

bounded. We can make it a convolution algebra by setting m1 � m2 ¼ ðum1Þ 
 ðum2Þ=u;

where 
 is the standard convolution of measures on G. This convolution � extends

the convolution dx � dy. It is obviously commutative, and associative. It is also

weakly separately continuous, where the weak topology is defined using the con-

tinuous functions with compact support. &

DEFINITION 2.1. We call the pair ðG; �Þ; where � is a convolution on G as above,

the ghost-space of the first kind. We denote it by Gu.

Remark 2:1: The function u can be recovered from the convolution � as its only

real-valued positive symmetric quasi-character. See Section 4 for the details. See also

[12] for a related more general theory.
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Remark 2:2: One can see that the convolution algebras of Gu and G are iso-

morphic. However, the pairs of algebras (functions and measures) on Gu and G

together with the (function, measure) pairing are not isomorphic.

DEFINITION 2.2. We define the dimension of Gu which depends on the choice of a

Haar measure m on G as follows. dimm Gu ¼ log
R

G uðxÞdmðxÞ. When G is discrete, it

has a distinguished Haar measure, the counting measure mc. In this case we say that

the absolute dimension of Gu dim Gu ¼ dimmc
Gu. (When G is not discrete, we think

of Gu as having infinite absolute dimension.)

EXAMPLES. (1) Suppose G is a locally compact Abelian group. Then G1 is just G

itself with the standard convolution of measures. We therefore identify G1 with G.

(2) Suppose G ¼ Zn and Q is a positive-definite quadratic form on it. Then one can

check that uðxÞ ¼ e�Qðx;xÞ is positive-definite (see, e.g. [1], Proposition 7.19). So one

can define the ghost space Gu. Its dimension, in the above sense, is equal to

log
P

x2Z e�Qðx;xÞ. This is exactly the kind of formula that van der Geer and Schoof

used to define h0ðDÞ; and uðxÞ is their effectivity function. So the finite-dimensional

ghost space of the first kind Gu is going to be, in our interpretation, H0ðDÞ.

The following easy theorem supports our interpretation of u as a functions that

measures the ‘probability with which elements of Gu exist’.

THEOREM 2.1. Suppose Gu is a ghost space of the first kind. Then for all

x 2 G uðxÞ4 1. Also, those x that uðxÞ ¼ 1 form a closed subgroup H of G. Moreover,

uðxÞ comes from a function on G=H.

Proof. The first claim is contained in Folland (see [3], cor. 3.32.) To prove the

second and third claims we note that by [3], prop. 3.35 the following matrix is

positive-definite.

1 uðxÞ uðx þ yÞ
uðxÞ 1 uðyÞ

uðx þ yÞ uðyÞ 1

2
4

3
5

If uðxÞ ¼ 1, it implies that ðuðx þ yÞ � uð yÞÞ2 4 0; so uðx þ yÞ ¼ uð yÞ. This implies the

theorem. &

Now we define the ghost spaces of the second kind. While the ghost spaces of the

first kind are intuitively the Abelian groups with ‘partially existent’ elements, the ghost

spaces of the second kind have a different nature. Their elements exist with probability

1, but their position on G is not fixed. They could be thought of as ‘clouds’ on G. As a

result the ‘addition’ of two such elements is probabilistic. More precisely, the addition

has a translation-invariant error probability. This kind of objects appears in particular

when one tries to take a quotient of G over its subobject Gu. We refer to the next sec-

tion for a more detailed explanation. Now we just give a formal definition.
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DEFINITION 2.3. Suppose G is a locally compact Abelian group. Suppose m is a

positive-definite, even, positive probability measure on G: We call the pair ðG; �Þ with

the convolution of measures � from the next lemma the ghost space of the second

kind. It is denoted by Gm:

LEMMA 2.2. Suppose G and m are as above. Consider the convolution of measures �

on G such that dx � dy ¼ Txþym; where Txþy is the usual shift by ðx þ yÞ. Then this

convolution is commutative and associative.

Proof. We show that � extends to the space of bounded measures. We use for that

the canonical continuation formula of Pym ([6]). For any two bounded measures n1

and n2; and a continuous function with compact support f on G, the following

formula makes sense.

ðn1 � n2Þð f Þ ¼

Z Z
ðTxþymÞð f Þdn1ðxÞ dn2ðyÞ

One can use it to define the measure n1 � n2. This obviously generalizes the convolu-

tion � from the statement of the lemma. One can easily check that n1 � n2 is bounded.

Moreover, the convolution of two probability measures is a probability measure,

and the convolution is weakly separately continuous. We now need to check that

it is associative. If n1; n2, n3 are bounded measures and f is a continuous function with

compact support on G then one can check the following.

ððn1 � n2Þ � n3Þð f Þ ¼

Z Z Z
ðTxþyþzðm
 mÞÞð f Þ dn1ðxÞ dn2ðyÞ dn3ðzÞ;

where 
 is the standard convolution of measures on G. The associativity fol-

lows. &

Obviously, the measure m is uniquely determined by �. Also if m ¼ d0 then the con-

volution above is just the standard convolution of measures on G. Thus we identify

Gd0 with G.

DEFINITION 2.4. Suppose Gm is a ghost space of the second kind. Suppose m is a

Haar measure on G. Suppose m is absolutely continuous with respect to m, i.e.

m ¼ u � m for some function u on G. Then we define dimðmÞ Gm ¼ log uð0Þ. (If m is not

absolutely continuous, we think of Gm as being infinite-dimensional. In this paper we

only consider the finite-dimensional ghost spaces of the second kind.)

If G is compact, then it has a distinguished Haar measure, the probability measure

mprob. In this case we define the absolute dimension dim Gm ¼ dimðmprobÞ Gm.

Some justification of the above definition is provided by Lemma 2.3. The real justi-

fication, however, is in Proposition 3.1 and Theorem 4.1.

One can choose to consider a group G itself both as a ghost space of the first and

of the second kind. In fact, one can immediately see that this is the only case when a
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convolution structure can be interpreted in these two ways. In order for our notation

to be consistent we need to check that the absolute dimension of G does not depend

on this interpretation. If G is either not discrete or not compact then it has infinite

absolute dimension. So the only case we really need to consider is when G is finite.

The following lemma does just that.

LEMMA 2.3. Suppose G is a finite Abelian group. Then its dimension as a ghost space

of the first or the second kind is equal to log jGj.

Proof. We denote by M the counting measure on G.

(1) As a ghost space of the first kind G ¼ G1. So dim G ¼ dimM G ¼ log jGj.

(2) As a ghost space of the second kind G ¼ Gd0 . If m is the probability Haar mea-

sure on G, then m ¼ ð1=jGjÞM. So d0 ¼ h � m, where hð0Þ ¼ jGj, hðxÞ ¼ 0 for x 6¼ 0:

Therefore, dim G ¼ dim Gd0 ¼ log hð0Þ ¼ log jGj. &

3. Short Exact Sequences of Ghost Spaces

In this section we define some short exact sequences of ghost spaces. We check that

the dimension is additive, whenever defined. We must note that this is probably just a

little piece of the more general theory which is yet to be developed.

First of all, we want to consider Gu as a subobject of G with u being its ‘charac-

teristic function’. Let’s try to define a quotient object G=Gu. We want our definition

to be roughly parallel to the definition of the group quotient G=H where H is a closed

subgroup of G. In this latter situation the objects of the quotient space can be iden-

tified with the cosets of H. If H is compact, one can associate to each coset x þ H the

probability measure Txð p�ðmprobðH ÞÞÞ. Here mprobðH Þ is the Haar probability mea-

sure on H; p: H!G is the embedding, and Tx is translation by x. Then the convolu-

tion of the measures corresponding to x þ H and y þ H is the measure that

corresponds to x þ y þ H.

Suppose now that Gu is a ghost space, with dimm Gu < 1 for some Haar measure

m on G. The natural analogs of the measures above are TxðmÞ where m is the prob-

ability measure proportional to u � m. When one convolves two such measures using

the standard convolution on G (that corresponds to the addition in the ambient

group) one gets the following:

TxðmÞ � TyðmÞ ¼ Txþyðm � mÞ ¼
Z

z2G

ðTxþyþzmÞ dmðzÞ:

Thus the quotient G=Gu can be viewed as a ghost space of the second kind Gm: Here

is the formal definition.

DEFINITION 3.1. Suppose Gu is a ghost space of the first kind. Then we say that

Gu is a subspace of G. If dim Gu < 1 we also say that the quotient G=Gu is the ghost
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space of the second kind Gm; where m is the probability measure on G proportional to

uðxÞ � m. Here m is some (any) Haar measure on G.

PROPOSITION 3.1. The dimension is additive in the above short exact sequence, pro-

vided we use the same Haar measure for G and Gu to define it. That is, whenever defined,

dimm G ¼ dimm Gu þ dim Gm:

Proof. Because of the Definition 2.3 we only need to consider the case when G

is compact. Since changing the Haar measure m has no effect on the validity of

the above identity, we can choose m to be the probability measure. If dimm Gu ¼

log A then m ¼ 1=A � u � m: Therefore dimm G ¼ 0; dimm Gu ¼ log A; and dim Gm ¼

logðuð0Þ=AÞ ¼ � log A. The last identity is because uð0Þ ¼ 1 by the definition. &

Now we define another kind of short exact sequences. This time all objects are

ghost spaces of the first kind.

DEFINITION 3.2. Suppose G is a locally compact Abelian group and H is a closed

subgroup of G. Suppose u: G!Rþ is a positive-definite, positive, even, continuous

function on G such that uð0Þ ¼ 1. Abusing notation a little bit, we call the restriction

of u to H also u. Then we say that Hu is a subspace of Gu. If we can define a positive-

definite continuous function of v on G=H as below we also say that ðG=HÞv is the

quotient Gu=Hu.

vðxHÞ ¼

R
y2H uðx þ yÞ dmðyÞR

y2H uðyÞ dmðyÞ
;

where m is a Haar measure on H.

Remark 3:1: In fact, v is probably always positive-definite whenever it is

defined and continuous. At least it is true if both dimG and dimH are finite, as the

following proposition shows. See also [2] for an in-depth discussion of this con-

struction.

PROPOSITION 3.2. Suppose u and v are continuous functions defined as in Defi-

nition 3:2: Suppose that
R

G uðxÞdmGðxÞ and
R

H uðxÞdmHðxÞ are both finite. Then v is

positive-definite.

Proof. Since v 2 L1ðG=HÞ it is enough to show ([3], 4.17) that
R

G=H wð yÞvðyÞ
dmG=HðyÞ5 0 for any character w on G=H. By the definition of v it is equivalent to

saying that
R

G wðxÞvðxÞ dmGðxÞ5 0 for all characters w on G that come from G=H.

This now follows from u being continuous and positive-definite ([3], 4.23). &

Remark 3:2. The dimension is obviously additive in the above short exact

sequence if one chooses the measure on the quotient space as the quotient of mea-

sures on G and H.

246 A. BORISOV

https://doi.org/10.1023/A:1023297625434 Published online by Cambridge University Press

https://doi.org/10.1023/A:1023297625434


Remark 3:3: Pretty obviously, G1=H1 ¼ ðG=HÞ1 whenever defined (i.e. when H is

compact). So our definition really is compatible with the usual group quotients.

Remark 3:4: One can also define similarly some short exact sequences of the ghost

spaces of second kind. They are dual to the above short exact sequences in the sense

of the next section.

4. Duality Theory of Ghost Spaces

Here we develop the duality theory of ghost spaces. Basically, the dual of Gu is bGGûu,

where bGG is the Pontryagin dual of G and ûu is the Fourier transform of u. To be pre-

cise, ûu is the measure for which uðxÞ ¼
R

y2ĜG yðxÞdûuðxÞ. The existence of this measure

is the Bochner theorem on G ([3], prop. 4.18). We could have taken this as a

definition, of course. But we already had a lot of ad hoc definitions in the previous

two sections. So we claim that this duality really is the Pontryagin duality of

convolution structures.

We should mention here that a lot of work has been done by researchers in har-

monic analysis to extend Pontryagin duality of locally compact abelian groups to the

more general convolution structures. We should mention here for reference the sur-

vey of Vainerman [11]. It looks like the particular case we need is new. But it is very

similar algebraically to the more general case of commutative signed hypergroups, as

introduced by Margit Rösler ([7, 8]). To be precise, for any Gu one can define an

involution by sending x to �x, and a measure o ¼ m=u2, where m is some Haar mea-

sure on G. Then the triple ðG;o; �Þ satisfies the algebraic part of the axioms of a com-

mutative signed hypergroup.

So we construct the dual of Gu following the construction of Rösler. We are only

interested in the algebraic part of the construction, and our convolutions are given

by explicit formulas. So we basically ignore the analytic part of the theory.

First, let us consider all quasi-characters on G. These are the functions j: G ! C

with the following property. jðxÞ � jðyÞ ¼
R

G jðlÞðdx � dyÞðlÞ. In our case this means

that

jðxÞ � jðyÞ ¼ jðx þ yÞ
uðxÞuðyÞ

uðx þ yÞ
:

So jðxÞ=uðxÞ is a multiplicative function on G. This implies that jðxÞ ¼ wðxÞuðxÞ
for some multiplicative function w: G ! C.

Now we should consider only the symmetric quasi-characters, i.e. those j that

jð�xÞ ¼ jðxÞ. One can see from the above description of quasi-characters that these

are jwðxÞ ¼ wðxÞuðxÞ for some w: G ! S1, i.e. for w 2 bGG.

So we established the natural setwise isomorphism of dðGuÞðGuÞ and bGG. We can there-

fore transfer the group structure of bGG onto dðGuÞðGuÞ. What we really need to do though
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is to figure out the convolution structure on dðGuÞðGuÞ. First we can define the Fourier

transform and the inverse Fourier transform as in [7].

Since jwðxÞ ¼ wðxÞuðxÞ, for all x 2 G, we have that �dwdwðxÞ ¼ wðxÞuðxÞ, where dw is a

point measure at jw.

The convolution of measures in dðGuÞðGuÞ should correspond via the inverse Fourier

transform to the multiplication of functions on Gu, i.e. to the usual multiplication

of functions on G. The only thing we really need to prove is the following proposition.

PROPOSITION 4.1. Suppose w1; w2 2 bGG, x 2 G. Then

ðw1ðxÞuðxÞÞ � ðw2ðxÞuðxÞÞ ¼

Z
w2ĜG

wðxÞuðxÞ dðTw1þw2
ûuÞðwÞ:

Proof. The above equality is equivalent to the following.

uðxÞ ¼

Z
w2ĜG

wðxÞ
w1ðxÞw2ðxÞ

dðTw1þw2
ûuÞðwÞ:

The right-hand side can be rewritten as
R
w2ĜGðw� w1 � w2ÞðxÞ dðTw1þw2

ûuÞðwÞ: Using the

substitution l ¼ w� w1 � w2, it is equal to
R
l2ĜG lðxÞdûuðlÞ. Then the desired equality is

just the definition of ûu. &

One can also check that the natural involution of quasi-characters j 7! �jj corre-

sponds to w 7! �w. To complete the picture we need to show that
ddðGuÞðGuÞ
dðGuÞðGuÞ is naturally

isomorphic to Gu. This means that all the symmetric quasi-characters of the convo-

lution structure bGGûu are of the form wðxÞuðxÞ for some x 2 G. The following proposi-

tion does just that.

PROPOSITION 4.2. Suppose f : G!C is a symmetric quasi-character on bGGûu. Then

fðxÞ ¼ wðxÞuðxÞ for some x 2 G.

Proof. Being a quasi-character here means that for all w1; w2 2 bGG fðw1Þ � fðw2Þ ¼

Tw1þw2
ûuð f Þ. Therefore fðw1Þ � fðw2Þ ¼ f ð0Þ � fðw1 þ w2Þ: This implies that fðwÞ ¼

vðwÞ � fð0Þ, where v is a character on bGG.

Also, since f is symmetric, fð0Þ ¼ �fð0Þfð0Þ, so fð0Þ 2 R. As a result, the condition

fð�wÞ ¼ �fðwÞfðwÞ implies that vð�wÞ ¼ �vðwÞvðwÞ so v takes values in the unit circle S1. By the

Pontryagin duality theorem, vðwÞ ¼ wðxÞ for some x 2 G.

Finally, fð0Þ � fð0Þ ¼ ûuðv � fð0ÞÞ. So fð0Þ ¼ ûuðvÞ. By the definition of ûu, we have that

fð0Þ ¼ uðxÞ, the proposition is proven. &

Remark 4:1. If we take duals in a short exact sequence of Definition 3.2 we get

again a short exact sequence, going in the opposite direction. So the situation is

completely parallel to the case of usual locally compact Abelian groups.

Now let’s discuss what happens with the dimension when the dual is taken. First

of all, dim bGGûu only makes sense if bGG is compact, and ûu is absolutely continuous with
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respect to a Haar measure. This means that G is discrete. Then we have the following

theorem.

THEOREM 4.1. Suppose G is discrete, Gu is a finite-dimensional ghost space of the

first kind. Then dim Gu ¼ dim cGuGu.

Proof. Consider the counting measure m on G. Its dual measure m̂m is a probability

Haar measure on bGG ([3], prop. 4.24). Then ûu ¼ fðwÞ � m̂m where f is the Fourier trans-

form of u relative to the above measures ([3], prop. 4.21). By definition,

dim bGGûu ¼ log f ð0Þ ¼ dim Gu. &

Remark 4:2. Even though it might be possible to extend the definition of the

dimension of the ghost spaces of the second kind, the above theorem is not likely to

have any generalizations. The following example highlights the major obstacle.

EXAMPLE. Suppose u ¼ e�px2

is a function on R, and m is the standard measure

on R. Then Ru is the ghost space of the first kind and Rum is the ghost space of the

second kind. We have the following short exact sequence of ghost spaces:

0 ! Ru ! R ! Rum
! 0

We have that dim R ¼ 1. For any measure M dimMRu is finite (equal to zero if

M ¼ m). By the nature of dimension, we expect that dim Rum
¼ 1. On the

other hand, one can check that cRuRu ¼ Rum. So we have a duality between a finite-

dimensional ghost space Ru and an infinite-dimensional ghost space Rum.

5. Arithmetic Cohomology via Ghost Spaces

First of all, let us fix the same notations as in [4], Section 3. For the convenience of a

reader we reproduce most of them below.

Our main object is an ‘arithmetic curve’, i.e. a number field F. An Arakelov divisor

D on it is a formal sum
P

P xPP þ
P

s xss, where P runs over the maximal prime

ideals of the ring of integers OF and s runs over the infinite, or Archimedean places

of the number field F. The coefficients xP are in Z while the coefficients xs are in R.

The degree degðDÞ ¼
P

P logðNðPÞÞxP þ
P

s xs.

An Arakelov divisor D is determined by the associated fractional ideal I ¼
Q

P�xp

and by r1 þ r2 coefficients xs 2 R. We can define a hermitian metric on I, and on

I � R ¼ F � R as in [4]. That is, for z ¼ ðzsÞ, jjðzsÞjj
2
D ¼

P
s jzsj

2 � jj1jj2s; where

jj1jj2s ¼ e�2xs for real s and jj1jj2s ¼ 2e�xs for complex s. According to van der Geer

and Schoof, h0ðDÞ ¼
P

x2I e�pjjxjj2D . In accordance with this, we make the following

definition.

DEFINITION 5.1. In the above notations, H0ðDÞ is the ghost space of the first kind

Iu, where uðxÞ ¼ e�pjjxjj2D .
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Remark 5:1. To make the above definition valid, we need to check that u positive-

definite. This basically follows from the positivity of its Fourier dual, which be

calculated in Theorem 5.2. See also [1]. Clearly, dimIu ¼ h0ðDÞ.

Now we are going to define H1ðDÞ. First, let us look at how it can be done in the

geometric situation. We have the curve C with the map p: C!P1. Probably the easi-

est way to calculate H1ðDÞ in this situation is by ĈCech cohomology. For this we need

to cover the curve by affine open sets. One way to do it is to choose two points on P1,

say a and 1, and consider the open sets U0 ¼ p�1ðP1 �1Þ and U1 ¼ p�1ðP1 � aÞ.
Then we have the following four spaces.

V00 ¼H0ðD;U0 \U1Þ; V10 ¼H0ðD;U0Þ; V01 ¼H0ðD;U1Þ; V11 ¼H0ðDÞ:

Here V10 and V01 are subspaces of V00 and V10 \ V01 ¼ V11. By the definition of

Ĉech cohomology, and since U0 and U1 are affine,

H1ðDÞ ¼ V00=ðV01 þ V10Þ ¼ ðV00=V10Þ=ðV01=V11Þ:

Now we try something similar in the arithmetic case. Let us choose U0 ¼ p�1ð1Þ and

U1 ¼ p�1ð pÞ where p is some prime number. Let us denote by J the localization of I

in p. Then the natural analog of V11 above is the ghost space Iu for uðxÞ ¼ e�pjjxjj2D .

The analog of V10 is I. The analog of V00 is J. The analog of V01 would have been Ju,

if we managed to define ghost-spaces for the groups like J. Then the ĈCech cohomol-

ogy of this covering should be ðJ=IÞ=ðJu=IuÞ. Now we have some problems. It looks

like the different choices of p should lead to different answers, unless we are willing

to complete J to I � R. So this is what we do. Please note that I � R is a locally

compact group, and we have no problems in defining the ghost space V01. We also

have no problems to define other ingredients in the formula using the short exact

sequences from Section 3. So this is our definition.

DEFINITION 5.2. For an Arakelov divisor D as above

H1ðDÞ ¼ ððI � RÞ=I Þ=ððI � RÞu=IuÞ:

Also, h1ðDÞ ¼ dimH1ðDÞ, as the dimension of the ghost space of the second kind.

We will see that this definition yields a beautiful theory with such attributes of the

geometric case as Serre’s duality and Riemann–Roch. For this we just need to do

some calculations.

PROPOSITION 5.1. We have that ðI � RÞu=Iu ¼ ððI � RÞ=I Þv, where for every

x 2 ðI � RÞ=I

vðxÞ ¼

P
y2I e�pjjxþyjj2DP
y2I e�pjjyjj2D
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Proof. This is just the definition of the quotient from Section 3, Definition

3.2. &

THEOREM 5.1. Suppose D is the absolute value of the discriminant of the number

field F. Then the first cohomology of an Arakelov divisor D is the following ghost space

of the second kind. H1ðDÞ ¼ ððI � RÞ=IÞo, where

o ¼

ffiffiffiffi
D

p

edegD
�
X
y2I

e�pjjxþyjj2D � m;

where m is the Haar probability measure on ðI � RÞ=I.

Proof. Obviously o should be proportional to
P

y2I e�pjjxþyjj2D � m. We just have to

scale it to make it a probability measure. We have the following.

Z
x2ðI�RÞ=I

X
y2I

e�pjjxþyjj2D � dmðxÞ ¼

Z
x2I�R

e�pjjxjj2D dMðxÞ;

where M is the measure on I � R such that I has covolume 1. If MD is the measure

that corresponds to the hermitian metric D, the above integral is equal to

edegDffiffiffiffi
D

p �

Z
x2I�R

e�pjjxjj2D dMDðxÞ

Now we just need to show that
R

x2I�R
e�pjjxjj2DdMDðxÞ ¼ 1. This is a pretty stan-

dard calculation. It can be done, e.g., by splitting up into the pieces that correspond

to the infinite places of F and using the following two identities.

(1) (real factor) a
R

x2R e�pa2x2

dx ¼ 1;

(2) (complex factor) a
R

xþiy2C e�paðx2þy2Þdx dy ¼ 1.

These are very standard identities. The second one follows from the direct calculation

in polar coordinates. The first one is essentially the square root of the second one. &

Now we are ready for the Serre’s duality theorem. For this we need to recall the

definition of the canonical Arakelov divisor K on F. It is defined ([4]) as having asso-

ciated fractional ideal @�1 and zero infinite components. Here @ is the different of F.

THEOREM 5.2 ðSerre’s dualityÞ. For any Arakelov divisor D we have the following

duality of ghost spaces. H1ðDÞ ¼ dH0ðK � DÞH0ðK � DÞ

Proof. First we need to establish duality on the level of underlining locally

compact groups. Suppose I is the fractional ideal associated with D. It follows from

the definition of K that ðI � RÞ=I ¼ ðF � RÞ=I is dual to @�1I�1, where @ is the
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different of F. The duality is given by the following pairing

(x 2 ðF � RÞ=I; y 2 @�1I�1). ðx; yÞ ¼ e2pi TrðxyÞ, where x 2 F � R is some representative

of x and TrðxyÞ is taken in the algebra F � R.

Now in order to prove the theorem we just need to show that for every y 2 @�1I�1

e�pjjyjj2K�D ¼

Z
x2ðI�RÞ=I

e2piTrðxyÞ doðxÞ;

where o is the probability measure from Theorem 5.1. Let’s just simplify the right-

hand side.
Z

x2ðI�RÞ=I

ffiffiffiffi
D

p

edegD

X
z2I

e�pjjxþzjj2De2piTrðxyÞ dmðxÞ ¼

Z
x2I�R

e�pjjxjj2De2piTrðxyÞ dMDðxÞ

This is a pretty standard integral. For the convenience of a reader, we reproduce the

calculations in some details below.

Let us suppose that the infinite part of D is given by the real numbers

ðs1; . . . sr1
; sr1þ1; . . . sr1þr2

Þ. Splitting up the above integral, and e�pjjyjj2K�D into the

product of r1 þ r2 factors corresponding to different si, it is enough to prove the fol-

lowing two lemmas. &

LEMMA 5.1 ðreal factorÞ. For any real s and y the following identity is true.R
x2R e�pe�2sx2þ2pixy � e�sdx ¼ e�pe2sy2

Proof. First of all, multiplying x by e�s and y by es we can get rid of s. So we just

need to prove that
R

x2R e�px2þ2pixy � dx ¼ e�py2

. The left-hand side can be rewritten asR
x2R e�pðxþiyÞ2 � e�py2

dx. By contour integration, it is equal to
R

x2R e�px2

� e�py2

dx ¼

e�py2

, the lemma is proven. &

LEMMA 5.2 ðcomplex factorÞ: For any s 2 R and y ¼ y1 þ iy2 2 C the following

identity is true.

Z
x1þix22C

e�2pe�sðx2
1
þx2

2
Þe4piðx1y1�x2y2Þ � 2e�s dx1dx2 ¼ e�p�2esðy2

1
þy2

2
Þ

Proof. First of all, multiplying x1 and x2 by e�s=2, and y1 and y2 by e�s=2, we can

get rid of s. So we just need to prove that

Z
x1þix22C

e�2pðx2
1
þx2

2
Þe4piðx1y1�x2y2Þ � 2 dx1dx2 ¼ e�p�2ðy2

1
þy2

2
Þ

The left hand side can be rewritten as
Z

x1

Z
x2

2e�2pðx1�iy1Þ
2
�2pðx2þiy2Þ

2

� e�2pðy2
1
þy2

2
Þ dx1 dx2:

.
This is equal to e�2pðy2

1
þy2

2
Þ by splitting up the above integral and then proceeding like

in the previous lemma. &
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So, we established the Serre’s duality as the duality of ghost spaces. The obvious

corollary of it, and Theorem 4.1 is the following.

COROLLARY 5.1. In the above notations, h1ðDÞ ¼ h0ðK � DÞ:

Now we obtain the Riemann–Roch formula using the additivity of dimension in

the short exact sequences of ghost spaces from Section 3.

THEOREM 5.3 ðRiemann�Roch formulaÞ.

h0ðDÞ � h1ðDÞ ¼ degD � 1
2 logD:

Proof. We use the notations of Theorem 5.1. By Proposition 3.1 and Remark 3.2,

h1ðDÞ ¼ dimH1ðDÞ ¼ dimmðI � RÞ=I � dimmððI � RÞ=IÞv
¼ �dimmððI � RÞ=IÞv ¼ �ðdimMðI � RÞu � dimIuÞ

¼ h0ðDÞ � dimMðI � RÞu

So we have that

h0ðDÞ � h1ðDÞ

¼ dimMðI � RÞu ¼ log

Z
x2I�R

e�pjjxjj2D dMðxÞ ¼ log
edegDffiffiffiffi

D
p

as in the proof of Theorem 5.1. This proves the theorem. &

So, we recovered the Riemann–Roch theorem of van der Geer and Schoof (first

proven by Tate in his thesis). Our approach, of course, gives much more structure.

We should also note that instead of using the Poisson summation formula, we basi-

cally reproved it along the lines of the usual proof of the Riemann–Roch theorem in

the geometric case.
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