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Abstract

This article argues that the environmental contexts ofmemory are vulnerable to Artificial Intelligence
(AI)-generated distortions. By addressing the broader ecological implications for AI’s integration into
society, this article looks beyond a sociotechnical dimension to explore the potential for AI to
complicate environmental memory and its role in shaping human–environment relations. First, I
address how the manipulation and falsification of memory risks undermining intergenerational
transmission of environmental knowledge. Second, I examine how AI-generated blurring of bound-
aries between real and unreal can lead to collective inaction on environmental challenges. By
identifying memory’s central role in addressing environmental crisis, this article places emerging
debates onmemory in the AI era in direct conversation with environmental discourse and scholarship.

Keywords: artificial intelligence; memory; environmental crisis; disinformation; ecology and
conservation

“The result of a consistent and total substitution of lies for factual truth is not that the
lie will now be accepted as truth and truth be defamed as a lie, but that the sense by
which we take our bearings in the real world—and the category of truth versus
falsehood is among the mental means to this end—is being destroyed.” — Hannah
Arendt, “Truth and Politics” (1967, 78).

Introduction

On October 11, 2024, a group of United States House Democrats from hurricane-impacted
states wrote a letter to seven social media and technology companies urging executives to
do more to combat disinformation surrounding natural disasters. Their requests were as
follows: increase the monitoring and rapid removal of misinformation and disinformation;
enhance fact-checking; strengthen algorithms to flag and prevent the spread of harmful
conspiracy theories; and implement stronger safeguards against scams (Ross et al. 2024). In
the wake of hurricanes Helene and Milton, affected communities encountered a wave of
disinformation that hindered relief efforts. This included claims from conspiracy theorist
Alex Jones that Hurricane Helene was aimed at North Carolina to clear space for lithium
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mining, Artificial Intelligence (AI)-generated videos of storm surges overwhelming ocean-
front properties, and a widely shared AI-generated photo of a traumatized child in a life
jacket clutching a sodden puppy.

It did not require much to debunk this content as manipulative and conspiratorial.
However, once it circulated on social media, it proved challenging to retract and correct the
record – a testament to Mark Twain’s quip, ‘How easy it is to make people believe a lie, and
how hard it is to undo that work again’ (Twain 2013, 302). With the general public having
been subjected to disinformation campaigns for years, many people were primed for
conspiratorial narratives around catastrophic events. AI-generated images reinforced some
of those conspiracies. During relief efforts, this culminated in a small group of armed people
harassing US Federal Emergency Management Agency (FEMA) relief workers in rural
Tennessee, forcing the agency to make operational changes to keep its relief workers safe.

This example is but one of many that confirms deep confusion around environmental
dynamics in a rapidly evolving technological age characterized by disinformation and
conspiracy. When seeking to explain pollution, wildfires, or climate change, evidence-
based environmental knowledge must contend with greater amounts of information with
little to no empirical basis. This confusion is becoming more widespread with the integration
of AI into social, political, and informational domains. AI’s ability to generatemisleading texts
and visual media is beginning to influence how society understands and experiences its
relationship to environmental change.

This article takes as its starting point a contemporary conditionwhereinmemory, AI, and
the environment are bewilderingly entangled. It takes a different path from emerging
critical environmental scholarship that addresses AI’s environmental impact, spotlighting
the material inputs required to sustain the vast infrastructures that facilitate AI’s integra-
tion and evolution (Strubell et al. 2020; Crawford 2021; De Vries 2023; Luers et al. 2024). While
it is important to further develop political ecological approaches to AI, this article, instead,
weaves together epistemological, aesthetic, technological, and political concerns.

Drawing on Andrew Hoskins’s observation that memory can take on uncanny qualities
when confrontedwith ‘that which seems strangely familiar yet unreal’ (Hoskins 2024, 3), this
article explores how AI produces a terrain of memory that collapses distinctions between
real and unreal. Specifically, this article addresses the distortion of environmental memory
under conditions shaped by opaque technological systems. It argues that the ecological
contexts of memory – the where of memory – are vulnerable to AI-generated distortions. By
extending Hoskins’s theorization of memory into environmental domains, this article
highlights the ecological stakes of AI’s integration into society to investigate how it reshapes
environmental memory and human–environment relations.

This article proceeds as follows. First, to foreground environmental concerns, it engages
ideas centred on environmental memory. Second, it examines the concepts ‘shifting
baseline syndrome’ (SBS) and ‘environmental generational amnesia’ (EGA), which describe
a gradual change in the accepted norms of environmental conditions ‘due to lack of past
information or lack of experience of past conditions’ (Soga and Gaston 2018, 222). Third, it
reviews emerging scholarship on AI and memory, drawing on recent work published in this
journal and beyond. Fourth, this article explores AI’s impact on environmental memory
throughmnemonic, aesthetic, and political perspectives to uncover its broader implications
for human–environment relations.

Memory and the environment

Reflecting on a longstanding tendency to reduce the environment to a backdrop of human
affairs, Serres observes, ‘Our culture abhors the world’ (Serres 1995, 3). This repugnance
stems from an anthropocentric conceit that simultaneously refuses the idea that nonhuman
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natures possess forms of intelligence and rejects the notion that culture is possible only by
virtue of the material conditions that sustain it. It is, in other words, predicated on a deep –
and willful –misunderstanding of the constitutive, albeit nondeterministic, role the envir-
onment plays in the production and evolution of culture (Castree 2001; Latour 2004;
Whatmore 2006).

Of the many attempts to recentre the environment as a historical actor on a grand scale,
some have identified memory as a key point at which ecology and culture intersect (Till
2003). Gülüm et al. invite us to understand ‘memory and environment as embodied
co-constitutive and co-constructed’ (Gülüm et al. 2024, 9). ‘Memory’, writes Kenny, ‘needs
a place, a context’ (Kenny 1999, 421). Whether individual or collective, memory coheres
through the reciprocal relations fostered with the world over time. In the absence of that
world, memory is impossible. This carries two implications. First, there is an expansive
ecological dimension of memory that exceeds the experiencing subject. This dimension not
only contains the elemental conditions – for example, water, air, sunlight, and so forth – that
sustain life, it also contains subtler characteristics, like the contours, sights, smells, tastes,
sounds, and so forth of familiar landscapes. This is memory’s where, the broader ecological
contexts of lived experience that make memory possible.

Second, the notion of environmental memory decentres the human as the sole carrier of
memory and recentres human–environment relations at the locus of meaning-making.
Recalling Serres, rather than a mute backdrop, the environment is the dynamic stage upon
which human dramas unfold co-evolutionarily. ‘Thought, like memory’, writes Macfarlane,
‘inhabits external things as much as the inner regions of the human brain’ (Macfarlane
2007,100). In externalizing memory and situating it as a product of human–environment
relations, it follows that as environments undergo change, so too do the stories we tell of
them and the memories we hold of them. Macfarlane continues, ‘When the physical
correspondents of thought disappear, then thought, or its possibility, is also lost. When
woods and trees are destroyed…imagination and memory go with them’ (Macfarlane 2007,
100.) In this sense, the environmental crisis is also a crisis for memory and culture.

SBS and EGA

Environmental memory’s vulnerability is not, however, a mere theoretical abstraction.
There is an empirical basis that shows how ecology andmemory are connected. Towards this
end, engaging with two concepts – SBS and EGA – will make these connections legible.

SBS and EGA help us understand ecological degradation and the erosion of environmental
memory. Both phenomena describe how perceptions of environmental norms change over
time, often resulting in diminished awareness of ecological loss and reduced incentive for
conservation. Coined by Pauly (1995), ‘SBS’ refers to the phenomenon in which each
generation perceives the environment it encounters in its youth as ‘normal’, thereby failing
to recognize the extent of ecological degradation that occurred in previous generations.
Writing about marine fisheries, Pauly observed that each generation of fisheries scientists
accepts as a baseline the stock size and species composition that occurred at the beginning of
their careers, leading to a ‘creeping disappearance of resource species’ (Pauly 1995, 430). As
degraded baselines are normalized, conservation targets become softer, masking the true
scale of biodiversity loss.

Complementing Pauly’s conservation-based perspective, Soga and Gaston (2018) review
broader causes and consequences of SBS, loosely categorizing them into psychological,
sociocultural, and informational domains. They note that urbanization reduced direct
contact with the environment, and reliance on short-term datasets contributes to shifting
perceptions of what constitutes a ‘healthy’ environment. Moreover, the authors warn that
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SBS not only hampers biodiversity conservation but also undermines public support for
environmental policy by eroding experiential knowledge and understanding (2018, 228).

Closely related to SBS is ‘EGA’, which Kahn describes as the tendency for people to accept
the degraded environmental conditions they grow upwith as normal (Kahn 2002, 113). Kahn
explores how children’s experiences with nature influence cognitive and emotional devel-
opment. As environments degrade, children form emotional bonds with increasingly
artificial or contaminated settings, perpetuating an unconscious acceptance of environ-
mental loss. This process contributes to baseline shift at individual and collective levels,
wherein the full extent of what is lost is forgotten, further reinforcing cycles of ecological
neglect. Similarly, Papworth et al. (2009) demonstrate how generational shifts in expect-
ations can undermine conservation outcomes. Their study shows that younger individuals
often have less accurate perceptions of wildlife abundance compared to older individuals,
illustrating how memory and lived experience shape ecological knowledge (see also Pyle
1993; Miller 2005; Glassberg 2014; Craps 2024).

This research reveals how SBS and EGA are driven by experiential limits, cultural
discontinuities, and informational gaps. By drawing attention to risks posed by ecological
forgetting and the erasure of environmental knowledge, this research underscores the need
to preserve historical memory and re-establish experiential connections. Further, SBA and
EGA identify two related pathways for forgetting. First, they show how environmental
change influences stories told about the places we live. Second, they show how the failure to
transmit information about environmental change over time can lead to forgetting. This
second pathway involves communication strategies and technologies that facilitate, or
thwart, the passage of information and the cohesion of memory. This is an increasingly
confounding matter to which I now turn.

AI and memory

Scrutinizing the relationships between memory and technology is essential for understand-
ing the rapidly shifting terrain of social experience. AI’s integration into everyday life has
sparked a surge of scholarly attention, particularly around its socio-economic and ethical
implications. While extensive research has explored AI’s impact on labour, algorithmic
governance, and digital equity (Frey and Osborne 2017; Noble 2018; Amoore 2020), less
examined – but increasingly vital – are AI’s effects on the architecture of memory. Recent
scholarship has begun to investigate how AI mediates and co-produces memory, reshaping
how individuals and societies remember.

Central to this discussion is Hoskins’s (2024) conceptualization of a ‘thirdway ofmemory’,
which involves a ‘mixing of the machinic and human in new ways’ (Hoskins 2024, 3). For
Hoskins, AI systems do more than store information. They can generate synthetic pasts,
reframe histories, and foster new modes of memory. There is promise here for novel forms
of expression and creativity. Yet, there is also danger in ‘the potential of AI to consort with,
challenge, and also replace the agency of human remembering and forgetting’ (Hoskins
2024, 3). Memory cannot be reduced to mental or social phenomena but rather is increas-
ingly and confusingly co-constructed through human–machine entanglements.

AI systems working in tandem with powerful sorting algorithms mediate how people
engage with their pasts. Platforms such as Facebook, Apple Photos, and Google Memories
surface content via automated prompts, often without user consent. These algorithmically
generated memories prioritize machine-learned patterns over personal significance, pre-
senting users with emotionally charged moments filtered through encoded principles of
engagement rather than recollection (Henriksen 2024). Remembering becomes less an act of
reflection and more a response to predictive systems designed to maximize user engage-
ment. Under AI, the line between sorting and distorting is blurred. The result is a form of
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algorithmic recall wherein users are confronted with memories they neither chose nor
expected to revisit. The automated resurfacing of past events represents a shift in memory
from active recollection to passive encounter. The emotional contexts of this shift are
illuminated by Jacobsen and Beer’s (2021) concept of ‘quantified nostalgia’. In their analysis,
the personal past ismade visible throughmetrics – for example, likes, shares, and comments
– that influence which memories are elevated and which recede.

Novel changes in memory also manifest in shared experiences. Consider Hoskins’s (2024)
notion of the ‘conversational past’, which describes how AI enables a co-constructed digital
memory space where humans andmachines produce narratives in real time. While this may
foster new forms of social participation and engagement with the past, it also introduces
instability, as algorithmically generated reconstructions of the past are vulnerable to
manipulation, falsification, and may lack grounding in shared experience. Pilkington
(2024) echoes this concern through the concept of ‘myopic memory’, which identifies the
erasure of critical and historical understanding under AI and platform capitalism. Algorith-
mic emphasis on personalization fragments collective experience, narrowing exposure to
alternative viewpoints, and reducingmemory to a placeholder for emotionally resonant but
politically dispassionate content. In this configuration, collective memory is not grounded
in critical reflection or dissent but in algorithmic replication.

These concerns are elaborated in Smit et al.’s (2024) framing of ‘platformed remember-
ing’. They argue digital platforms have become dominant memory infrastructures, organ-
izing public and private pasts through opaque systems governed by commercial interests.
This framing resonates with Hoskins’s notion of ‘grey memory’ that addresses how ‘con-
temporary technologies push out of individual human reach a conscious, active, willed
memory, through obscuring the risks of the ownership, use, access, costs, and finitude of
digital data’ (Hoskins and Halstead 2021; Hoskins 2024, 13). The implications are profound:
what societies remember – and what they forget – is increasingly shaped by systems
designed for data extraction, behavioural prediction, and profit maximization.

This research identifies a crucial transformation: in the age of AI, memory must be
understood not as an inner archive or shared tradition, but as an entangled process shaped
by machine learning, platform architectures, and algorithmic influence. While the exter-
nalization of memory via technological prostheses has long been the case – from stone
tablets to personal digital assistants – the introduction of AI has accelerated the degree to
which technologies mediate, filter, and produce memory according to logics external to the
remembering subject (Hoskins 2023).

AI and environmental memory

Previous pages have outlined two theoretical perspectives on memory: environmental
memory and AI-mediated memory. The remaining aim is to identify their points of contact
and articulate a deeper sense of the epistemological, aesthetic, and political challenges
environmental memory confronts in the age of AI. If it is the case that sociocultural
memories are increasingly manipulated, fragmented, and falsified, it would not be outra-
geous to suggest that environmental memory – how communities remember and experi-
ence environmental change over time – faces similar threats.

As SBS and EGA suggest, the intergenerational transmission of environmental memory is
difficult even under ideal conditions. Environmental change typically unfolds at a pace that
exceeds lived human perception. Although gradual change may be disrupted by acute
disasters like hurricanes, wildfires, and floods, the broader challenge remains: the slow
subtlety of environmental transformation complicates how experiences are remembered
and passed on. Therefore, the conveyance of environmental memory is critical for under-
standing how environments change. Stories of fisheries populations a generation before, of
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glaciers advancing their mass, of the richness of a buzzing summertime meadow, provide a
depth of environmental understanding not easily captured by quantitative environmental
data alone (Macfarlane 2019; Farrier 2020; Morehouse and Cigliano 2020). As Haraway notes,
‘It matters what stories make worlds, what worlds make stories’ (Haraway 2016, 12). Stories
are important not only because they reflect the world, but they also produce it.

However, a loss of confidence in memory’s where is not just a matter of how we relate to
past environments. More than fostering an understanding of where we were, sharing
environmental memories clarifies where we are and where we might be heading. If the
past recedes because ecological contexts have changed or because AI is generating hallu-
cinations by invoking non-existent events, the dislocation of environmental memory from
its constitutive where undermines the capacity to mobilize memory to avert future catas-
trophe, a point developed below. This empties memory of its transformative potential in a
manner that aligns with Pilkington’s ‘myopic memory’ (Pilkington 2024). It also locks us into
what Crary refers to as a ‘shallow present’marked by a systematic erasure of the past and a
withdrawal of the future (Crary 2013, 41).

AI and uncanny environments

Beyond reconfiguring stories that emerge through human–environment interactions, AI
presents an aesthetic challenge in its manipulation of environmental images. AI tools like
ChatGPT and Midjourney are becoming more adept at generating hyperrealist media that
pass as genuinemodels of reality. Granted, there is often an uncanny tell that evokes Fisher’s
sense of ‘the eerie’, which ‘occurs either when there is something present where there
should be nothing, or there is nothing present when there should be something’ (Fisher
2016, 61). An AI-generated group photo might feature an errant arm. An AI-generated sugar
maple leaf image might have four lobes instead of five. Sunlight in an AI-generated forest
scene might land in a peculiar manner. I asked ChatGPT to create a ‘nostalgic image of a tree
fort’, and the resulting structure was precariously nestled in the crotch of a tree, bathed in
comforting light.

Despite its imperfections, a hyperrealist AI aesthetic is often sufficient for conjuring a
‘good enough’ version of reality. Admittedly, a single AI-generated image of a tree fort is
unlikely to supplant my ownmemories of the tree forts of my youth. However, the amassing
of AI-generated images at scale is more likely to distort shared perceptions of reality and
influence lived experiences and memories. Algorithms play a critical role in this distortion.
‘The past,’ writes Hoskins, ‘is caught up in this algorithmic narrowing of information,
knowledge, life’ (Hoskins 2023, 12). The way algorithms aid in the sorting and proliferation
of AI-generated media risks polluting memory, lending it an uncanny quality.

Hypothetically, this algorithmically fueled capture of the real can conjure aesthetic
versions of the past that dislocate memory from its environmental contexts. It is not so
much the memory that is targeted, but the memory’s where. As Paglen observes, AI systems
influence our perceptions of the world towards particular ideological ends: ‘These influen-
cing machines generate hallucinations, uncanny ways of seeing, that make you see some-
thing in a particular way or believe something in a particular way’ (Paglen 2024, 128). While
it is possible to generate innumerable variations of AI environments, there are three
potentially influential versions that come to mind. First, AI can situate the environment
in ahistorical and idealized terms, invoking an Edenic version of nature that always has been
and always will be. Second, AI can construct environmental pasts that suggest ecological
change is not occurring. AI-generated images of glacier stability in Greenland, for example,
could reinforce climate denialism. Third, AI can produce catastrophic versions of previous
environments, implying that environmental crisis was a thing of the past, and that current
conditions are comparatively better.
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This is an inherently speculative line of thought. Yet, given the nascent phase of AI’s
integration into everyday life, sometimes speculation is the only thing to lean on. Still, a
distinction can be made between prophecy and prognosis. As AI becomes more adept at
creating hyperrealist images algorithmically distributed at scale, AI-generated images may
colonize environmentalmemory and shape past, present, and future environmental relations.

Information, scepticism, and the future

Thus far, I have explored how the integration of AI complicates environmental memory,
focusing on cultural narratives and hyperrealist aesthetics. This section examines AI’s
political dimensions, focusing on how the transmission of environmental memory is
complicated by the nature of information in the digital age. A wide range of scholarship
has examined challenges posed by disinformation and conspiracy, emphasizing their
outsized role in undermining sociopolitical stability (Bennett and Livingston 2020; Kuo
and Marwick 2021), public health (Neylan et al. 2022), and climate change (Treen et al. 2020;
Lewandowsky 2021). Just as memory’s untethering from its where compromises future
pathways, when experiential knowledge is untethered from reality, it becomes vulnerable
to manipulation and weaponization.

There are numerous examples of disinformation and conspiracy pertaining to environ-
mental change. Recall US Representative Marjorie Taylor Greene’s insistence that 2024’s
Hurricane Helene was deliberately created by Democrats to improve election outcomes,
posting: ‘Yes, they can control the weather. It’s ridiculous for anyone to lie and say it can’t be
done’ (Marjorie Taylor Greene 2024). Climate catastrophes have been submitted as evidence
of global political conspiracy, like ‘The Patriot Voice’, which advanced a theory that the 2025
Los Angeles wildfires were started to clear land so officials could make way for a ‘fully
operational AI-based Smart City’ (The Patriot Voice 2025). FEMA has had to make public
statements denouncing allegations that post-catastrophe outreach is a deep state objective
to establish concentration camps for imprisoning and exterminating citizens in order to
impose a New World Order (FEMA 2024). It is tempting to dismiss these as fringe theories,
but it is important to note that: (a) such theories no longer dwell at the margins of political
thought but are now at its centre; (b) this broad range of conspiracies often cohere around
anti-science discourses targeting methods that generate awareness of environmental
change; and (c) the aim for much of these theories is engagement, which is increasingly
determined by an algorithmic logic more focused on virality than intelligibility.

It is worth exploring this last point. Information that promotes environmental awareness
is polluted by algorithmic processes optimized for user engagement. Studies suggest that an
effective strategy for increasing user engagement is to appeal to resentment, secrecy, and
conspiracy rather than reason (Ledwich and Zaitsev 2020; Carroll et al. 2023; Rodilosso 2024;
Milli et al. 2025). Worldviews are increasingly shaped by falsehoods propagated online,
which yield a splintered reality overwhelmed by informational contradictions. Granted, the
problem of disinformation is hardly a new one. Powerful state actors, working in conjunc-
tion with media, have long sought control over the form, content, and distribution of
information to distort individual and collective memory. Often, these efforts focus on
alienating people from their material conditions and cultivating identities in keeping with
dominant forms of power. However, at present, it is unclear whether recent iterations of this
longstanding tendency represent a difference in degree or kind. Algorithms, for example,
permit a level of informational specificity that allows for the tailoring of propaganda atmass
and individual scales, like the company GoLaxy, which can ‘deploy humanlike bot networks
and psychological profiling to target individuals’ (Goldstein and Benson 2025). Such granular
degrees of information manipulation will likely have significant consequences for how
individuals, groups, and societies construct relationships with the world. There is, thus, a
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novel cause for concern around disinformation and its implications for social, political, and
environmental stability.

To combat this, many advocate for data literacy (Gummer and Mandinach 2015; Wolff
et al. 2016; Laupichler et al. 2022). This strategy assumes that with sufficient instruction,
people will be better able to interpret data and pivot to truthfulness. Calls for increased
literacy, however, often overlook strong cultural tendencies towards disavowal, which take
the form of ‘I know well, but all the same…’ (Mannoni 2003; Zupanačič 2024, 2). People
sometimes enjoy inhabitingworldswith a tenuous connection to reality. This is the appeal of
conspiracies: by providing a convenient scapegoat, they make the world seem less chaotic
and more controllable (Lewandowsky 2021).

Disinformation alone is a challenging issue. Adding elements like AI-generatedmemories
and environments makes it a monstrous problem, spawning a form of scepticism that is
either unable or unwilling to differentiate between real and unreal. This boundary is
becoming destabilized in a manner commensurate with Hoskins’s assertion, ‘the recent
rapid development and accessibility of AI and related technologies and services, heralds a
new battleground between humans and computers in the shaping of reality’ (Hoskins
2024,1). Recalling the L.A. wildfire conspiracy, the operative causal issue concernsworsening
conditions under climate change. Yet, this is obscured and reconfigured as evidence of a
global political plot. In making room for political delusions, such conspiracies effectively
ward off the real, relegating it to an illusory background so that ideological machinations
take centre stage.

As suggested in this article’s epigraph quoting Arendt, the most destructive consequence
of organized disinformation is not that ‘the lie will…be accepted as truth and truth be
defamed as a lie’ (Arendt 1967, 78). Rather, it is that a relentless flow of disinformation
provokes a fundamental shift in our relationship with the real world. Arendt’s position is all
too relevant for current social, political, environmental, and technological conditions. As
more people become aware that AI’s generative capacities are increasingly realistic and
persuasive, false claims that real content is AI-generated will become more persuasive, too.
This phenomenon, referred to as ‘the liar’s dividend’ (Chesney and Citron 2019; Schiff et al.
2025), has implications for social and political stability, an issue already witnessed in deep
fakes of prominent politicians.

Here, a question emerges as towhether visual documentation of ecological degradation is
sufficient for rallying people around an environmental cause if evidence can be easily
dismissed as AI-generated slop. This has far-reaching repercussions for the mobilization for
better environmental futures. As discussed, intergenerational transmission of environmen-
tal memory is crucial for developing strategies that link past ecologies with present and
future ones. This is a challenge in ideal circumstances and an even greater one in view of
memory’s fragmentation. If memory is dislocated from its where, it is no longer certain how
it can function in the world. Indeed, building a common consensus around environmental
issues is unthinkable if neither the crisis nor reality is recognized as real.

Conclusion

Pessimism is an understandable reaction to current sociotechnical and environmental
conditions, but it is a poor destination. As this article suggests, AI can distort memory,
experience, and knowledge to such an extent that it destabilizes how we relate to the world.
In facing these unreal circumstances, we might think creatively about pursuing new kinds of
human-technological relationships in the spirit of Haraway’s cyborgism (2013), which refuses
a distinction between organism and machine (1990, 149). As some posthumanism scholars
suggest, sensors, codes, and algorithms can offer novel opportunities to think and sense with
to cultivate new intimacieswith theworld (Gabrys 2016; Richardson and Zolkos 2022; Turnbull
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et al. 2023; Richardson 2024). However, pursuing the path of hybridity without accounting for
the epistemological, aesthetic, and political concerns raised in this essay carries risk.

At the very least, this discussion highlights the need for robust AI regulation in public and
private sectors. There is toomuch at stake in our collective fate to entrust AI development to
a corporatocratic model content to ‘move fast and break things’. This raises the question of
what can be done to shield environmental memory from AI’s hallucinatory influences. Calls
for re-establishing connections with the environment offer strategies for combating envir-
onmental forgetting. However, there are great disparities in environmental access, and the
privilege of remembering ought not to be an exclusive one. In the attempt to restore
relationships with the real world in order that we might strategise for better futures,
perhaps it is best to identify what survival requires in themost elemental sense: attunement.
Starting heremight allow us to address the pervasive silence around environmental loss and
recognize that environmental memory is a matter of meaning-making, intergenerational
storytelling, andmourning. How else arewe to resist forgetting than to allow ourselves to be
wholly, vulnerably, and imperfectly human amidst increasingly inhuman circumstances?
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